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Abstract—Age of information (AoI), a metric measuring the information freshness, has drawn increased attention due to its importance in monitoring applications in which nodes send timestamped status updates to interested recipients, and timely updates about phenomena are important. In this work, we consider the AoI minimization scheduling problem in multi-hop energy harvesting (EH) wireless sensor networks (WSNs). We design the generation time of updates for nodes and develop transmission schedules under both protocol and physical interference models, aiming at achieving minimum peak AoI and average AoI among all nodes for a given time duration. We prove that it is an NP-hard problem and propose an energy-adaptive, distributed algorithm called MAoIG. We derive its theoretical upper bounds for the peak and average AoI and a lower bound for peak AoI. The numerical results validate that MAoIG outperforms all of the baseline schemes in all scenarios and that the experimental results tightly track the theoretical upper bound optimal solutions while the lower bound tightness decreases with the number of nodes.
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I. INTRODUCTION

WIRELESS sensor networks (WSNs), bringing the fundamental component of the Internet of Things (IoT), are deployed in a wide range of environments to collect data from the physical world, providing information for remote monitoring, target tracking and anomalous phenomena detection. Frequent battery replacement can be extremely expensive or even impractical in hard to reach locations and cause material waste. As such, energy harvesting (EH) technologies can be exploited where devices can harvest energy from ambient sources such as solar power and radio frequency (RF) signals. Energy Harvesting devices have enabled WSN (EH-WSN) to reach energy self-sustainability and operate perpetually [1]. However, the energy harvesting capacities of such devices are limited. Moreover, environmental energy is inherently time-varying and exhibits a high degree of heterogeneity over different nodes. These properties bring challenges to networking algorithm design which has been attracting a growing research interest in recent years [2]–[7].

Most of these works focus on maximizing throughput (e.g., [2]–[4]) or minimizing transmission latency (e.g., [5]–[7]). The key issue in the throughput maximisation problem is to maximise the volume of sensing and transmission data as much as possible; while the latency minimisation problem investigates how to transmit those packets promptly. For both, the problem of when to generate an update packet is not addressed directly. Earlier, traditional sensing applications could not afford real-time data transmission, or indeed, did not require it. Therefore throughput was the more critical metric.

However, with the proliferation of online sensor-based systems such as in autonomous systems, security systems, control and real-time applications, the generation time of an update packet have a significant effect on the freshness of information about the objects they monitor. This is especially important in applications where timely updates regarding a targeted phenomena are essential for a control function to enact upon that data and where this sense/actuate reaction time is key. Recently, a new metric called age-of-information (AoI) was proposed to measure the timeliness of this information update [8]. Defined as the time elapsed since the generation time of the last packet received by the sink, AoI describes the timeliness of the process of the target objects.

To highlight the difference between AoI, latency and throughput, we present in Fig. 1 an example of a line topology EH-WSN consisting of a sink and three nodes \( v_1, v_2, v_3 \) monitoring three objects. The initial battery level of each node \( v_i \) is denoted by \( B_i[0] \). For simplicity, only in this example, we assume that for each node \( v_i \), its energy harvesting rate \( \delta_i \) is constant during the time duration and it spends one unit of energy to send or receive one packet. When considering latency minimisation, the goal is to minimise the time cost for transmitting at least one packet from each node \( v_i \) to the sink. Since \( v_2 \) needs to send out its own packet and relay a packet for \( v_3 \), the total cost is 3 units of energy which takes 30 time slots to harvest. Similarly, \( v_1 \) needs to send out its own packet and relay two packets for \( v_2 \) and \( v_3 \), the total cost is 5 units of energy which takes 10 time slots for it to harvest. The minimum latency is 32 time slots, while the throughput is three packets. Case 1: If all nodes generate their packets \( \{p_1, p_2, p_3\} \) at time slot 0, all packets are received by the sink at time slot \( t = 32 \). The information is stale by \( t = 32 \). The AoIs of the

![Fig. 1. A Line EH-WSN consisting of a sink and 3 nodes, where for \( i \in \{1, 2, 3\} \), \( \delta_i \) is the energy harvesting rate and \( B_i[0] \) is the initial battery level. For object \( i, AoI_i(t) = t - g_i[t, t] \), where \( t \) is the current time and \( g_i[t, t] \) is the generation time of the freshest updated from object \( i \) that received by the sink.](https://example.com/fig1.png)
A. Related Works

Over the past few years, there has been a growing body of research works on the AoI minimization scheduling problem EH-WSN [9]–[14] and in battery powered WSN (BP-WSN) in [15]–[24]. EH-WSN research, [9]–[13] focuses on single-hop networks where their source nodes communicate directly to destination nodes. The problem here is to determine the generation time of the updates and the time to activate the links between the source nodes and their one-hop far destination nodes. [14] considered a two-hop EH-WSN where a source is communicating to a destination through a relay and propose age-minimal policies to solve the AoI minimization problem. However, a two-hop EH-WSN is a very simple topology; the above methods cannot be easily extended to multi-hop scenarios.

In applications like remote monitoring, sensors are scattered across a broad area far away from the control centre. In such scenarios, single-hop transmission is unsuitable or even not feasible. Some works considered AoI minimization for multi-hop BP-WSN [21]–[24]. [21] focuses on a simple solution space where links can only be activated according to a stationary probability distribution. Under their settings, the optimal stationary scheduling policy was derived.

[22] considers the scenario where a sender periodically sends a collection of data to a receiver. The objective is to minimise peak/average AoI subject to throughput requirements. In that paper, a pseudo-polynomial optimal algorithm is proposed. [23] considers a scenario where each node is both a source and a monitor of information; here all nodes can receive fresh updates from all other nodes in the network. Based on this setting, lower bounds on the peak and average AoI are derived. [24] minimized the age of a single information flow in an interference-free multi-hop BP-WSN. The authors assumed that the transmission times of packets are exponentially distributed, and then focused on finding the optimal queuing policy. The Last-Generated First-Served policy was shown to be optimal when preemption is allowed.

However, [21]–[24] focus on BP-WSN where nodes are available for transmission at any time. To the best of our knowledge, there is no existing paper investigating the AoI minimisation problem in multi-hop EH-WSN. The focus on EH-WSN brings the added complexity inherent in the collaborative nature of the network nodes and heterogeneous energy harvesting opportunities across the network. The extra challenges are:

1) The schedule is required to be energy-adaptive and time-varying in terms of path choice and packet update frequency. Since relaying packets costs energy, if a node in a poor energy condition (e.g., \( v_4 \) in Fig. 4) is assigned to be the relay for many other nodes, the delay will be huge, as will the AoI. In addition, the environmental resource is time-varying. For example, in a solar-powered WSN, for a given duration a node has a high energy harvesting rate meaning it can relay packets for other nodes. Later, the node might be in the shade of a tree or a building, and its energy harvesting rate may decrease greatly. In this scenario, using a fixed data gathering tree leads to large latency. On the other hand, the updating frequency on sunny days should be higher than for cloudy days; as on sunny days the node energy harvesting rates are higher.

2) The scheduling algorithm should be distributed and decentralised. This is because if each node were to send their current battery level to the sink this will bring enormous energy and time cost due to the communication and potential interference.

3) In addition, avoiding transmission interference in a distributed way is also challenging as the transmissions among EH-nodes depend on the energy conditions of those nodes which is time-varying.

B. Contributions

To address the aforementioned problems, two key questions need to be investigated: (i) For each node (i.e. each target area), under which conditions do we generate an update packet? (ii) For a generated packet, how do we schedule nodes to transmit to the sink? To address (i) and (ii), both energy and interference issues need to be considered. In this paper, we propose that: (1) A node \( v_i \) senses and generates a new packet only if all nodes in its path to the sink have enough estimated energy to relay their current workload and the new packet, and (2) divide the nodes into interference-free groups and maximise the simultaneous transmissions to have freshly generated packets. To the best of our knowledge, this paper is the first work addressing the AoI optimisation scheduling problem in multi-hop EH-WSN. Our main contributions are as listed below:

1) We formulate the maximum peak AoI Minimization scheduling (EH-PAMS) problem and the average AoI Minimization Problem (EH-AAMS) in multi-hop EH-WSN. Specifically, each node is a source node providing updates to the sink about a target area. The goal is to minimise the peak/average AoI for all target areas (i.e., all nodes) in a long time duration \([0,T]\).

2) We propose a distributed and energy-adaptive algorithm called MAoIG where nodes make updates cyclically; in each cycle, every node makes one update.

3) We prove that: a) The peak AoI achieved by MAoIG verifies \( \text{AoI}_{\text{MAoIG}}^{\text{Peak}}(T) \leq R_G^{\text{Max}} + 2R \), where \( R_G^{\text{Max}} \) is the time cost of the longest updating cycle and \( R \) is the depth of the network, that is, the hop-count of the node that has the farthest distance to the sink. b) The average AoI achieved by MAoIG verifies \( \text{AoI}_{\text{MAoIG}}(T) \leq T \frac{R}{R_G^{\text{Max}} + 2R} \), where \( R \) is the depth of the network and \( K \) is the number of update cycles during the time duration \([0,T]\).
TABLE I

<table>
<thead>
<tr>
<th>Symbols</th>
<th>Meanings</th>
</tr>
</thead>
<tbody>
<tr>
<td>$n$</td>
<td>The number of nodes in the network</td>
</tr>
<tr>
<td>$B_i(t)$</td>
<td>Battery level of $v_i$ in time slot $t$</td>
</tr>
<tr>
<td>$\delta_i(t)$</td>
<td>Energy harvesting rate of $v_i$ in time slot $t$</td>
</tr>
<tr>
<td>$NB_i$</td>
<td>The neighbour nodes of $v_i$</td>
</tr>
<tr>
<td>$A_i(t)$</td>
<td>AoI of object $i$ in time slot $t$</td>
</tr>
<tr>
<td>$p^k_i$</td>
<td>The $k$-th updating packet sensed by $v_i$</td>
</tr>
<tr>
<td>$g^k_i$</td>
<td>The generation time of $p^k_i$</td>
</tr>
<tr>
<td>$t^k_i$</td>
<td>The time slot that $p^k_i$ received by the sink</td>
</tr>
<tr>
<td>delay$^k_{ij}$</td>
<td>$v_i \rightarrow v_j$ delay $^k$</td>
</tr>
<tr>
<td>$[v_i, v_j, p^k_i, t]$</td>
<td>The transmission schedule indicates $v_i$ sends packet $p^k_i$ to $v_j$ in time slot $t$</td>
</tr>
<tr>
<td>$CA_i$</td>
<td>The Collision-Avoiding Matrix of $v_i$</td>
</tr>
<tr>
<td>$F2S_i$</td>
<td>If $F2S_i(t) = 1$, $v_i$ can not send any data in time slot $t$</td>
</tr>
<tr>
<td>$P_i$</td>
<td>The transmission path for any packet generated by $v_i$</td>
</tr>
</tbody>
</table>

4) Solar-Powered and dedicated/environmental RF powered EH-WSN have been simulated to validate the performance of our algorithms.

C. Paper Organization

The rest of the paper is organised as follows. Section II introduces the network model. Section III presents the problem formulation. Section IV and Section V show the detailed design and theoretical analysis of the proposed algorithm for the line network and the general network, respectively. The simulation results are shown in Section VI. Section VII concludes the paper.

II. NETWORK MODEL

We consider a multi-hop wireless sensor network $G = (V, E)$ with $V = \{v_1, ..., v_n\} \cup \{S\}$, where $S$ is the sink and $v_i$s are the nodes. Each sensor $v_i$ monitors one target object $i$ and the data sensed by $v_i$ can be provided information about object $i$. Here, the communication range of each sensor is time-independent. For $v_i, v_j \in V$, if $D(v_i, v_j) \leq r$, where $D(v_i, v_j)$ is the Euclidean distance between $v_i$ and $v_j$, $r$ is the communication range, we have $(v_i, v_j) \in E$.¹ For a node $v_i$, we denote its neighbors as $NB(v_i) = \{v_j | (v_i, v_j) \in E, v_j \in V\}$. We consider a monitoring time duration $[0, T]$, which is partitioned into multiple equal time slots $\{1, 2, ..., T\}$.

Let $p^k_i$ denote the $k$-th updating packet sensed by $v_i$. $p^k_i$ contains all measurements collected by the $v_i$ since the time it sent its $k-1$th update packet. A transmission schedule can be denoted by a vector $sch(v_i, v_j, p^k_i) = [v_i, v_j, p^k_i, t]$ indicating that node $v_i$ is scheduled to send $p^k_i$ to node $v_j$ at time slot $t$. It is worth highlighting that, each node can operate as a source node and a relay node. It has a buffer to store packets generated by itself or received from others. Thus, $p^k_x$ might be generated by another node $v_x$.

We assume that the size of each updating packet is the same. The energy consumption of sending and receiving a packet are denoted by $e_s$ and $e_r$, respectively. When packets are in different sizes, our algorithm works. Details are presented in the Discussion Section. We make this assumption to simplify the description of our algorithm.

A. Energy Model

Due to limited space, we have simplified the energy model of BF-node. The details can be seen in [26], [27]. Each node harvests energy from environmental sources and stores such energy in its battery. For a node $v_i \in V$, let $B_i[t]$ denote the battery level of $v_i$ at the beginning of time slot $t$ and $\delta_i[t]$ is the average recharge rate of $v_i$ during time slot $t$. The battery capacities of all nodes are equal. They are denoted by $B_{max}$. For all $t \in \{1, 2, ..., T\}$, we have $0 \leq B_i[t] \leq B_{max}$. The current energy of node $v_i$ at the beginning of time slot $t$ is

$$B_i[t] = \min\{B_i[t-1] + \delta_i[t-1] - e_x - e_r, B_{max}\},$$

where $e_x \in \{e_s, e_r, 0\}$, if $v_i$ is sending (or receiving) a packet, $e_x = e_r$ (or $e_s$); otherwise, $e_x = 0$. Here $e_c$ is energy consumed due to clocking synchronization [28], sensing, computing, broadcasting beacons and other signal processing tasks. In a real system, we always have $e_c \ll e_r$ or $e_s$. Without loss of generality, we ignore $e_c$ in the remainder of this paper.

Note that equation (1) is suitable for conventional linear EH model like solar-powered EH-WSN and RF-Powered EH-WSN. It can also be used in novel non-linear EH-WSN like those introduced in [29].

Although environmental energy is time-varying, for the most widely-used energy sources: solar power and Radio Frequency signals, a node can roughly estimate its harvesting rates in the future tens of minutes. Some existing works study the energy harvesting model for EH-nodes. For example, for solar-powered nodes, [30] proposed a model which can be used to calculate the amount of harvested energy by the node from the value of Solar Radiation which is measured by the node itself. Since solar radiation will not change a lot rapidly and the weather forecast information can also be sent to these nodes every day, we can use the current measurement to predict the future recharge rate. [31] can leverage past energy observations to provide accurate estimations of future energy availability.

For Ratio-Frequency powered nodes, the energy received by a node can be estimated by its location [26], [27]. Based on these papers, we assume that an EH node knows its battery level and can predict its energy harvesting rate in tens of minutes. It is important to know that: 1) The battery level and energy harvesting rate are only known by the node itself but not by any other nodes. 2) Our scheduling algorithm is strong enough to handle the error between the predicted energy level and the real one.

B. Transmission Model

In a BF-WSN, one schedule is executable only if both of the sender and receiver have enough energy.
Definition 1. (Executable Transmission Schedule) For nodes $v_i$ and $v_j$, $[v_i, v_j, p^k_x, t]$ is executable if it satisfies

1) $(v_i, v_j) \in E$, i.e., $v_i \in NB(v_j)$;
2) $B_i[t-1] - e_x \geq 0$ and $B_j[t-1] - e_r \geq 0$;
3) $p^k_x$ is in $v_i$’s buffer.

where $e_x$ and $e_r$ are the energy consumption of sending and receiving a packet, respectively.

Both protocol interference and physical interference models are considered [32]. We assume that the transmission power of nodes in the network are the same and let $P$ denote the power. In the protocol interference model, the interference range of a node is denoted by $r_I$. In this model, a node $v_i$ can successfully receive a packet from $v_j$ at time slot $t$ if $(v_i, v_j) \in E$ meanwhile no other nodes $v_k$ satisfying $D(v_k, v_i) \leq r_I$ is sending packet simultaneously.

In the physical interference model, a node $v_i$ can successfully receive a packet from $v_j$ at time slot $t$ if $(v_i, v_j) \in E$ meanwhile the signal-to-interference-plus-noise ratio between $v_i$ and $v_j$, i.e., $SINR_{ij}(t)$, is larger than a threshold $\beta$, where

$$SINR_{ij}(t) = \frac{P \cdot h(v_i, v_j)D(v_i, v_j)^{-\alpha}}{N_0 + \sum_{v_k \in S(t), v_k \neq v_i} P \cdot h(v_k, v_i)D(v_k, v_i)^{-\alpha}}$$

(2)

where $P$ is the transmit power for all nodes, $N_0$ is the additive white Gaussian noise (AWGN), $h(v_k, v_i)$ is the multi-path block fading channel between $v_k$ and $v_i$, $\alpha$ is the path loss exponent that satisfies usually $\alpha \geq 3$ for urban areas and $S(t)$ is the set of nodes that transmit packet at time slot $t$.

Even a schedule $[v_i, v_j, p^k_x, t]$ is executable, it may lead to interference with other schedules and cause packet loss.

Definition 2. (Interference Delay) For two nodes $v_i$ and $v_j$, $v_i$ has a packet $p^k_x$ in its buffer to send to $v_j$. At time slot $t_{EH}(v_i, v_j, p^k_x)$, both of them have enough energy. However, it is possible that $[v_i, v_j, p^k_x, t_{EH}(v_i, v_j, p^k_x)]$ cannot be implemented since there is another packet being transmitted in $v_i$ or $v_j$’s interference area at that time slot. Let $t(v_i, v_j, p^k_x)$ be the time slot when $v_i$ received the packet from $v_j$.

$$delay_{IA}(v_i, v_j, p^k_x) = t(v_i, v_j, p^k_x) - t_{EH}(v_i, v_j, p^k_x)$$

is the interference delay between $v_i$ and $v_j$ in the transmission of $p^k_x$.

III. Problem Formulation

Each time the sink receives a new packet, it will update the information about the corresponding object. For a time slot $t$, $g_{last}^i(t)$ denotes the generation time of the freshest packet sensed by $v_i$ and has been received by the sink. The AoI function of object $i$ is

$$A_i(t) = t - g_{last}^i(t)$$

If the sink has not received any packet from object $i$ by time $t$, we have $A_i(t) = t$. As shown in Fig.2, for a monitored object $i$, the AoI increases with time $t$ until the sink receives a packet containing fresher information.

Given $p^k_x$ being the $k$-th update packet sensed by $v_i$, the generation and arrival time of $p^k_x$ are denoted by $g^k_x$ and $t^k_x$, respectively. We denote the transmission delay of $p^k_x$ as $delay^k_x = t^k_x - g^k_x$. Notice that, if $\exists k_1 < k_2$ and $t^k_{x_1} > t^k_{x_2}$, the arrival of $p^k_{x_1}$ brings no change in $A_i(t)$. This packet can be ignored and dropped. Therefore, we always have $0 = t_0^i < t_1^i < t_2^i < ...$.

Lemma 1. For the AoI function $A_i(t)$, there are some properties to satisfy:

1) $\forall t \in \{1, ..., T\}$, if $t = t^k_i$, $A_i(t) = t^k_i - g^k_i = delay^k_i$.
2) $\forall t \in [t^k_i, t^{k+1}_i)$, $A_i(t) = t - g^k_i = t - t^k_i + delay^k_i$.

During the time duration $[0, T]$, let $m_n$ denote the number of updates generated from $v_i$ and received by the sink. In a time duration $[0, T]$, the average of AoI of target object $i$ is

$$\overline{A}_i(T) = \frac{1}{T} \int_0^T A_i(t)dt = \frac{1}{T} \sum_{i=0}^{m_i-1} \int_{t^k_i}^{t^k_{i+1}} A_i(t)dt$$

(3)

The average AoI over all target areas/objects is

$$\overline{A}_{avg}(T) = \frac{1}{n} \sum_{i=1}^{n} \overline{A}_i(T)$$

(4)

For an object, the peak value of AoI function during time duration $[0, T]$ is

$$A_{iPeak}(T) = \max_{t=1, \ldots, T} A_i(t)$$

(5)

In our paper, we consider the fairness issue among nodes and minimize the worst case of peak AoI, which is defined as follows:

$$A_{peak}(T) = \max_{i=1, \ldots, n} \{A_{iPeak}(T)\}$$. 

(6)

When the goal is to minimize the worst case of peak AoI, we can guarantee that at any time slot, for any node, the AoI is less than the value of $A_{peak}(T)$. 

A. Mathematical Formulation

At a time slot $t$, let $f_{i1}^m(t)$ be the packet(s) sent out by $v_i$ and $f_{i2}^m(t)$ be the packet(s) received by $v_i$. $p_i(t)$ denotes the packets that generated by $v_i$ at time slot $t$. For $f_{i1}^m(t)$, $f_{i2}^m$ and $p_i(t)$, we use $|f_{i1}^m(t)|$, $|f_{i2}^m|$ and $|p_i(t)|$ to denote the size of these packets. We always have $|f_{i1}^m(t)| \geq 0$, $|f_{i2}^m| \geq 0$ and $|p_i(t)| \geq 0$. Let $\mathcal{I}$ be the indicator function. If $|f_{i1}^m(t)| > 0$, we have $\mathcal{I}(f_{i1}^m(t)) = 1$; else $\mathcal{I}(f_{i1}^m(t)) = 0$. So as for $f_{i2}^m$ and $p_i(t)$.

Some existing papers studied the average peak AoI minimization problem where they define the average of peak AoI as $A_{Avg-Peak}(T) = \frac{1}{\sum_{i=1}^{n} A_{iPeak}(T)}$. However, if the optimization objective is to minimize the $A_{Avg-Peak}(T)$, it may end up with the value of AoI function of some nodes at a given time slot can be significant, but the $A_{Avg-Peak}(T)$ is still small.
1) Data Buffer Model: Each node $v_i \in V$ maintains a data queue $Q_i(t)$ to store its own sensed data packets and data packets received from its neighbors in $NB(v_i)$. We use $|Q_i(t)|$ to denote the total size of packets in $Q_i(t)$.

Since there is no packet loss, we have

$$Q_i(t) = \cup_{k=1}^{k_{\text{out}}} (\{f_i^{\text{in}}(k)\} \cup \{p_i(t)\}) \setminus (\cup_{k=1}^{k_{\text{out}}} \{f_i^{\text{out}}(k)\}) \quad (7)$$

A node $v_i$ can send out a packet or packets at time slot $t$ only if $f_i^{\text{out}}(t)$ are in $v_i$’s data buffer or $v_i$ just sense the new data. Therefore, we have

$$f_i^{\text{out}}(t) \subseteq Q_i(t) \cup \{p_i(t)\} \quad (8)$$

Since nodes normally have limited resources, we consider a finite buffer size $Q_{\text{max}}$ and we have $\forall v_i \in V$, $\forall t \in \{1, 2, ..., T\}$, $|Q_i(t)| \leq Q_{\text{max}}$.

2) Transmission Issue: At time slot $t$, for a node $v_i$, its battery level should be higher than the energy cost for sending or receiving data from any other node.

$$B_i(t) - |f_i^{\text{out}}(t)| \cdot e_s - |f_i^{\text{in}}(t)| \cdot e_r \geq 0 \quad (9)$$

In this paper, we consider half-duplex communication. That is, at a time slot $t$, $v_i$ can receive a packet from another node or send out a packet to another node, but $v_i$ cannot send and receive packets simultaneously. Therefore,

$$\mathcal{I}(f_i^{\text{out}}(t)) + \mathcal{I}(f_i^{\text{in}}(t)) \leq 1 \quad (10)$$

Let $S(t)$ denote the set of nodes sending out data at time slot $t$, we have

$$S(t) = \cup_{i=1}^{n} \mathcal{I}(f_i^{\text{out}}(t)) \quad (11)$$

where $\mathcal{I}()$ is another indicator function, if $f_i^{\text{out}}(t) > 0$, $\mathcal{I}(f_i^{\text{out}}(t)) = \{v_i\}$; if $f_i^{\text{out}}(t) = 0$, $\mathcal{I}(f_i^{\text{out}}(t)) = \emptyset$.

In the protocol interference model, for any node $v_i \in V$, if $v_i$ is sending a packet to $Re(v_i, t) \in V$ at time slot $t$, then nodes in $Re(v_i, t)$ cannot send any packet at that time slot. Thus

$$|\mathcal{I}(f_i^{\text{out}}(t))| + \sum_{v_k \in IN(Re(v_i, t)) \setminus \{Re(v_i, t)\}} |\mathcal{I}(f_k^{\text{out}}(t))| \leq 1 \quad (12)$$

In the physical interference model, for any node $v_i \in V$, if $v_i$ is sending a packet to $Re(v_i, t) \in V$ at time slot $t$, then node $Re(v_i, t)$ can successfully receive the packet from $v_i$ only if the signal-to-interference-plus-noise ratio between $v_i$ and $Re(v_i, t)$, i.e. $\text{SINR}_{v_i, Re(v_i, t)}(t)$ is larger than a threshold $\beta$. That is

$$\mathcal{I}(f_i^{\text{out}}(t)) \times \text{SINR}_{v_i, Re(v_i, t)}(t) \geq \beta \quad (13)$$

where the value of $\text{SINR}_{v_i, Re(v_i, t)}(t)$ can be obtained by equation (2).

$\forall v_i \in V$, at the end of the time duration $[0, T]$, the total amount of $v_i$’s incoming data must be no more than that of its outgoing data.

$$\frac{1}{T} \sum_{t=1}^{T} (|f_i^{\text{in}}(t)| + |p_i(t)| - |f_i^{\text{out}}(t)|) \leq 0 \quad (14)$$

3) Optimization Objective: In the sequel, we investigate the peak AoI minimization scheduling problem, namely the EH-PAMS problem. Also, we study the average AoI minimization scheduling problem, namely the EH-AAMS problem. For EH-PAMS, the optimization objective is

$$\min \quad p_i(t), f_i^{\text{in}}(t), f_i^{\text{out}}(t) \quad A_{\text{peak}}(T) \quad (15)$$

For EH-AAMS, the Optimization Objective is

$$\min \quad p_i(t), f_i^{\text{in}}(t), f_i^{\text{out}}(t) \quad A_{\text{ave}}(T) \quad (16)$$

For both of (15) and (16), $\forall i \in \{1, 2, ..., n\}$, $\forall t \in \{1, 2, ..., T\}$, $f_i^{\text{out}}(t), f_i^{\text{in}}(t), p_i(t)$ subject to Constraints (2), (7)-(14).

The challenges brought by energy harvesting are as follows:
1) In Battery-Powered WSN, nodes can transmit a packet at any time slot. However, the schedule in EH-WSN is not always executable, as we mentioned in Definition 1. 2) The transmission paths should be energy-adaptive. In BP-WSN, we can use a fixed transmission tree for packet transmissions. However, a fixed transmission tree will bring massive delays and stale information. Because it costs enormous energy to relay packets. If a node is in poor energy condition (low energy lever and low energy harvesting rate), it will cost so much time to harvest enough energy. 3) The transmission path should be time-varying. Since the environmental energy is time-varying, e.g. solar-powered scenario, a node with a high energy harvesting rate in this time duration is the relay for many other nodes. It may suffer poor energy conditions in the following one hour. If it is still working as a relay for those nodes, AoI will be high. Although the problems have been formulated mathematically, it is not practical to solve the optimization problem in a centralized way. In the following, we will present distribution scheduling algorithms for EH-PAMS and EH-AAMS. Thus, their solution will be presented by a set of executable and collision-free schedules like $[v_i, v_j, p_{x, t}^k]$.

**Theorem 1.** The EH-PAMS problem is NP-Hard.

**Proof.** The proof is in Appendix A. □

In the literature on data gathering scheduling in WSN, regarding the real requirements of a practical system, the theoretical upper/lower bounds of the performance metrics are important. For example, in [7], [25], [33], the researchers analyzed the bounds of the worst latency, in [34] researchers proposed the lower bound of weighted fairness; [35] considers the bounds of throughput. Therefore, in our paper, we will present scheduling algorithms with lower bounds of the worst cases in performance.

**B. Problem Analysis**

There are two fundamental questions when minimizing AoI:
1) For each node (i.e. each target area), under which condition do we make an update packet?
2) For a generated packet, how to schedule nodes to transmit to the sink?
The key to AoI minimization is to minimize the time that an update packet stays in the node buffer. In EH-WSN, there are two causes: 1) Energy Delay: The sender who is hosting the packet does not have enough energy to send it out quickly from its buffer, or the candidate relay nodes do not have enough energy to receive and relays the packet. 2) Interference Delay: The sender/receiver cannot send/receive the packet since another packet is being transmitted in its interference area, which can bring considerable delay without good scheduling. Indeed, avoiding interference delay is one of the most critical issues in scheduling strategy for WSNs.

IV. Scheduling Algorithm for Line Network

We first introduce how to schedule nodes in a Line network and then extend the method to general networks. An example is shown in Fig. 3. The IDs assigned to all EH-nodes are assigned corresponding to their distances from the sink node $v_0$. That is, we have $D(v_0, v_1) < D(v_0, v_2) < ... < D(v_0, v_n)$.

In a Line Network $\{v_0, v_1, ..., v_n\}$, in our scheduling algorithm, for each node $v_i$, its intended receiver is $v_{i-1}$. If a node $v_i$ device fails (lack of energy is not included since it can get recharged), node $v_{i+1}$ will be the intended receiver of $v_{i-1}$. $v_{i-1}$ will need to use higher transmission power. The transmission path of any update packet generated by entrance node is $P_i = \{v_i, v_{i-1}, ..., v_0\}$.

We will introduce a distributed scheduling algorithm which is divided into the following two parts for

1) How to avoid interference delay in a distributed way?
2) How to avoid energy delay in a distributed way?

To avoid interference delay, we divide nodes into subareas according to their locations and interference range. We apply the division method proposed in [7], the details of which are given as follows:

Definition 3. (Subareas in Line Network) A Line BF-WSN is divided into $M + 1$ subareas $A_0, A_1, ..., A_M$. We denote the length of each subarea as $d$, $M = \left\lfloor \frac{D(v_0, v_n)}{d} \right\rfloor$ and $A_0 = \{v_0\}$, $\forall i = \{1, 2, ..., n\}$, $v_m$ will be assigned to $A_m$ if and only if $(m - 1)d < D(v_i, v_0) \leq md$.

Definition 4. (Odd Subareas). All subareas $A_{2\hat{m}−1}$ with $\hat{m} = 1, 2, ..., \left\lfloor \frac{M}{2} \right\rfloor$ are the odd subareas in a Line network with $M + 1$ subareas.

Definition 5. (Even Subareas). All subareas $A_{2\hat{m}}$ with $\hat{m} = 1, 2, ..., \left\lfloor \frac{M}{2} \right\rfloor$ are the even subareas in a Line network with $M + 1$ subareas.

Definition 6. (Exit/Entrance Node in a subarea). Each subarea $A_m$ has an Exit node and an Entrance node: 1) $v_i \in A_m$ is the exit node of $A_m$ if it satisfies $\forall v_j \in A_m$, $D(v_i, v_0) \leq D(v_j, v_0)$; 2) $v_i \in A_m$ is the entrance node of $A_m$ if it satisfies $\forall v_j \in A_m$, $D(v_i, v_0) \geq D(v_j, v_0)$.

An example is shown in Fig. 3. The subareas are $A_0, ..., A_3$, where $A_1, A_3$ are Odd subareas, $A_2$ is the Even ones. $A_0$ contains only one node, the sink $v_0$ and we call $A_0$ as sink subarea. Specifically, for $A_1$, the exit node is $v_1$ while the entrance node is $v_4$.
TABLE II

<table>
<thead>
<tr>
<th>Symbols</th>
<th>Meanings</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\text{Sch}^k_i$</td>
<td>Transmission Schedule set of $p^k$</td>
</tr>
<tr>
<td>$t^k_L(i)$</td>
<td>The first time slot in the $k$-th cycle</td>
</tr>
<tr>
<td>$t^k_{L-1}(i)$</td>
<td>The time slot that the sink received the last update packet in the $k$-th cycle</td>
</tr>
<tr>
<td>$f_{TE}(v_i, t_{start}, E)$</td>
<td>The number of time slots $t_i$ needs to harvest $E$ units of energy from time slot $t_{start}$</td>
</tr>
<tr>
<td>$V_{TE}(v_i, t^k_L(i))$</td>
<td>A vector, $V_{TE}(v_i, t^k_L(i))[j]$ is the number of time slots that the $j$-th node on path $P_i$ needs to harvest enough energy for transmission in the $k$-th cycle</td>
</tr>
<tr>
<td>$t_{energy}(p^k_L)$</td>
<td>The max value in $V_{TE}(v_i, t^k_L(i))$</td>
</tr>
<tr>
<td>$t_{LSA}(p^k_{L-1})$</td>
<td>The time slot that $p^k_{L-1}$ has been send out from $v_i$’s subarea</td>
</tr>
<tr>
<td>$t_{collision}(p^k_L)$</td>
<td>The earliest time slot that $p^k_L$ is collision-free with $p^k_{j-1}$, where $j=1,2,...,i-1$</td>
</tr>
<tr>
<td>$t_{ES}^S(j, p^k_L)$</td>
<td>For a relay $v_j \in P_i$, $t_{ES}^S(j, p^k_L)$ is the earliest time slot that $v_i$ has enough energy, collision-free with other transmission and $p^k_L$ is in its buffer</td>
</tr>
<tr>
<td>$TE_{ES}(j, p^k_L)$</td>
<td>The time slot that $v_j$ sends $p^k_L$ out</td>
</tr>
<tr>
<td>$t_{L}(k)$</td>
<td>The time duration of the $k$-th cycle</td>
</tr>
<tr>
<td>$RL_{Lmax}$</td>
<td>The length of time duration in the $k$-th cycle</td>
</tr>
<tr>
<td>$\delta_t$</td>
<td>The set of nodes whose shortest path form it to the sink is a $r$-hop path</td>
</tr>
<tr>
<td>$w^k(t)$</td>
<td>The current work load of $v_i$ in the $k$-th cycle</td>
</tr>
<tr>
<td>$t_{L}(k)$</td>
<td>The earliest time slot for $v_i$ to harvest enough energy for finish its workload in the $k$-th cycle</td>
</tr>
<tr>
<td>$T(V_i, E_T, k)$</td>
<td>The transmission Tree in the $k$-th cycle</td>
</tr>
<tr>
<td>$R^k$</td>
<td>The depth of the BFS tree which we term the depth of the network</td>
</tr>
<tr>
<td>$BG_{Max}$</td>
<td>The cost for the longest update cycle</td>
</tr>
<tr>
<td>$K$</td>
<td>The number of update cycles during the time duration $[0, T]$</td>
</tr>
</tbody>
</table>

the path $\{v_i, v_{i-1}, ..., v_0\}$, which is denoted as $P_i$. The generation time $g^k_i$ and transmission schedule set $\text{Sch}^k_i$ will be developed in our MAOIL algorithm. The details are as follows:

1) Let $t^k_L(1) = 0$.
2) In each cycle $k$, the generation time $g^k_i$ and transmission schedule set $\text{Sch}^k_i$ of $p^k_i$, $i \in \{1, 2, ..., n\}$ will be made in an ascending order. That is, the generation time and transmission time will be developed first for $v_1$, then for $v_2$, ..., $v_n$. The details of how to develop $g^k_i$ and $\text{Sch}^k_i$ will be explained later.
3) Let $t^k_L(k)$ denote the time slot that the sink $v_0$ has received the last update in the $k$-th cycle, we have $t^k_L(k) = \max\{t \in \text{Sch}^k_i \mid t_{time} = i \}, i \in \{1, 2, ..., n\}$, where $\text{Sch}^k_i \mid time$ is the set of all transmission time slots in $\text{Sch}^k_i$. The beginning time slot for the next cycle is $t^k_L(k + 1) = t^k_L(k) + 1$.

In the MAOIL algorithm, when developing the generation time for each update, the key idea is to avoid energy delay. In $k$-th cycle, $v_i$ will generate an update only if all nodes in $\{v_{i-1}, ..., v_0\}$ have harvested enough energy to transmit $\{p^k_i, p^k_{L-1}, ..., p^k_1\}$. Each node can only know its own battery level and predict its own energy harvesting rate, it know nothing about the energy condition of the nodes in its path. Thus before transmitting these updates, nodes need to send beacons for exchanging energy conditions. Before presenting the details, we introduce some definitions first.

**Definition 9.** (Time-for-Harvesting-Energy Function) Consider a node $v_i$ and a time duration $[t_{start}, T]$. $B_i(t_{start})$ is $v_i$’s battery level at $t_{start}$. $\{\delta(t) \mid t \in [t_{start}, T]\}$ is the set of estimated energy harvesting rates of $v_i$ at every time slot in $[t_{start}, T]$. For a given energy price $E$, we define a function for the calculation of the earliest time slot that $v_i$ can afford $E$ units of energy:

$$f_{TE}(v_i, t_{start}, E) = \min\{t \mid B_i(t) \geq E, t \geq t_{start}\}$$

$f_{TE}(v_i, t_{start}, E)$ can be calculated by using equation (1).

**Lemma 2.** The time complexity of Time-for-Harvesting-Energy Function is $O(E / \delta_{min})$, where $E$ is the energy cost for the transmission and $\delta_{min}$ is the minimum value of the energy harvesting rate among all nodes during the updating cycle.

**Proof.** The proof is in Appendix B.

For example, in Fig. 1, if $e_s = e_r = 1$, we have $f_{TE}(v_1, 0, e_s) = 0$ and $f_{TE}(v_2, 0, (e_s + e_r) + e_s) = 30$.

**Definition 10.** (Time-for-Harvesting-Energy Vector) For a node $v_i$ in a Line network, in each cycle $k$, let $t^k_L(k)$ be the beginning time slot for cycle $k$, we denote a $[P_i]$ dimensional vector $V_{TE}(v_i, t^k_L(k))$.

$$1) V_{TE}(v_i, t^k_L(k))[1] = f_{TE}(v_i, t^k_L(k), e_s);$$

$$2) V_{TE}(v_i, t^k_L(k))[j] = f_{TE}(v_i, t^k_L(k), (i-j) \times (e_s + e_r) + e_s),$$

where $j \in \{i-1, i-2, ..., 0\}$.

For example, in Fig. 1, if $e_s = e_r = 1$. For $v_3$, $P_3 = \{v_3, v_2, v_1\}$ and $V_{TE}(v_3, 0) = \{4, 30, 10\}$. By the time $t = \max\{V_{TE}(v_i, t^k_L(k))\} + t^k_L(k)$, each EH-node $v_j \in P_i$ has enough energy to send out its update and relay updates for other nodes in $\{v_k \mid v_k \in P_i, x > j\}$.

We assume that nodes can sense data just before sending it, i.e., for node $v_i$, the first transmission for $p^k_c$ is $[v_i, v_{i-1}, p^k_c, g^k_i]$. Given the beginning time of $k$-th schedule cycle $t^k_L(k)$ for $p^k_i$, the generation time $g^k_i$ and transmission schedule set $\text{Sch}^k_i$ are developed by the two phases: Update Time Assigning Phase which is for the energy information exchange and determining the transmission time of updates and Transmission Phase which is for the update transmission.

In Update Time Assigning Phase, we have the following steps:

1) **Step 1 (Energy Status Beacon):** $\forall i \in \{1, 2, ..., n\}$, $v_i$ calculates $f_{TE}(v_i, t^k_L(k), e_s)$, $f_{TE}(v_i, t^k_L(k), (e_s + e_r) + e_s)$, $f_{TE}(v_i, t^k_L(k), 2(e_s + e_r) + e_s)$...

$\min\{V_{TE}(v_i, t^k_L(k))\}, (n - i) \times (e_s + e_r) + e_s$, $f_{TE}(v_i, t^k_L(k), (i-j) \times (e_s + e_r) + e_s), e_s)$. Each node $v_i$ broadcasts a beacon containing those results to $v_{i+1}, ..., v_n$.

2) **Step 2 (Calculate the Generation Time):** After each node $v_i$ receives these beacons, it can calculate its Time-for-Harvesting-Energy Vector $V_{TE}(v_i, t^k_L(k))$ locally. We denote $t_{energy}(p^k_L) = \max\{V_{TE}(v_i, t^k_L(k))\}$, i.e., $t_{energy}(p^k_L)$ is the maximum value in $V_{TE}(v_i, t^k_L(k))$. The generation time for $p^k_i$ is $g^k_i = \max\{t_{collision}(p^k_L), t_{energy}(p^k_L)\}$, $t_{collision}(p^k_L) = t_{LSA}(p^k_{L-1}) + 1$. $t_{LSA}(p^k_{L-1})$
the time slot that \( p_{k-1}^i \) is sent out from its subarea. \( v_i \) will receive a beacon containing the value of \( t_{LSA}(p_{k-1}^i) \) at the end of that time slot (see Step 2 in the Transmission Phase).

Transmission Phase has the following steps:

1) **Step 1 (Schedule between Sender and Receiver):** For \( v_j \in P_i \), when \( v_j \) has received \( p_k^i \) at time slot \( t^* \). It will calculate its earliest available sending time slot \( t_{E2S}(j, p_k^i) = \min\{t|t > t^*, F2T_j(t) = 0, B_j(t) - e_s \geq 0\} \), then send a beacon containing a transmission plan \( [v_j, v_{j-1}, t_{E2S}(j, p_k^i)] \) to \( v_{j-1} \). After receiving the plan, \( v_{j-1} \) replies with a time set containing all of its available time slots \( T_{E2R}(j, p_k^i) = \{t|t_{E2S}(j, p_k^i) \leq t \leq t_{E2S}(j, p_k^i) + t_{E2R}(t) = 0, t_{E2R} = 0\} \), where \( t_{E2R} \) is a time window. The final transmission time is \( t_{T2T}(j, p_k^i) = \min\{t \in T_{E2R}, F2T_i(t) = 0\} \). The schedule is \( [v_j, v_{j-1}, p_k^i, t_{T2T}(j, p_k^i)] \).

2) **Step 2 (Update Collision Matrices):** \( v_j \) and \( v_{j-1} \) broadcast a beacon containing \( [v_j, v_{j-1}, p_k^i, t_{T2T}] \) to the nodes sharing the same subarea. For nodes receiving this beacon, they update their F2S or F2R to avoid collisions. Specifically, if \( v_j \) is the exit node in the subarea containing \( v_j \), \( v_{j-1} \) sends a beacon containing \( i \) and the \( t_{T2T} \) to the node \( v_{j+1} \) which will generate the next packet. \( v_{j+1} \) can derive \( t_{collision}(p_k^i + 1) = t_{T2T} + 1 \).

It is worth highlighting that, in step 1 of Transmission Phases, the sender and the receiver will exchange energy information before transmitting the packet. Therefore, even the predicted energy used for calculating the generation time is inaccurate, the schedules are still feasible. The inaccuracy of energy prediction only makes nodes generating packets too early or too late.

Note that this work focuses on scheduling strategy. The details about sending beacon for schedule information, sending acknowledgements after transmission are omitted. It is worth noting that at one time slot, there is at most one packet to be transmitted in one subarea. On the other hand, even the generation and schedules for each packet are developed in order, there can exist simultaneous transmissions in the Line network. For example, \( [v_2, v_1, p_3^2, t] \) and \( [v_7, v_6, p_7^2, t] \) can be executed simultaneously.

**B. Performance Analysis**

**Theorem 3.** In MAoIL, in each updating cycle, we have

1) (Time Complexity) For each node \( v_i \in V \), the time complexity of the local scheduling algorithm is \( O\left(\frac{n^2(e_s + e_r)}{\delta_{\text{min}}}\right) \), where \( n \) is the number of nodes in the network, \( e_s \) and \( e_r \) are the energy cost of sending or receiving a packet, \( \delta_{\text{min}} \) is the minimum value of the minimum energy harvesting rate among all nodes during that data collection cycle.

2) (Transmission Complexity) During the scheduling process, the number of beacons is \( O(n^2) \).

_Proof._ The proof is in Appendix C.

**Lemma 3.** In MAoIL algorithm, for each packet \( p_k^i, i = 1, 2, ..., n \), \( \text{delay}_{p_k^i} = t_k^s - g_k^i \), where \( t_k^s \) is the time when \( p_k^i \) is received by the sink and \( g_k^i \) is its generation time, we have \( \text{delay}_{p_k^i} = 2 \times \text{hop}_{p_k^i} \).

**Algorithm 1:** Minimising AoI Scheduling Algorithm for Line Network (MAoIL)

1. **Input:** Network \( G(V, E) \); Energy cost \( e_s, e_r, e_c \); The length of subarea \( d \); The length of time \( T \).
2. **Output:** A schedule \( S_L \).
3. **Step 0:** For all time slot \( t \), if \( t \) is odd (even), for all node \( v_i \) expect the entrant node in even (odd) subareas. We set \( F2S_i(t) = 1 \) and \( F2R_i(t) = 1 \).
4. \( t_k^s(k) = 0 \).
5. **while** \( t_k^s(k) \leq T \) **do**
6. **Update Time Assigning Phase:**
7. **Step 1:** for \( i = 1, 2, ..., n \) **do**
8. Calculate its
9. Time-for-Harvesting-Energy-Function Set and
10. Broadcast Energy status Beacon to
11. \( v_{i+1}, ..., v_n \).
12. **Step 2:** After receiving the beacons, each node calculates its update generation time \( g_k^i \).
13. Initial time \( t = t_k^s(k) \).
14. **while** The sink has not received all \( \{p_k^i, i = 1, ..., n\} \) by the time \( t \) **do**
15. for \( i = 1, 2, ..., n \) **do**
16. if \( t = g_k^i \) OR \( v_i \) has a packet \( p_k^i \) in its buffer then
17. **Go into Transmission Phase:**
18. Step 1: \( v_i \) sends the packet to \( v_{i-1} \) in the earliest time slot which satisfies that nodes are feasible and collision-free. We get \( \{v_i, v_{i-1}, p_k^i, t_{T2T}\} \) and put it into \( S_L \).
19. Step 2: Send beacons to update the collision matrices.
20. Update \( k = k + 1 \);
21. Update \( t_k^s(k) = t_k^s(k) + 1 \), where \( t_k^s(k) \) is the arrival time of the last packet in cycle \( k \).

where \( \text{hop}_p \) is the hop-count of \( v_i \) and \( \text{hop}_p = i \) in a Line Network.

**Proof.** The proof is in Appendix D.

In the algorithm, the time duration \( [0, T] \) can be divided into \( \{t_{k}^{s}(1), t_{k}^{s}(2) \cup t_{k}^{s}(2), t_{k}^{s}(2) \cup ... \cup t_{k}^{s}(K), t_{k}^{s}(K) \cup t_{k}^{s}(K + 1), T\} \), where \( t_{k}^{s}(k) \) and \( t_{k}^{s}(k) \) are the beginning and ending time slots of the \( k \)-th cycle and \( t_{k}^{s}(k) = 0 \). We denote \( RL(k) \) to be the length of the \( k \)-th cycle and we have \( RL(k) = t_{k}^{s}(k) - t_{k}^{s}(k) \). We denote by \( RL_{\text{Max}} = \max_{k}\{t_{k}^{s}(k) - t_{k}^{s}(k)\} \).

**Theorem 4.** (Peak AoI in MAoIL) Let \( AoI_{\text{Peak,P}_{\text{MAoIL}}}(T) \) denote the peak AoI achieved by MAoIL algorithm in time duration \([0, T]\), we have \( AoI_{\text{Peak,P}_{\text{MAoIL}}}(T) \leq RL_{\text{Max}} + 2n \), where \( RL_{\text{Max}} \) is the time length of the longest update cycle and \( n \) is the number of nodes.

_Proof._ The proof is in Appendix E.

**Theorem 5.** (Average AoI in MAoIL) Let \( AoI_{\text{Ave,P}_{\text{MAoIL}}}(T) \) denote the average AoI achieved by MAoIL algorithm in time duration \([0, T]\). We have \( AoI_{\text{Ave,P}_{\text{MAoIL}}}(T) \leq \frac{T}{2n} + 2n \), where \( n \) is
the number of nodes in the line network and \( K \) is the number of update cycles during the time duration \([0, T]\).

**Proof.** The proof is in Appendix F.

V. SCHEDULING ALGORITHM FOR GENERAL NETWORK

In Line network topology, each node has its intended receiver. However, in general network topology, for a node \( v_i \), all nodes in its neighbour set \( NB(v_i) \) can be its relay. That is, there are multiple paths available for the transmission of its updates. Intuitively, we can build a spanning tree in the network and let the nodes transmit their updates using these fixed paths, then call MAoIL. However, such a strategy will suffer from poor scalability and robustness. When few nodes are added to the network, many nodes need to update these fixed paths, then call MAoIL. However, such a strategy will suffer huge delay.

The scheduling algorithm proposed for the general network topology is called MAoIG. We first introduce how to select paths in an energy-adaptive way, then we show how to schedule nodes to achieve smaller AoI.

A. Path Selection

![Beacons and Links for transmission](image)

**Fig. 4.** The blue ones are the nodes who get their relaters. \( v_4 \) will not be selected as a relay due to its poor energy condition.

In MAoIG, we divide the network into layers, a node \( v_i \) is in the \( r \)-th layer if the shortest path from it to sink is a \( r \)-hop path. Let \( L_r \) denote the nodes in the \( r \)-th layer, we have \( \bigcup_{r=1}^{R} L_r = V \). For a node \( v_i \), whose neighbours are \( NB(v_i) \), if \( v_i \in L_r \), all nodes in \( NB(v_i) \cap L_{r-1} \) are \( v_i \)'s candidate relays. At the beginning of each cycle, each node chooses its relay. Specifically, we propose to consider a bottom-to-top manner, nodes in \( L_R \) choose their relays first. Each layer \( r \in \{R, R-2, ..., 1\} \) has a time window to broadcast beacons for selecting relays. During the time window, when nodes broadcasting their beacons, we used the Time-division multiple access (TDMA) channel access method to guarantee that each node can get its relay. Fig 4 shows an example. The transmission tree is built from bottom to up.

After \( L_{R-1}, ..., L_{r+1} \) finishing the path selection phase, each node in \( L_r \) has been assigned its relay workload and a sub-tree rooted in itself. For a node \( v_i \), let \( St(v_i, k) \) denote the sub-tree rooted at \( v_i \) in \( k \)-th cycle and \( w_i^k \) be the number of nodes in \( St(v_i, k) \). The earliest time slot for \( v_i \) to finish its workload is \( t_{E2F}(v_i, k) = f_{TE}(v_i, t_i^k, es + w_i^k \times (es + er)) \). For example, in Fig 4, workload for \( v_3 \) is 2.

When nodes in \( L_r, r \in \{R, R-2, ..., 1\} \) are selecting relays, the details are as follows:

1) Each node \( v_i \in L_r \) broadcast a beacon containing its workload \([w_i^k, t_{E2F}(v_i, k)]\).
2) After receiving beacons from nodes in \( L_r \), each node \( v_j \in L_{r-1} \) will broadcast a beacon containing \( t_{E2F}(v_j, k) = f_{TE}(v_j, t_j^k, es + (w_i^k + 1) \times (es + er)) \) to nodes in \( L_r \cap NB(v_j) \), where \( t_{E2F}(v_j, k) \) is the earliest time slot it harvest enough energy for the added workload \((w_i^k + 1)\) if it is selected to be the relay.
3) After receiving all feedback, each node \( v_j \in L_r \) will select the node \( v_j^* \) which satisfies \( v_j^* \in NB(v_i) \cap L_{r-1} \) and \( t_{E2F}(v_j^*, k) \leq t_{E2F}(v_j^*, k) \), \( \forall v_j \in NB(v_i) \cap L_{r-1} \). Then \( v_i \) will tell \( v_j^* \) that it as been selected.
4) Nodes in \( L_{r-1} \) will update and their workload and its children set \( St(v_j, k) \) in this cycle.

**Lemma 4.** For the Path Selection Phase in MAoIG, we have:

1) For each node, the time complexity of the scheduling algorithm is \( O\left(\frac{\Delta(e_s + e_r)}{\delta_{min}}\right)\).
2) The transmission complexity is \( O(n^2)\).

**Proof.** The proof is in Appendix G.

It is worth highlighting that, there are no updates that are transmitted in the path selection phase. After the construction stage, we get a transmission tree \( T(V, E_T, k) \).

In MAoIG, we also divide the network into subareas. A node \( v_i \) is in subarea \( m \) if its distance to sink \( D(v_i, v_0) \) is satisfying \( (m - 1)d < D(v_i, v_0) \leq md \), where \( d \) is a constant whose value can be derived from Theorem 1. At time slot \( t \), if \( t \) is odd(even), all Odd(Even) subareas will be active while Even(Odd) subareas will be idle.

In MAoIG, we treat each leaf-to-sink path in \( T(V, E_T, k) \) as a Line network where MAoIL can be used. The "Line" network will be scheduled one by one.

B. Performance Analysis

**Lemma 5.** In MAoIG, for each packet \( p_i^k, i = 1, 2, ..., n \), \( delay_i^k = t_i^k - q_i^k \), where \( t_i^k \) is the time when \( p_i^k \) is received by the sink, we have \( delay_i^k = 2 \times |P_i| \), where \( |P_i| \) is the length of the path \( P_i \) from \( v_i \) to sink.

**Proof.** The proof is almost the same as that in Lemma 3 so we omit it here.

**Theorem 6.** (Peak AoI in MAoIG) Let \( AoI_{peak}^{MAoIG}(T) \) denote the peak AoI achieved by MAoIG algorithm in time duration \([0, T]\), we have \( AoI_{peak}^{MAoIG}(T) \leq RG_{Max} + 2R \), where \( R \) is the depth of the BFS tree which we term the depth of the network and \( RG_{Max} \) is the time cost of the longest update cycle.
Algorithm 2: Minimising AoI Scheduling Algorithm for General Network (MAoIG)

1. **Input:** Network \( G(V, E) \); Energy cost \( e_s, e_r, e_e \); The length of subarea \( d \); The length of time \( T \).
2. **Output:** A schedule set \( S_G \).
3. Step 0: Divide \( G \) into \( \{ L_1, \ldots, L_R \} \), \( t^L_r(k) = 0 \);
4. while \( t^L_r(k) < T \) do
5. **Path Selection Phase:**
6. for \( r = R : 1 : -1 \) do
7. Step1: for \( v_i \in L_r \) do
8. \( v_i \) broadcast its workload \( w t^L_r \) and the earliest time slot it can harvest enough energy for its workload \( t_{E2F}(v_i, k) \) to all nodes in \( NB(v_i) \cap L_{r-1} \)
9. Step2: for \( v_j \in L_{r-1} \) do
10. \( v_j \) broadcast the earliest time slot that it can harvest enough energy for the added workload \( (wt^L_r + 1) \) if it is selected to be the relay of \( v_i \)
11. Step3: for \( v_i \in L_r \) do
12. After receiving feedback, \( v_i \) will select \( v_j \) which satisfies \( v_j = \min \{ v_j \in NB(v_i) \cap L_{r-1} \} \) and \( t_{E2F}(v_j, k) \leq t_{E2F}(v_i, k), v_j \in NB(v_i) \cap L_{r-1} \). Then \( v_i \) will tell \( v_j \) that it as been selected.
13. Step4: for \( v_i \in L_{r-1} \) do
14. \( v_j \) updates its workload and its children set \( St(v_j, k) \) in this cycle.
15. After this phase, we got transmission tree \( T(V, E_T, k) \)
16. **Update Transmission Phase:**
17. for path \( P_i \in T(V, E_T, k) \) do
18. Regard \( P_i \) as a Line network and call MAoIL

**Proof.** The proof is almost the same as that in Theorem 4 so we omit it here.

**Theorem 7.** (Ave AoI in MAoIG) Let \( AoIF_{MAoIG}(T) \) denote the Average AoI achieved by MAoIG algorithm in time duration \([0, T]\). Let \( K \) be the number of updating cycles during \([0, T]\). We have \( A_{MAoIG}^{Ave}(T) \leq \frac{T}{2K} + 2R \), where \( R \) is the depth of the BFS tree and \( K \) is the number of update cycles during the time duration.

**Proof.** The proof is almost the same as that in Theorem 5 so we omit it here.

Indeed, different selected paths bring a different length of a cycle. A good transmission tree achieves a shorter length of a cycle. That is, the influence of Path selection present in \( RG^{Max} \) and \( \frac{T}{2K} \).

VI. Numerical Results

In this section, we present the numerical results to validate our proposed scheduling algorithm.

A. Simulation settings

We consider a general network with a sink and multiple nodes randomly generated in a geographical topology of dimensions \( R \times R \). The location of the sink is \((0, 0)\) and the location of a node follows uniform distribution. We consider the Physical interference model in all of the experiments since it characterises the real wireless communication better than the protocol model. We generate the location of nodes randomly. The power consumed for receiving or sending a certain packet is chosen equal to \( e_{x,1} = -17dBm = 0.05 \) J/s, in accordance with the IEEE 802.15.4 transceiver called AT86RF231 [36], with \( x \in \{ s, r \} \). Let \( S \) be the size of one update (in kb), the energy consumption of sending or receiving a packet of size \( S \) is \( e_{x, S} = \frac{250}{S} \), where \( vs = 250kb/s \) is the velocity representing the number of packets to send per second. In all the simulations, we vary \( S \). Hence, we use different \( es \) and \( er \) in our model.

In all the simulations, we set the initial battery level to \( B_0[0] = 0 \) for all \( \{ v_1, v_2, \ldots, v_n \} \) and consider the following energy harvesting scenarios:

1) **Solar Power:** In a solar-powered EH-WSN, at time slot \( t \), the energy harvesting rate of a node \( v_i \) can be computed by the following equation:

\[
En_{Solar}(v_i, t) = P_{Solar}(v_i, t) \times S(v_i) \times \xi_{Solar}
\]

where \( P_{Solar}(v_i) \) is the density of solar power in the location of \( v_i \), \( S(v_i) \) is the size of \( v_i \)'s solar panel and \( \xi_{Solar} \) is the energy transfer efficiency. We consider typical solar-powered sensor nodes, each is equipped with a 3.8cm\( \times \)9cm solar panel and the transfer efficiency is 50%.

For the density of solar power, considering that in real solar-powered EH-WSN, some nodes are under shade of trees and buildings while others are not. That is, the density of solar power is time-varying and at that moment some nodes may not even be part of the network. Therefore, we consider an average solar power density \( P_{Solar}^{ave} = 300 \) W/m\(^2\), which provided in [37], respecting the real data in 14:00 pm, January 1, 2021 in Eugene, Oregon. To simulate the heterogeneous solar power density, we use a random variable \( \theta \) following the uniform distribution in \([0.5, 1.5]\). For a node \( v_i \), at time slot \( t \), its energy harvesting rate can be computed by

\[
En_{Solar}(v_i, t) = P_{Solar}^{ave} \times S(v_i) \times \xi_{Solar} \times \theta(v_i, t)
\]

where \( \theta(v_i, t) \) is the value of \( \theta \) at time slot \( t \).

2) **Radio Frequency signals:** We consider both dedicated RF Energy Source like TX91501 (Power:3W) and ambient RF Energy Source like TV tower (960kW) [38]. We set the location of the dedicated RF Source as the same as the sink. For the TV tower, we assume that it is 500m away from the sink. In ideal conditions for an RF-Powered node \( v_i \), at time slot \( t \), its harvested energy can be expressed as

\[
En_{RF}(v_i, t) = \xi_{RF} \times P_{RF} \times dis(RF, v_i)^{-\alpha}
\]

where \( \xi_{RF} \in [0, 1] \) is the RF conversion efficiency usually equal to \( \%60 \), \( P_{RF} \) is the transmit power of the RF source, \( dis(RF, v_i) \) is the Euclidean distance
between $v_i$ to RF source and $\alpha = 3$ is the path loss exponent. In the real RF-Powered EH-WSN, the radio waves in the background will superimpose with the charging RF waves. Since the amplitude and phase of those noise waves are random, the superimposed waves received by each node are time-varying. To simulate this feature, we use a random variable $\theta$ following the uniform distribution in $[0.5, 1.5]$. For a node $v_i$, at time slot $t$, its energy harvesting rate is

$$E_{RF}(v_i, t) = \xi_{RF} \times P_{RF} \times \text{dis}(RF, v_i)^{-\alpha} \times \theta(v_i, t)$$

where $\theta(v_i, t)$ is the value of $\theta$ at time slot $t$.

Because this work is the first one addressing the AoI minimization problem in multi-hop EH-WSN, there are no existing algorithms in the literature. For comparison, we propose to compare our algorithm to baseline algorithms and to a lower bound on the peak AoI:

1) **Lower Bound on Peak AoI:** In EH-WSN, the lower bound on peak AoI can be derived by the transmission workload of nodes and their energy inputs including initial battery level and energy harvesting rates. Specifically, when the transmission tree has been built, the workload of each node can be determined. For each node $v_i$, we calculate how many time slots it needs to harvest enough energy for the first cycle of data collection. The maximal energy harvesting time among all ones is the lower bound on the peak AoI.

2) **Baseline Algorithms:** We compare MAoIG with other algorithms: For transmission scheduling, we use an algorithm called DCoSG, which was proposed for latency minimization scheduling problem in multi-hop EH-WSN [7], where nodes used a fixed tree in every cycle for transmission. The generation time of updates was not considered in [7]. Hence, we designed the generation in two ways and obtained two baseline algorithms: a) In the first baseline algorithm, we considered cycled updating policy, each node in the network generates a packet at the first time slot of each cycle and we called the algorithm as DCoSG-Cycled-Update. Specifically, in each cycle, the sink receives one and only one update from every node in the network. b) In the second baseline algorithm, we consider random updating policy and we called the algorithm as DCoSG-Random-Update.

**B. Results**

In Figs. 5-8, we have plotted the peak and average AoI for a $[20m \times 20m]$ network consisting of 20 nodes and with different packet sizes in kbits (kb) during a time duration $T_{max} = 1000s$.

1) **Adaptive Path Selection:** To evaluate the performance of our adaptive path selection strategy, we compare it with the following two baselines: a) FixedBFS+MAoIL: We construct a Breadth-First Search tree in the whole network and regard all leaf-to-sink path as Line network and use MAoIL in every cycle. b) RanAda+MAoIL: Here, each node selects a relayer randomly in each cycle. The difference between RanAda+MAoIL and MAoIG is that MAoIG selects the relayer with good energy conditions but RanAda+MAoIL is random. In Fig. 5, we can see that adaptive path selection algorithms are much better than the fixed one. Both peak AoI and average AoI reduce about 50%. When comparing MAoIG with RanAda+MAoIL, if we consider the energy issue, the result can be even better.

2) **Packet Sizes:** In Figs. 6, 7 and 8, we have plotted the peak and average AoI versus the packet sizes for a solar source (300W/m$^2$), an ambient RF source from TV Tower transmitting with power 960 kWatts located at $[-500m, -500m]$ and a dedicated RF source transmitting at power 3 Watts, respectively.

We compare the peak AoI performance to its lower bound and to the DCoSG-Cycled-Update algorithm and we compare the average AoI to the DCoSG-Cycled-Update and DCoSG-Random-Update algorithms. Note that for all peak AoI figures, we have purposefully omitted the DCoSG-Random-Update algorithm because its performance is dramatically worse than the others and makes it hard to have clues on how our proposed algorithm is performing compared to the lower bound and the DCoSG-Cycled-Update algorithm. Figs. 6(a), 7(a) and 8(a) show the performance of peak AoI as a function of different packet sizes in three energy harvesting scenarios, we can see that:

- Firstly, in all of these figures, our proposed algorithm achieves a better peak AoI than DCoSG-Cycled-Update. This is because DCoSG-Cycled-Update makes updates at the first time slot but these packets cannot be transmitted timely since nodes do not have enough energy or channel available for transmissions. So packets are getting stuck in buffers and become stale. However, in MAoIG, nodes send an update only if all nodes on their path have enough energy so that delays due to energy scarcity can be avoided. On the other hand, in DCoSG-Cycled-Update, each node uses fixed relays in each cycle while MAoIG selects nodes with good energy as relays in each cycle.

- Secondly, the Peak AoI achieved by MAoIG is very close to the lower bound. The reason is that in EH-WSN, the energy delay is always much larger than the collision delay. In MAoIG, all energy delays are avoided, which makes it really close to the lower bound. On the other hand, in Fig. 7(a), there is a gap between the lower bound and MAoIG for the ambient RF source. Because in the TV Tower scenario, nodes are closer to the high power RF source, their energy harvesting rates are the highest among the three scenarios. In Fig. 7(a), the delay is mainly caused by interference, which is not counted in the Lower Bound.
In Figs. 6-11, we have plotted the peak and average AoI versus the number of nodes for a solar source, an ambient RF source from TV Tower and a dedicated RF source, respectively. We consider a topological network and we fix the size of one packet to be 20 kb. In these figures, $T_{max} = 2000s$. We also omit the DCoSG-Random-Update algorithm in all peak AoI Figures.

Figs. 9(a) and 10(a) show the performance of the peak AoI as a function of different numbers of nodes in three energy harvesting scenarios. We can see that:

- MAoIG outperforms the DCoSG-Cycled-Update and DCoSG-Random-Update. Specifically, when the available energy is weak, like in Fig. 8(b), the gap between DCoSG-Cycled-Update and MAoIG increases with the growth of packet size. Due to poor energy conditions, it takes more time for the nodes to harvest enough energy to finish their workload and the delay caused by that rises in DCoSG-Cycled-Update.

- The DCoSG-Random-Update is always the worst one because here the nodes make updates randomly. The results also show that cycled scheduling is better than the random one.

3) Network Scalability: In Figs. 9-11, we have plotted the peak and average AoI versus the number of nodes for a solar source, an ambient RF source from TV Tower and a dedicated RF source, respectively. We consider a $[30m \times 30m]$ network topology and we fix the size of one packet to be 20 kb. In these figures, $T_{max} = 2000s$. We also omit the DCoSG-Random-Update algorithm in all peak AoI Figures.

Figs. 9(a) and 10(a) show the performance of MAoIG and the lower bound on peak AoI, we can see that the gap between them also grows in Figs. 9(a) and 10(a). The lower bound is derived only from the energy workload, the interference between nodes is not considered. In a network with a fixed size, when the number of nodes increases, the delay caused by interference increases but this issue has not been taken into consideration in the Lower Bound.

In 11(a), the peak AoI of MAoIG does not increase with the number of nodes. Different from Figs. 9(a) and 10(a), the bottleneck nodes which take the longest time to finish their workload are the ones far from the sink as the location of the RF source is the same with the sink. In RF-powered scenario, for a node $v_i$, its energy harvesting rate $E_{h}(v_i) = \xi_{RF}P_{source} \times \text{dis}^{\alpha}(\text{Source}, v_i)$, where $\alpha = 3$. The energy harvesting rate drops remarkably when the distance increases. Even though nodes close to the sink have higher workloads, they can finish it faster than those far from the sink. When the number of nodes grows, the workload of those nodes will not change much due to our adaptive path selecting method in MAoIG. Therefore, the AoI does not increase when the number of nodes rises.

Figs. 9(b) and 10(b) show the performance of the average AoI in the function of different numbers of nodes in three energy harvesting scenarios. We can see that MAoIG outperforms both the DCoSG-Cycled-Update and DCoSG-Random-Update algorithms. When we compare Figs. 9(b) and 10(b), we can see that when the environment is energy scarce (compared with the size of one packet), the benefit of our algorithm is more visible.

4) Upper and Lower Bounds: Last but not least, we compare our theoretical upper/lower bounds and experimental results in terms of peak/average AoI versus different packet sizes and numbers of nodes in Fig. 12. Here we consider the solar-powered scenario. In Fig. 12(a), our theoretical bounds are very close to the experimental ones in all scenarios. In Fig. 12(b), we show the gap between theoretical bounds and experimental result for different numbers of nodes in the.
We made a numerical simulation for three kinds of energy harvesting WSN: solar-powered, dedicated RF-powered and TV Tower RF-powered. The numerical results validate that MAoIG outperforms all of the baseline algorithms in all scenarios. The results also show that when the environment is energy scarce (compared with the size of one packet), the benefit of our algorithm is more visible.

Possible extensions of our proposed algorithm MAoIG are discussed below which can be directly applied or studied in future works.

1) Heterogeneous packet size: In event-driven monitoring systems, the sampling rate is determined by the application/phenomena itself and can be heterogeneous among target areas. As an update packet contains all measurements collected by the node since the last update, the update packets here are in different sizes while in our algorithm MAoIG we assume that all packets are of equal size. In addition, measurements can be compressed with the compression ratio depending on the algorithm and the sensor data. In this case, for generation time and transmission schedule, we need to adjust the energy cost for sending or receiving a packet according to the size of the packet, then our proposed algorithm MAoIG is effective. The case of the size of a packet being larger than the buffer size of a node is another interesting and important problem that is worth to be studied in real systems.

2) Energy-neutral WSN: In Energy-Neutral EH-WSN systems, the goal is to optimize energy efficiency while guaranteeing that none of the EH-node runs out of its energy [4]. Here, the strict cycled update is not feasible. In each update term, only a subset of nodes can make update due to the energy issue. The selection of nodes will substantially affect or impact on both peak AoI and Average AoI. In the selection, for peak AoI, we need to consider the latest update time of each node; for average AoI, the optimal update frequency assignment among nodes. AoI minimization in Energy-neutral WSN is also an interesting and challenging problem, which needs further study for future work.

3) Heterogeneous target areas: For the applications where some target areas are more important than others, such nodes need more frequent sampling. In this case, we will consider minimizing the Weighted-Ave or Weighted-Peak AoI minimization problem and this needs further study in future work.

4) Power allocation: In this paper, we focus on time scheduling and assume that the transmission power of a node is fixed. Combining the power allocation and time scheduling in the AoI minimization problem is also interesting and challenging.

5) Heterogeneous link quality. In a real WSN, the quality of the link is a function of the distance between two nodes, the background noise, the transmission power, the propagation model, etc. In this scenario, we need to consider issues like packet re-transmission and modify our algorithm.
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Appendix A
Proof of Theorem 1

We prove that EH-PAMS problem is NP-Hard by using polynomial-time Turing reduction. To do so we need to prove the following steps: 1) Firstly, we consider the peak AoI minimization scheduling problem in BP-WSN, namely the BP-MPAS problem, which is a special case of EH-PAMS problem by setting initial battery levels to its maximum value $B_i[0] = B_{max}$ and energy harvesting rates to zero $\delta_i[t] = 0$ for all $i \in \{1, ..., n\}, t \in \{0, ..., T\}$. If BP-MPAS is NP-hard, for the more general problem, EH-PAMS is also NP-Hard. 2) Secondly, we used the method of reduction to absurdity to prove that BP-MPAS is NP-Hard. Specifically, we prove that if there exists a polynomial-time algorithm $\mathcal{A}$ for BP-MPAS problem, the optimal solution of the minimum latency collection schedule Problem in BP-WSN (namely BP-MLDCS problem), which is NP-hard, can be obtained in polynomial time by calling $\mathcal{A}$. Due to the limited space, the details are omitted.

Appendix B
Proof of Lemma 2

Based on the estimated energy harvesting rate and equation (1), each node maintains a vector recording the battery level at every single time slot during the current updating cycle. When the energy cost/price $E$ is given, it takes at most $\frac{E}{\delta_{min}}$ basic operations for a node $v_i$ to find the minimum $t$ satisfying $B_i(t) \geq E, t \geq t_{start}$.

Appendix C
Proof of Theorem 3

There are two phases in MAoIL: the Update Time Assigning Phase and Transmission Phase. Each of them contains two steps:

1) In the Step 1 of Update Time Assigning Phase: 1. For a node $v_i$, it need to compute $n - i$ times of Time-for-Harvesting-Energy function. According to Lemma 2, the complexity of Time-for-Harvesting-Energy function here is $O(n(e_s + e_r))$. Thus, the total time complexity is $O(n^2(e_s + e_r)).$ 2. The number of beacons is $n - i$.

2) In the Step 1 of Update time Assigning Phase: 1. For a node $v_i$, it need to compute a Time-for-Harvesting-Energy vector and the length of such an vector is at most $n$. Thus, the total time complexity is $O(n^2(e_s + e_r)).$ 2. There are at most $n$ beacons need to be sent.

3) In the Step 1 of Transmission Phase: 1. The time complexity is $O(\frac{n^2(e_s + e_r)}{\delta_{min}}).$ 2. There are $3$ beacons.

4) In the Step 2 of Transmission Phase: 1. There is no computation. 2. There are at most $n$ beacons are sent. To sum up, the total time complexity is $O(n^2(e_s + e_r))$ and the transmission complexity is $O(n^2)$. 
APPENDIX D
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There are two reasons for a packet being delayed during its travel to the sink: 1) Energy Delay: The current battery level of the node or its receiver is not sufficient for it to transmit all packets in its buffer timely. 2) Interference Delay: The sender/receiver cannot send/receive the packet since there is another packet being transmitted in its interference area.

1) For the Energy Delay: In the Update Time Assigning Phase, we have \( g_t^k \geq t_{\text{energy}}(p_t^k) = t_{\text{energy}}(p_t^k) + \text{Max}(V_{TE}(v_i, t_{\text{delay}}^k)) \). According to Definition 8 and Definition 9, we can derive that by the time \( t = g_t^k \), all nodes in \( P_t \) has enough energy for the transmission of \( \{p_t^1, ..., p_t^K\} \). Therefore, the energy delay for \( p_t^k \) is zero.

2) For the Interference Delay:

a) Interference Delay among nodes in different subareas. According to Theorem 2, if multiple subareas are activated at a same time slot, nodes in these subareas are collision-free with each other.

b) Interference Delay among nodes in the same subarea. In the Update Time Assigning Phase, we have \( g_t^k \geq t_{\text{collision}}(p_t^k) = t_{\text{LSA}}(p_t^k-1) + 1 \), where \( t_{\text{LSA}}(p_t^k-1) \) is the time that \( p_t^k-1 \) is sent out from its subarea. That is, the packet \( p_t^k \) will be generated after \( p_t^k-1 \) has been sent out of the subarea. Thus, in one time slot, there is at most one packet being transmitted in one subarea. If all of the subareas are always active, we have \( \text{delay}_t^k = \text{hop}_t \). However, a subarea can be activated in every other time slot, we have \( \text{delay}_t^k = 2 \times \text{hop}_t \).

Therefore, we have \( \text{delay}_t^k = 2 \times \text{hop}_t \).

APPENDIX E
PROOF OF THEOREM 4

\( \text{AoI}_{M,\text{Mol}}^k(T) = \max_{t \in [0, T]} \{ A_i(t) \} = A_i^k(\ast) \). Since we have \([0, T] = [t_k^1, ..., t_k^K] \), there must exist \( k^* \) satisfying \( t \in [t_k^{l_k^*(k)}, t_k^{l_k^*(k)^*}] \). Since \( v_i^* \) will make one update during \( [t_k^{l_k^*(k)}, t_k^{l_k^*(k)^*}] \), we have \( A_i^k(\ast) \leq RL^k(\ast) + \text{delay}_{i, k}^k \). The worst case happens when the update made at time slot \( t_k^{l_k^*(k)} \), then \( A_i^k(\ast) = RL^k(\ast) + \text{delay}_{i, k}^k \). According to lemma 3, we have \( \text{delay}_{i, k}^k = \max \{ \text{hop}_t \} \leq 2 \times \text{hop}_t \). Thus, \( A_i^k(\ast) \leq RL^k(\ast) + 2n \) and we have \( \text{AoI}_{M,\text{Mol}}^k(T) \leq RL^k(\ast) + 2n \).

APPENDIX F
PROOF OF THEOREM 5

\( A_{\text{AoI}}^k(T) = \frac{1}{n} \sum_{i=1}^{n} \bar{A}_i(T) \), where \( \bar{A}_i(T) \) is the average AoI of node \( v_i \) in the time duration \([0, T]\). Consider the AoI curve of \( v_i \) in the time duration \([0, T]\). The AoI curve can be divided into one triangle (during \([0, t_i^1]\)) and 3 right-angled trapezoids (during \((t_i^k, t_i^{k+1})\)). We denote \( \Delta_k \) as the area of the triangle and \( \Theta_i(k) \) to be the area of \( k \)-th right-angled trapezoid. \( \bar{A}_i(T) = \frac{1}{K+1} \sum_{k=1}^{K} \bar{A}_i((t_i^k, t_i^{k+1})) \), where \( \bar{A}_i((t_i^k, t_i^{k+1})) \) is the average AoI of \( v_i \) during \([t_i^k, t_i^{k+1}] \) for \( \forall k \in \{1, 2, ..., K + 1\} \).

1) The area of the triangle satisfies \( \Delta_k = \frac{1}{2}H_i(k)^2 \), where \( H_i(1) = t_i^{1} - 0 \). Therefore, \( \bar{A}_i(\{0, t_i^1\}) = \Delta_k/H_i(1) = \frac{1}{2}H_i(1) \).

2) For the \( k \)-th right-angled trapezoid, let \( Up_i(k) \) and \( Lp_i(k) \) denote the upper line and Lower line of the trapezoid, and \( H_i(k) \) denotes its height, i.e. \( H_i(k) = t_i^{k+1} - t_i^k \). Its area is \( \Theta_i(k) = \frac{1}{2}H_i(k) \times (Up_i(k) + Lp_i(k)) \). In \( \text{Mol} \), we have:

a) \( Up_i(k) \) is the transmission delay in \( k \)-1-th cycle. According to Lemma 3, for all \( k \), we have \( Up_i(k) = 2 \times \text{hop}_t \).

b) According to Lemma 1, we have \( Lp_i(k) = Up_i(k) + H_i(k) = 2 \times \text{hop}_t + H_i(k) \).

c) Based on a)-b), we have \( \Theta_i(k) = 2H_i(k) \times \text{hop}_t + \frac{1}{2}H_i(k)^2 \).

According to a)-c), we have \( \bar{A}_i(\{t_i^k, t_i^{k+1}\}) = 2 \times \text{hop}_t + \frac{1}{2}H_i(k)^2 \).

3) According to 1)-2), we have

\[ \bar{A}_i(T) = \frac{1}{K+1} \sum_{k=1}^{K+1} \frac{1}{2}H_i(k) + 2 \times \text{hop}_t \times K \] (18)

Since \( \sum_{k=1}^{K+1} H_i(k) = T \), we have \( \bar{A}_i(T) \leq \frac{T}{2K+2} + 2n \).

4) \( \forall i \in \{1, 2, ..., n\} \), we have \( \text{hop}_t \leq n \), and \( v_i \) makes at least \( K \) updates during \([0, T]\), thus, \( \bar{A}_i(T) \leq \frac{T}{2K+2} + 2n \). Therefore, \( A_{\text{AoI}}^k(T) \leq \frac{T}{2K+2} + 2n \).

APPENDIX G
PROOF OF LEMMA 4

1) For each node \( v_i \), it need to compute \( t_{E2F}(v_i, k) = f_{TE}(v_i, t_i^k, e_\pi + (w_i + 1) \times (e_\pi + e_r)) \), which is a Time-for-ForHarvesting-Energy Function and \( w_i \) is the number of nodes in the sub-tree rooted at \( v_i \). Obviously, \( w_i < n \). According to Lemma 2, the time complexity of computing a Time-forHarvesting-Energy Function is \( O(\frac{E}{\delta_{\text{min}}} \cdot \Delta) \), where \( E \) is the energy overhead. Therefore, the time complexity to compute one \( t_{E2F}(v_i, k) \) is \( O(\frac{n(e_\pi + e_r)}{\delta_{\text{min}}} \cdot \Delta) \). On the other hand, \( v_i \) have at most \( \Delta - 1 \) candidate children, which means it need to compute at most \( \Delta - 1 \) times \( t_{E2F}(v_i, k) \). Thus, the total complexity of the local scheduling is \( O(n(e_\pi + e_r)) \).

2) When selecting a parent for a node \( v_i \), \( v_i \) need to send out 3 beacons to each of its candidate parents. For each node \( v_i \), it has at most \( \Delta < n \) candidate parents. Thus, a node needs to send out \( 3n \) beacons at most. There are \( n \) nodes in the network, thus, the transmission complexity is \( O(n^2) \).