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Abstract 

Alzheimer’s disease (AD), the predominant cause of dementia, presents a growing 

global challenge as the number of patients continues to rise. This neurodegenerative 

condition is characterised by disruptions in brain function and a progressive decline in 

cognitive abilities. Research shows that it can be identifed before the onset of symp-

toms, providing an opportunity for early intervention. However, current diagnostic 

approaches are expensive and inaccessible, highlighting the necessity for a cheap and 

fast alternative. 

Electroencephalography (EEG) might ofer a viable solution to this need due to 

its afordability and portability. Although EEG has lower spatial resolution than 

functional magnetic resonance imaging (fMRI), its excellent temporal resolution in 

milliseconds makes it a suitable candidate for early detection. 

This thesis aims to contribute to the characterisation of AD from a graph per-

spective. This thesis uses graph theory to model EEG signals as graphs, capturing 

complex interactions between brain regions through functional connectivity (FC) to 

identify disruptions in brain networks and generate explainable predictions. 

The frst contribution introduces cross-bispectrum, a higher-order spectral analysis 

method, to reconstruct EEG-based FC graphs. This method can quantify both within-

frequency coupling and cross-frequency coupling. A novel multilayer graph modelling 

approach integrates information from both coupling types. The analysis reveals signif-

icant cross-frequency diferences, particularly increased FC in AD cases’ δ-θ coupling. 

Graph-theoretic analysis proves crucial in understanding the structure and function 

of cross-frequency brain networks, with vulnerability analysis providing insights into 

integration and segregation properties. 

The second contribution explores various FC measures for creating graph-based 

biomarkers for AD diagnosis using EEG. Graph neural networks (GNNs) are employed 

to compare the performance of eight FC measures. The study demonstrates that GNN 

models outperform baseline models and that using FC measures to estimate brain 
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graphs improves the overall performance of GNN. However, no single FC measure 

consistently outperforms others, highlighting the importance of considering multiple 

measures for a comprehensive analysis. 

The third contribution introduces a novel Adaptive gated graph convolutional net-

work (AGGCN), providing explainable predictions for AD diagnosis. AGGCN com-

bines convolution-based node feature enhancement with a correlation-based power spec-

tral density similarity measure. The gated graph convolution dynamically weighs the 

contribution of various spatial scales, enhancing the model’s interpretability. The pro-

posed AGGCN achieves high accuracy under diferent conditions and generates con-

sistent explanations of its predictions, ofering valuable insights into AD-related alter-

ations of brain networks. 

In conclusion, this thesis advances our understanding of AD by leveraging EEG and 

graph theory. The novel contributions, including cross-bispectrum analysis, exploration 

of various FC measures, and the development of AGGCN, collectively enhance our 

ability to characterise and diagnose AD from a graph perspective. 
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Chapter 1 

Introduction 

1.1 Background 

Alzheimer’s disease (AD) is the leading cause of dementia among older individuals, 

posing a growing challenge to healthcare systems and economies. There are approxi-

mately 47 million patients worldwide diagnosed with AD, a fgure projected to triple by 

2050 [82]. The increase of patients diagnosed with AD is likely related to the average 

age increasing globally because the prevalence of AD increases rapidly with age. AD 

is a progressive neurological disorder characterised by the buildup of amyloid plaques 

and neurofbrillary tangles [211, 259, 252]. This pathology leads to neuronal cell death, 

loss of neural pathways and consecutively widespread disruptions in brain function 

[211]. Cognitively, it manifests through a gradual deterioration in memory, executive 

function, decision-making, and other cognitive abilities, ultimately leading to a stage 

wherein the patients cannot function independently in their daily lives [88]. These 

issues afect the families of AD patients in signifcant ways as well. 

Despite ongoing research, the exact causes of AD remain largely unknown; it is 

estimated that about 79% of the cases of late-onset AD are hereditary and are often 

linked to specifc genes [15], while only around 1% of early-onset cases are familial 

[111]. Additionally, alterations in brain cortical activity have been observed preceding 

the onset of cognitive symptoms [67, 14], suggesting the potential for early detection. 

Although there is currently no cure for AD, an early diagnosis might be crucial to 

initialise procedures to mitigate the symptom severity and potentially delay or even 

prevent the progression to later AD stages. 

However, the current process for diagnosing AD is expensive, time-consuming and 

may be inaccessible due to the need for specialised equipment and trained clinicians. 

1 
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This process entails various neuroimaging scans such as magnetic resonance imaging 

(MRI), computerised tomography (CT), positron emission tomography (PET) and 

cerebrospinal fuid analysis, as well as a battery of cognitive tests assessing abilities 

such as short-term memory, attention and spatial orientation [64, 110, 13]. Therefore, 

there is an urgent need for a reliable, economical, portable and automated alternative 

diagnostic method. Despite the desirability of an automated method, it is crucial to 

provide accurate and easy-to-understand explanations so that experts can validate the 

automated predictions. 

Electroencephalography (EEG) is a suitable candidate for addressing this need. 

EEG is a non-invasive neuroimaging technique that measures the sum of electrical 

potentials generated by neuronal populations within the brain. Specifcally, EEG func-

tions by placing electrodes on the subject’s scalp. Compared to other neuroimaging 

methods capable of capturing brain dynamics, such as functional magnetic resonance 

imaging (fMRI) and magnetoencephalography (MEG), EEG is portable and relatively 

afordable. However, because of recording at the scalp level with a limited number of 

electrodes, the spatial resolution of EEG is low compared to fMRI. Thus, signals from 

the brain cortex are predominantly detected. On the other hand, EEG has excellent 

temporal resolution at the scale of milliseconds [14, 13]. While EEG can be measured 

at rest and during a task, this thesis focuses only on resting state EEG. Recording 

EEG data during a resting state presents advantages in investigating AD patients due 

to its low demand for active engagement and non-intrusive nature, thereby mitigating 

stress that might be otherwise induced by performing a task. 

Although EEG is not currently used in a clinical setting for AD diagnosis, it has 

been widely used for studying changes induced by neurodegenerative diseases [13, 14]. 

There is evidence of alterations of brain oscillatory patterns in early AD when com-

pared to age-matched healthy control (HC) prior to observing any structural changes 

such as signal slowing and complexity reduction [14, 67]. Additionally, EEG has been 

successfully used to measure brain connectivity, i.e. relationships between pairs of brain 

regions. As the pathology of AD causes widespread disconnections between brain areas, 

it can be considered a network disorder (i.e. graph). Thus, studying the connectivity 

from a graph perspective is crucial for accurately characterising AD [76, 36, 260]. 

For these reasons, the research presented in this thesis focuses on examining the 

disruptions in connectivity induced by AD. Specifcally, the aim is to examine novel 

ways to design a graph-based approach to characterise the complex changes in the 

brain due to AD and utilise these characteristics to generate accurate and interpretable 
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predictions. 

1.2 Motivation 

It is well known that the brain is a complex network of neural units interacting across 

multiple spatial and temporal scales [21]. The patterns of brain oscillations acquired 

from multiple EEG electrodes have traditionally been analysed in isolation, grand-

averaged across electrodes or their pairwise interactions. However, using such an ap-

proach, it is not possible to quantify the function of the entire brain [23]. Network 

neuroscience (NW) is an emerging approach in neuroscience which aims to address 

this issue. Unlike other neuroscience approaches, NW studies the brain from an in-

tegrative perspective [27, 22]. This means that NW assumes that the function of the 

brain is distributed and cannot be studied by looking at single units. This core assump-

tion is then conceptualised as a graph. In most NW literature, the graph nodes are 

brain areas, and edges signify some relationship exists between the nodes [27, 196, 40]. 

Networks on various scales of the brain can be defned from molecular and cellular 

levels up to macro-regions of the brain [23]. The research presented in this thesis is posi-

tioned at the far end of this dimension as EEG provides only a coarse spatial resolution, 

i.e. electrical potentials measured on the level of macro-regions [204, 14]. Specifcally, 

the nodes are modelled at the electrode level such that each node corresponds to an 

EEG electrode. 

The edges connecting brain regions can be defned in multiple ways. Structural con-

nectivity (SC) edges represent the physical connections between regions retrieved from 

methods such as MRI or CT [40, 22]. However, information about SC is unavailable 

in electrophysiological signals such as EEG. In contrast, edges modelled as functional 

connectivity (FC) and efective connectivity (EC) represent a statistical dependency 

and causal relationship between regions, respectively [27, 40, 22]. This thesis focuses 

on FC-based methods to reconstruct brain graphs from EEG recordings. 

FC measures can aim to quantify various types of dependencies between pairs of 

signals. There are linear and nonlinear approaches [224], time and frequency domain 

approaches [3], and phase and amplitude approaches [35]. Additionally, FC can be 

computed on full frequency signals (approximately between 0.5Hz and 100Hz) or spe-

cifc frequency bands. Studies show that AD-related changes can be observed mainly 

in δ (0.5 − 4Hz), θ (4 − 7Hz) and β (15 − 31Hz) bands [13]. Studies have shown that 

AD afects distributed brain networks, alters FC and disrupts information processing 
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across multiple scales [207, 150, 76, 128]. 

Besides this type of within-frequency coupling (WFC), there is a growing amount 

of evidence that cross-frequency coupling (CFC) serve a crucial role in the brain [45, 

42]. CFC quantifes FC between signals with diferent frequencies. It is hypothesised 

that CFC plays a role in synchronising local and global processes and relates to the 

information integration across distributed systems [135]. Specifcally, various types of 

CFC have been detected in the brain [126], such as amplitude to amplitude [126, 73, 

39, 135], phase to phase [126, 42, 251, 135] and phase to amplitude [126, 59, 257, 135]. 

However, CFC has been predominantly studied to measure pairwise interactions. A 

comprehensive analysis of CFC from a graph perspective that would elucidate the 

roles of diferent frequency components is thus required. CFC brain graphs might 

be efectively modelled using multilayer graphs where each frequency component is 

represented by a layer and with inter-layer edges encoding CFC interactions. This is 

one of the aims of this thesis. Additionally, the utility of accounting for nonlinear 

interactions in addition to linear is examined in this thesis. 

After a brain graph is reconstructed from EEG, the next challenge is to design an ef-

fective model to deliver accurate predictions about the graphs. Feature-based machine 

learning (ML) is one of the available approaches. Graph theory can be leveraged to en-

gineer features describing various brain graph properties manually [40]. Such features 

can be nodal, i.e. defned for each node of a graph, or global, i.e. an index describing 

the graph as a whole [3, 27]. Nodal features are commonly used to identify infuential 

nodes in the graph. In the context of AD, node degree [197], and clustering coefcient 

[273, 172, 52, 84] have been successfully used to determine brain regions important for 

characterisation and prediction of AD. While ML models can be efcient and ofer rel-

atively simple interpretability, the need for manual feature engineering poses a crucial 

limitation of such an approach. Feature engineering requires expert domain knowledge 

and is generally time-consuming [50]. 

Deep learning (DL) models ofer an alternative approach with automatic feature 

extraction, although they require the selection of a large number of hyperparameters 

compared to ML. However, most traditional DL architectures are ill-suited for graph-

structured inputs [37]. Models such as multilayer perceptrons (MLPs), convolutional 

neural networks (CNNs), and recurrent neural networks (RNNs) were designed for 

Euclidian inputs such as time series and images. Graph neural networks (GNNs) 

have been proposed to address this limitation and ofer an efcient extension of the 

convolutional mechanism of CNN to graphs [312]. However, the applications of GNN 
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for EEG tasks are relatively limited without a clear set of guidelines for designing such 

models. Thus, another aim of this thesis is to systematically review this emerging sub-

feld of NW and propose categorisation of the various approaches experimented with 

in the literature. 

As discussed above, various FC measures are utilised in the literature. However, 

selecting an appropriate measure of FC for subsequent graph analysis and classifcation 

remains ambiguous. To our knowledge, this is true for both ML and DL approaches. 

This thesis aims to fll this gap by proposing an empirical evaluation of the efect an 

FC measure has on the performance of various ML and DL models, including GNNs 

in the AD diagnosis task. 

A crucial area for improvement of the modelling approaches mentioned previously 

is their explicit lack of explainability, i.e. it is usually possible to generate some expla-

nations via post-hoc analysis. For a model to be successfully deployed in a real-world 

clinical setting, it is vital to produce consistent and detailed explanations of its pre-

dictions that medical experts can validate. For AD prediction task, such explanations 

need to be generated for multiple spatial scales as AD-related disruptions are well 

known to present on both local and global levels [6]. GNNs are an ideal architecture 

for such a purpose due to the inherent nature of the graph convolutional mechanism 

of graph convolutional network (GCN) family of GNNs [312, 285]. Briefy, GCNs learn 

via recursive information aggregation across gradually increasing receptive felds. The 

recursive property of GCNs might be leveraged to quantify patterns across various 

spatial levels, going from highly localised to coarse-grained whole-brain levels. 

Unlike other DL models, the input to GNNs forms the computational graph simul-

taneously, i.e. graph structure is leveraged both for learning and information propa-

gation [285]. Whether the input graph structure is the optimal computational graph 

has been a central point of interest in GNN literature [31]. A popular approach has 

been to decouple the computational graph from the input with methods such as graph 

rewiring [256, 137], graph lifting to higher dimensional topological spaces [31] and 

transformer-based methods [152, 292]. However, preserving the FC-based graph struc-

ture is essential for brain graph prediction tasks to retain the ability to generate model 

predictions, which would be lost if the computational graph is fully decoupled from 

the input. This thesis explores a hybrid strategy where the model learns the graph 

structure. This ofers two advantages: (1) the dilemma of FC measure selection is 

efectively circumvented, and (2) the model is free to adapt the graph structure to 

strike a balance between producing an optimal computational graph and recovering 
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the underlying brain-graph structure. 

1.3 Aims and Objectives 

Generally speaking, the main aim of this research thesis is to model high-dimensional 

EEG signals from a graph perspective in order to quantify the changes in the brain 

connectivity caused by neurodegenerative diseases and to develop novel biomarkers for 

diagnosis and characterisation of neurodegenerative diseases. Such results can poten-

tially improve the diagnostic process of AD due to the accessibility, ease-of-use and low 

cost of EEG. This main objective is concisely captured within the following research 

question: 

How can reconstructed complex brain graphs from EEG signals be used for diagnosing 

and characterising neurodegenerative diseases? 

In order to provide a detailed answer to the research question, multiple objectives 

were identifed, highlighting the key elements and potential for novel contributions of 

this research project. The objectives listed below aim to research the brain structure 

and function changes induced by neurodegenerative disease. This aim is not explicitly 

formulated in the objectives to avoid repetition. Although there are other types of 

neurodegenerative diseases, this research project is going to focus on AD as this disease 

afects the largest portion of the human population. 

1. Assess the predictive power of nonlinear and cross-frequency brain connectivity 

compared to linear and within-frequency alternatives. 

2. Develop methods for analysing cross-frequency coupling from a graph perspective 

using a multilayer graph analysis framework. 

3. Investigate the use of graph representation learning algorithms and graph neu-

ral networks to study neurodegenerative diseases and facilitate the diagnostic 

process. 

(a) Systematically review graph neural networks for EEG classifcation in order 

to facilitate a current overview of the feld and aid in innovation. 

(b) Examine the usability of common functional connectivity methods to con-

structing input EEG brain graphs to graph neural networks. 
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4. Assess the potential of graph neural networks for automatically reconstructing 

brain graph structures. 

5. Develop graph neural network architecture for explainable prediction of neurode-

generative diseases. 

1.4 Overview of the Thesis 

This thesis is organised into seven chapters and covers the following content: 

• Chapter 2 examines prior research connected to this thesis. It begins by explor-

ing diferent methods for reconstructing brain graphs from EEG. It then delves 

into understanding established changes in AD, focusing on graph-level alterations. 

Lastly, it critically assesses the utilisation of GNNs in analysing EEG. Overall, 

this chapter pinpoints several research gaps this thesis intends to address. 

• Chapter 3 describes the details of the EEG dataset that is subsequently utilised 

in chapters 4, 5 and 6. 

• Chapter 4 presents work on utilising the higher-order nonlinear bispectrum to 

reconstruct multilayer brain graphs incorporating information about both WFC 

and CFC interactions. It evaluates the benefts of this approach against a single-

layer linear alternative in terms of statistical characterisation and ML-based pre-

diction of AD. 

• Chapter 5 presents the practical assessment of the infuences of diferent FC 

measure on the performance of multiple ML and DL algorithms in AD diagnosis 

task. 

• Chapter 6 introduces adaptive gated graph convolutional network (AGGCN), a 

novel GNN architecture designed for AD classifcation. Unlike traditional graph-

based approaches dependent on specifc FC measures, this architecture employs a 

data-driven approach for reconstructing brain graphs. Demonstrating outstand-

ing performance in contrast to several state-of-the-art methods, it generates di-

verse prediction explanations at graph, node, and edge levels. 

• Chapter 7 summarises the presented contributions and outlines potential future 

research directions. 
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1.5 Contributions and Research Outputs 

This thesis introduces original contributions focused on utilising machine learning, deep 

learning, and graph theory methods to characterise AD from graph perspective. This 

research aims to contribute to developing a data-driven framework for analysing and 

understanding neurodegenerative diseases. 

1. Chapter 2 reviews previous research on graph approach to reconstruct and 

classify brain graphs of AD cases from EEG signals. The main contribution of 

this chapter is a survey of applications of GNNs for EEG classifcation. 

Based on parts of this work, a review paper has been published: 

• Dominik Klepl, Min Wu, and Fei He. Graph Neural Network-Based EEG 

Classifcation: A Survey. IEEE Transactions on Neural Systems and Reha-

bilitation Engineering, 32:493–503, 2024. ISSN 1558-0210. doi: 10.1109/TN 

SRE.2024.3355750 

2. Chapter 4 introduces novel multilayer graph analysis to elucidate the roles of 

various brain rhythms in enabling information integration and segregation within 

the brain and how these roles are disrupted due to AD. This information is then 

used for ML-based prediction of AD. 

Based on this work, a journal paper and a conference paper have been published: 

• Dominik Klepl, Fei He, Min Wu, Daniel J. Blackburn, and Ptolemaios G. 

Sarrigiannis. Cross-Frequency Multilayer Network Analysis with Bispectrum-

based Functional Connectivity: A Study of Alzheimer’s Disease. Neuro-

science, 521:77–88, June 2023. ISSN 0306-4522. doi: 10.1016/j.neuroscience 

.2023.04.008 

• Dominik Klepl, Fei He, Wu Min, Daniel Blackburn, and Ptolemaios Sarri-

giannis. Bispectrum-based Cross-frequency Functional Connectivity: Clas-

sifcation of Alzheimer’s disease. In 2022 44th Annual International Con-

ference of the IEEE Engineering in Medicine & Biology Society (EMBC), 

pages 305–308, July 2022. doi: 10.1109/EMBC48229.2022.9871366 

3. Chapter 5 reports the efect of commonly used FC measures on the performance 

of ML and DL models in AD classifcation task. The main focus is on GNNs. 

Based on this work, a journal paper has been published: 



9 1.5 Contributions and Research Outputs 

• Dominik Klepl, Fei He, Min Wu, Daniel J. Blackburn, and Ptolemaios Sar-

rigiannis. EEG-Based Graph Neural Network Classifcation of Alzheimer’s 

Disease: An Empirical Evaluation of Functional Connectivity Methods. IEEE 

Transactions on Neural Systems and Rehabilitation Engineering, 30:2651– 

2660, 2022. ISSN 1558-0210. doi: 10.1109/TNSRE.2022.3204913 

4. Chapter 6 introduces a novel GNN architecture with a learnable graph struc-

ture, thus avoiding the issue of FC measure selection. The focus is on acquiring 

explainable predictions. 

Based on this work, a journal paper has been published: 

• Dominik Klepl, Fei He, Min Wu, Daniel J. Blackburn, and Ptolemaios Sar-

rigiannis. Adaptive Gated Graph Convolutional Network for Explainable 

Diagnosis of Alzheimer’s Disease Using EEG Data. IEEE Transactions on 

Neural Systems and Rehabilitation Engineering, 31:3978–3987, 2023. ISSN 

1558-0210. doi: 10.1109/TNSRE.2023.3321634 

Moreover, additional research outputs have been published during this PhD project: 

• Dominik Klepl, Fei He, Min Wu, Matteo De Marco, Daniel J. Blackburn, 

and Ptolemaios G. Sarrigiannis. Characterising Alzheimer’s Disease With EEG-

Based Energy Landscape Analysis. IEEE Journal of Biomedical and Health In-

formatics, 26(3):992–1000, March 2022. ISSN 2168-2208. doi: 10.1109/JBHI.202 

1.3105397 

• Sivasharmini Ganeshamoorthy, Laura Roden, Dominik Klepl, and Fei He. 

Gene Regulatory Network Inference through Link Prediction using Graph Neural 

Network. In 2022 IEEE Signal Processing in Medicine and Biology Symposium 

(SPMB), pages 1–5, December 2022. doi: 10.1109/SPMB55497.2022.10014835 



Chapter 2 

Literature Review 

Although EEG is currently not used as part of the diagnostic process of neurodegener-

ative diseases such as AD, its potential for characterisation and diagnosis has recently 

gained attention in research [19]. In contrast to other neuroimaging methods such as 

CT, fMRI and PET, EEG ofers an excellent temporal resolution (on the scale of mil-

liseconds) but sufers from relatively low spatial resolution. An alternative to EEG is 

MEG, which maintains a comparable temporal resolution and allows for higher spa-

tial resolution. However, EEG is considerably cheaper and more portable than MEG, 

making it an ideal candidate for developing an economical and accessible tool for the 

diagnosis of AD. 

EEG records the gross sum of electrical potentials generated by neural assemblies 

in cortical and sub-cortical areas [204]. However, the positioning of EEG electrodes 

on a subject’s scalp will likely emphasise the contribution of cortical regions to the 

signals measured by EEG. EEG signals are typically further decomposed into several 

frequency bands corresponding to diferent brain rhythms. Namely these are δ, θ, 

α, β and γ bands. Diferent processes in the brain generate each frequency band. 

Generally, high frequencies are related to local communication, while low frequencies 

support communication between distant regions [266, 231]. 

Various alterations of these brain rhythms have been reported in AD using electrode-

level methods [114, 9, 139, 221, 222, 227, 200]. This category of EEG analysis typically 

quantifes the alterations on a single electrode level without considering pairwise inter-

actions. These patterns of brain oscillatory rhythms are reviewed in section 2.1. 

Network neuroscience extends the analysis of brain oscillations to quantify interac-

tions between brain regions. Such interactions can be reconstructed from neuroimaging 

data using connectivity analysis. Specifcally, three types of connectivity can be typi-

10 
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cally reconstructed: functional (FC), structural (SC) and efective (EC). FC measures 

statistical dependency between pairs of signals indicating functional interaction and 

is the main focus of this thesis [231]. SC quantifes the physical connection between 

neuronal populations and brain regions. However, EEG signals do not contain any 

information about brain structure; thus, SC is not applicable. Finally, EC, considered 

a subcategory of FC, measures the causality or fow of information between regions. 

Upon selecting an appropriate connectivity measure, a brain graph can be recon-

structed from EEG by computing the connectivity between all pairwise combinations 

of available electrodes. In section 2.2, a typical pipeline for reconstructing brain graphs 

from EEG is reviewed with a focus on common FC measures, brain graph preprocessing 

and graph measures. 

Then, graph-level patterns related to AD are reviewed in section 2.3 together with 

various ML and DL methods for utilising graph information for automated diagnosis 

of AD. Among these classifcation methods, GNNs emerge as a powerful method for 

learning on graph-structured objects such as EEG-based brain graphs. Thus, GNNs 

models proposed for various EEG classifcation tasks are reviewed in section 2.4. 

2.1 Brain Oscillation Changes in Alzheimer’s dis-

ease 

This section reviews the fndings on brain oscillation changes induced by AD. Brain os-

cillations infuence the timing of individual neuronal fring on a microscopic level while 

coordinating the interaction among widely dispersed cortical networks on a macro-

scopic scale [302]. Signals recorded by EEG can then be characterised in the time or 

frequency domains to study the oscillatory activity. 

Identifcation of oscillations in EEG measurements is typically computed across 

diferent EEG channels, i.e. electrodes, either in isolation or by obtaining a grand-

averaged signal of the whole brain or a particular region of interest. These oscillatory 

patterns are typically analysed in frequency bands, thus allowing the study of the 

processes linked to low-frequency and high-frequency oscillations in isolation. Five 

canonical frequency bands are defned for EEG signals: δ (0.5−4Hz), θ (4−7Hz), α(7− 

15Hz) and β (15−31Hz). It has been shown that each band supports various cognitive 

functions, although some functions do not ft the canonical defnition of frequency 

bands. 
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Generally, low-frequency oscillations enable long-range global neural communica-

tion, while high-frequency oscillations support local communication [231, 266]. For 

instance, δ rhythm becomes dominant during sleep and θ oscillations in the frontal 

region are linked to inhibitory regulation of other regions, memory and executive func-

tion [117]. α band is related to memory and temporal attention [105], β is linked to 

motor planning, imagery and execution [199], and γ is related to conscious information 

processing [232] and active memory [109]. 

Healthy ageing is characterised by progressive changes in brain wave frequency, 

power, and distribution during rest [121]. In particular, healthy ageing is associated 

with an increase of power in δ and θ bands [222] and slowing down of dominant activity 

of α band [121]. Cognitive decline related to neurodegeneration further enhances the 

alterations of brain oscillatory activity [193]. The hallmark EEG-based biomarker 

of AD is the slowing down of brain signals. This is manifested by the reduction of 

the power of high-frequency rhythms and an increase in the power of low-frequency 

components [114, 9, 139, 221, 222, 227]. 

A global δ power increase has been observed in AD [49, 11, 46] whereas θ power 

increase is limited to central and occipital regions [47, 140]. Reduced α power has 

been observed in occipital, parietal and temporal regions [11, 179, 157, 140]. Simi-

larly, reduced β power has been detected in central, frontal and occipital regions [140]. 

Findings related to γ band changes, such as power and synchronisation, are considered 

controversial due to their inconsistency [101], with some studies reporting a decrease 

[148, 239]. In contrast, others report an increase of γ [20, 275, 221]. Interestingly, 

an increase in γ CFC in AD has been suggested to be linked with a compensatory 

mechanism for the increased need for resources due to network disruptions [275]. 

Slowing down of EEG signals has also been shown to be a potential indicator of 

conversion from mild cognitive impairment (MCI) stage to AD [102]. The ratio of θ and 

γ correlates with AD conversion and decreased memory test scores [219, 192]. Changes 

in power also correlate with several biomarkers of AD and cortical neurodegeneration. 

There is a correlation between cerebrospinal-fuid-based biomarkers such as Aβ, p-tau 

and t-tau, and global power of δ, θ, α and β frequency bands [233]. Studies also 

report a link between volumetric neurodegeneration [10, 193], with occipital α power 

correlating with occipital grey matter density [12, 87]. 

Based on these oscillatory patterns of AD cases, multiple attempts to design ML-

and DL-based classifcation models have been published. support vector machine 

(SVM) classifer has been trained on time-frequency domain [188] and wavelet trans-
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form features extracted to distinguish between AD and HC cases [154]. Next, multiple 

studies on using artifcial neural networks have been published. 

Raw EEG signal can be used as an input to a neural network to classify AD [62]. In 

[7], the EEG signal from a single EEG electrode is transformed into a visibility graph 

and classifed using a neural network. Alternatively, a neural network can be trained on 

features derived from wavelet transform and short-time Fourier transform [218]. Some 

approaches have been developed to transform EEG signals from multiple electrodes 

into images to leverage the image-classifcation advantages of CNNs. power spectral 

density (PSD) vectors across all electrodes are computed and stacked to form an input 

matrix, i.e. image, and fed to a CNN [118]. In [115], wavelet-transform matrices of 

multiple electrodes are used as tiles to create an input image to a CNN by arranging 

the tiles according to the spatial positions of corresponding electrodes. 

A signifcant limitation of these classifcation approaches is the lack of incorporating 

information about relationships between EEG electrodes. Network-based (i.e. graph-

based) approaches seek to address this limitation by using connectivity methods to 

model these interactions. 

2.2 Graph-based EEG Analysis 

Graph-based approaches for modelling EEG signals aim to utilise the information from 

all available electrodes by considering the complex pairwise interactions. This section 

reviews the core steps in the pipeline of graph-based approaches. First, the methods 

for reconstructing brain graph structure from EEG, i.e. FC measures, are reviewed. 

Then, the methods for graph preprocessing are reviewed. Finally, we review the most 

used graph metrics for characterising brain graphs. 

2.2.1 Graph Inference via functional connectivity 

There is no consensus on how the edges of a brain graph, i.e. connectivity, should be 

inferred from EEG. In the case of EEG, this connectivity is referred to as FC as the 

edges capture merely information about statistical dependency between nodes [201]. 

This is in contrast to structural connectivity, which models the physical connections 

between brain regions, e.g. white matter fbres [23]. Although FC does not indicate a 

physical connection between brain regions, it still describes an interesting property of 

the brain as it has been shown that synchronised EEG oscillations of two distant brain 
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Linear Nonlinear Time Domain Frequency Domain Phase Amplitude Cross-frequency 
Pearson’s correlation coefcient (PCC) ✓ ✓ 

Coherence (COH) ✓ ✓ ✓ 
Wavelet coherence (WCOH) ✓ ✓ ✓ ✓ 

Partial Coherence ✓ ✓ ✓ 
Amplitude-envelope correlation (AEC) ✓ ✓ ✓ 
Imaginary part of coherency (iCOH) ✓ ✓ ✓ 

Phase lagged index (PLI) ✓ ✓ ✓ ✓ 
Weighted phase lagged index (wPLI) ✓ ✓ ✓ ✓ 

Mutual Information (MI) ✓ ✓ ✓ ✓ 
Transfer Entropy ✓ ✓ ✓ 

n:m Phase synchronisation ✓ ✓ ✓ ✓ 
Phase locking value (PLV) ✓ ✓ ✓ 

Mean Vector Length ✓ ✓ ✓ ✓ ✓ 
Modulation Index ✓ ✓ ✓ ✓ ✓ 

Cross-bispectrum (CBS) ✓ ✓ ✓ ✓ ✓ ✓ 

Table 2.1: Categorisation of methods for estimating FC 

regions indicate a functional interaction [231]. 

FC can be divided into two categories: directed and undirected [27, 24]. Directed 

FC is referred to as efective connectivity and models the causal efects that nodes have 

on each other. On the other hand, undirected FC models the dependencies but not the 

directionality of information fow. This review focuses on undirected measures of FC. 

The simplest method for estimating FC is Pearson’s correlation and is often used 

with diferent types of neuroimaging [220, 33] including characterising AD [276]. How-

ever, EEG signals are typically non-stationary and exhibit complex nonlinear interac-

tions; thus, correlation is not a well-suited method for use with EEG as it captures 

only linear relationships and assumes stationarity. Thus, other methods are commonly 

employed to estimate FC, which consider the interactions’ complexity. The various FC 

methods are listed in Table 2.1. The FC methods are categorised based on whether 

they measure linear or nonlinear dependencies, whether they are computed in the time 

domain or frequency domain, which property of EEG signal they measure, and whether 

cross-frequency coupling can be measured. 

Although the brain signals are nonlinear, many linear methods based on correlation 

are a popular choice for FC estimation. An extension of correlation to frequency domain 

is coherence, measuring phase synchronisation of two signals [4, 69, 248]. Similarly, 

correlation is extended to measure relationships between amplitudes of the signals, i.e. 

envelope correlation [60]. Typically, these methods rely on the Hilbert transform to 

extract the instantaneous phase and amplitude of the EEG signal. 

The limitations of coherence can be resolved by using wavelet transform to obtain 

wavelet coherence, which is sensitive to nonlinear relationships in addition to linear 

[127]. However, the inferred FC can be a result of an indirect relationship, e.g. two 

signals are related via a third signal, partial coherence attempts to resolve this issue by 
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removing linear efects of all other signals [18]. The imaginary part of coherence can 

also be used as it removes zero-lag dependencies and thus is well suited for sensor-level 

EEG FC, which can sufer from volume conduction, i.e. spatial information leakage 

between adjacent EEG electrodes [203]. 

Similar to coherence, the phase lag index family of FC methods aims to measure 

phase synchronisation [241], which utilises asymmetries of the probability distribution 

of diferences between phases of two signals and thus can capture nonlinear relation-

ships. Weighted phase lag index incorporates the imaginary part of coherence by using 

it to weight the phase lags [265], resulting in more robust FC estimates with respect to 

noise. An interpretation might be difcult as it mixes information about the magnitude 

and consistency of the phase. 

The last common family of methods to infer FC are based on information theory: 

mutual information [129] and transfer entropy [189]. Mutual information estimates FC 

as the amount of information about one signal explained by another signal and vice 

versa, utilising their marginal and joint probability distributions. It has been shown 

that mutual information can capture both linear and nonlinear dependencies [129, 119]. 

However, all of the FC methods introduced above share one major limitation: they 

rely on splitting EEG signals into frequency bands, which are subsequently analysed 

in isolation. We refer to these types of FC as WFC as the inferred interactions can 

occur only between signals within the same frequency band. Recently, there has been 

increasing evidence that brain signals become entangled across frequency bands, giving 

rise CFC [125]. CFC is hypothesised to be the underlying mechanism of interaction of 

local and global processes [135], thus facilitating the integration of information, which 

is one of the essential properties of the brain. Hence, accounting for WFC and CFC 

is critical when studying brain networks but has been largely ignored in FC and NW 

literature. 

Both WFC and CFC are generally quantifed as coupling between two components 

of EEG signals, such as phase to phase, amplitude to amplitude, and phase to ampli-

tude. Other coupling types were documented but poorly understood and thus omitted 

in this review, e.g. phase-frequency [125] and amplitude-frequency [282]. Most of the 

following measures are not FC measures per se but can be easily adopted as such. 

Amplitude-amplitude coupling is most commonly studied using amplitude envelope 

correlation described above [39, 74] and is usually observed between high-frequency 

rhythms. n:m phase synchronisation is used for quantifying phase-phase coupling [268, 

226, 58] and is the only CFC measure that has, to the best of our knowledge, been 



16 2.2 Graph-based EEG Analysis 

used as FC measure [42]. 

Phase-amplitude coupling refers to a coupling where the phase of a low-frequency 

signal is coupled with the amplitude of a high-frequency signal and is possibly the 

most studied type of CFC as it has been demonstrated to occur frequently both in 

human and animal brains [194, 258]. Specifcally, θ − γ phase-amplitude coupling 

plays a crucial role in multiple cognitive processes such as perception, learning or 

computation [125, 44, 45]. Multiple phase-amplitude coupling measures are reported 

in the literature, such as mean vector length, phase locking value and modulation index 

[116]. 

2.2.2 Graph Pre-processing 

In order to reconstruct the brain graph structure from EEG, a chosen FC measure is 

computed for all pairwise combinations of available EEG channels. Since FC(x, y) = 
N(N−1)FC(y, x), given N channels, this results in a fully connected graph with 

2 edges. 

However, using a fully connected graph for further analysis can pose several issues: (1) 

false positive edges and (2) graph-measures calculating unweighted shortest paths are 

invalid. 

The former can stem from multiple reasons, such as signal noise, volume conduction 

or spurious coupling. These issues can be controlled by appropriate signal preprocess-

ing, selecting a robust FC measure and using false-positive corrections such as surrogate 

testing. The latter can be addressed only by transforming the fully connected graph to 

a sparse version of itself, i.e. discarding a certain number of edges. The choice of graph 

preprocessing method is crucial, especially for unweighted graph analysis, i.e. edges do 

not have a strength, as it might alter the graph structure signifcantly. Some studies 

omit the graph preprocessing step and analyse the fully connected graphs obtained by 

chosen FC measure [306, 186]. Despite the limitations described previously, an advan-

tage of this method is obtaining the same number of edges for all graphs, thus making 

group comparisons unbiased. 

A simple graph-fltering method is choosing a specifc threshold value of connectivity 

and removing any edges that are below this threshold [273, 262, 172, 225]. Such a 

method requires a normalised FC measure to establish a meaningful threshold value. 

However, the resulting graphs can have varying densities, i.e. the number of edges, and 

become disconnected such that a node cannot be reached from all other nodes. Thus, 

comparisons of such graphs might be difcult and biased. 
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Many studies opt instead for a data-driven graph preprocessing method. Edge 

density thresholding is a popular and straightforward approach [5, 271, 123, 236, 190, 

294, 122, 42]. This approach establishes a certain edge density level for each graph by 

keeping the top x% strongest edges. It is, however, challenging to determine the optimal 

edge density value. Typically, the analysis is repeated with multiple edge densities to 

prove that the results are independent of the edge density value. Alternatively, the 

median FC value can be used [295]. A drawback of the edge density threshold is that 

the actual minimum FC value will difer between graphs. Additionally, this method 

does not prevent graph disconnection, especially at low edge densities. The number of 

edges remains fxed across all graphs, provided they have the same number of nodes, 

thus making comparisons unbiased. 

Minimum spanning tree (MST) addresses the limitations of edge density threshold-

ing [294, 122, 297, 180, 65, 208]. MST is an algorithm for extracting the ”backbone” 

of a graph by producing a tree which minimises the sum of edge weights (provided 

edge weight represents a distance). Thus, for FC graphs, a maximum spanning tree is 

typically used instead. Specifcally, an MST of a graph with N nodes contains N − 1 

edges. MST-based graph thresholding has been proven to provide an unbiased method 

for graph comparisons [253]. However, a potential limitation is the low number of edges 

preserved in an MST. 

The orthogonal MST (OMST) method has been proposed to solve the limited num-

ber of edges of MST [78, 79]. OMST is an iterative extension of MST. The frst iteration 

equals an MST, and the selected edges are removed from the candidate set of edges. 

The MST algorithm is then run again, repeating the step until the desired number 

of iterations is achieved. Thus, I iterations of OMST yield a graph with I(N − 1) 

edges. OMST thus combined the advantages of MST and edge density methods, i.e. 

guarantee of a connected graph and fxed number of edges. 

2.2.3 Graph Measures 

There are various ways to quantify the properties of a graph. This subsection reviews 

the measures based on graph theory commonly used in brain graph analyses. Graph 

measures can be divided into node-level and graph-level. Node-level measures can be 

computed individually for each node, thus allowing one to evaluate the importance of 

each node in the context of the entire graph. In contrast, graph-level measures charac-

terise the graph as a whole by a single value. Besides graph-theory-based measures, one 
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can analyse and compare graphs by summarising the adjacency matrix via descriptive 

statistics or performing edge-wise comparisons. Such approaches are, however, infeasi-

ble with large graphs as the number of comparisons grows too large. 

Standard node-level measures used in brain graph literature are node degree (ND), 

node strength (NS), clustering coefcient and betweenness centrality. ND is defned as 

the sum of edges of a given node, thus giving a rudimentary measure of node centrality 

since a more connected node implies more information fows through it [165]. NS is the 

weighted extension of ND, i.e. the sum of edge weights of a given node, and having a 

similar interpretation [106, 84]. 

The clustering coefcient measures the tendency of a node to form clusters with 

other nodes[273, 172, 52, 84]. The clustering coefcient of node i is computed as follows: 

X1 
Ci = Aij AjkAki, (2.1)

NDi(NDi − 1) 
jk 

where A is the adjacency matrix. The average clustering coefcient can be used to 

assess the degree of information segregation of a graph, a crucial property of the brain 

[223]. 

Finally, betweenness centrality (BW) is a measure of node importance in terms of 

the infuence the node has on information fowing through the graph [122, 42]. BW of 

node i is computed as follows 

X djk(i)
BW (i) = , (2.2)

djk 
i≠ j≠ k 

where gjk is the total number of shortest paths between nodes j and k, and djk)(i) is 

the total number of djk passing through node i. 

Commonly used graph-level measures are average path length, local efciency (EL), 

global efciency (EG) and small-worldness. Average path length quantifes the ef-

ciency of information transport throughout the graph [273, 262, 156]. It is defned as 

the average length of all possible paths between all pairs of nodes. 

EG measures the information integration across the entire graph [273, 172, 5, 186, 

93]. It is computed as X1 1 
EG(G) = , (2.3)

N(N − 1) d(ij)
i̸=j∈G 

where N is the number of nodes in network G and d(ij) is the shortest path length 
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between nodes i and j. 

EL measures the information segregation in the graph [273, 5, 123, 42] and is com-

puted as follows: X1 
EL(G) = EG(Gi), (2.4)

N 
i 

where Gi is the subgraph containing node i and its neighbours. 

A small-world graph is a graph with high clustering and short distances between 

nodes, i.e., neighbouring nodes tend to connect with similar nodes, and each node can 

be reached via a relatively short path from any other node. Small-worldness measures 

how close to a small-world graph the given graph is[273, 180, 42]. 

A particular case of graph measures are measures of vulnerability. These measures 

compute the change of a graph-level measure after a node is removed. In other words, 

vulnerability measures quantify the importance of the removed node to facilitate the 

given property of a graph. For example, characteristic path length vulnerability has 

been previously used to characterise brain graphs [273]. 

Additional measures can be employed to characterise a graph structure, such as 

various graph complexity measures and alternative node centrality measures. How-

ever, the graph measures described in this section are the most commonly used to 

characterise brain graphs. 

2.3 Graph-based Alzheimer’s disease patterns 

This section reviews AD disruptions from a graph perspective. First, global changes in 

FC are reviewed. Next, AD disruptions expressed as global-level graph measures are 

examined. Then, we examine the regional changes in brain graphs of AD cases. The 

changes related to conversion from MCI stage to AD are also reviewed. Finally, graph 

MLclassifcation approaches are summarised. 

2.3.1 Global changes in functional connectivity 

As discussed in Section 2.1, brain oscillatory changes due to AD are observed as a 

decrease in high-frequency activity and an increase in low-frequency activity. A similar 

pattern can be observed in the global average FC strength of AD brain graphs. Average 

FC strength is reduced in the α frequency band [71, 165, 238, 273, 286, 297] and β 

frequency band [71, 165, 238, 273, 286]. Moreover, the network structure in α of AD 
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cases has been reported to disintegrate under eyes-open (EO) [65]. A whole-scalp hypo-

connectivity of long-range connections independent of a frequency band has also been 

reported [236]. In contrast, average FC strength in θ is increased in AD cases [297]. 

Interestingly, it has been demonstrated that α connectivity, measured by AEC, 

increases after AD patients have been administered medication to reduce cognitive 

symptoms [34]. This suggests a plausibility of using FC-based approaches for monitor-

ing and evaluation of AD treatments. 

There is also some evidence that whole-scalp CFC is disrupted in AD brain graphs 

[42, 79]. Mean phase-phase CFC is negatively correlated with mean WFC in AD [42]. 

However, a detailed examination of combined WFC and WFC brain graphs is necessary 

to characterise the more complex AD-related disruptions. 

2.3.2 Changes in Global-level Graph Metrics 

The most studied properties of brain graphs are related to information integration 

across the entire graph and information segregation, i.e., the presence of specialised 

and localised information processing units. EG is one of the measures of information 

integration. Decrease of EG values has been reported in AD brain graphs [297, 5, 186, 

93]. Moreover, this decreased information integration in α band correlates with verbal 

fuency test scores [52]. Average path length further supports decreased integration 

in AD graphs. Its inverse is related to EG. Thus, an increase in average path length 

observed in AD graphs translates to lower information integration [186, 156]. An 

increase in average path length has also been observed in CFC multi-layer graphs 

where each frequency band is represented as a separate layer [42]. 

Findings related to information segregation in AD brain graphs are not as clear. 

However, the evidence seems to accumulate in favour of a decrease [5, 93, 296, 186, 

156, 52, 2] rather than an increase [123]. Both EL and the clustering coefcient can be 

used to quantify the segregation of a graph. One study reports an increase of EL [123]. 

In contrast, multiple studies using various FC measures to reconstruct brain graphs 

report reduction of EL [5, 93, 296]. Characterisation of information segregation in AD 

measured with clustering coefcient is more consistent with all studies indicating de-

creased values [186, 156, 52, 296, 2]. Specifcally, reduced average clustering coefcient 

can be found in α [52, 296, 2] and β [2] frequency bands. Furthermore, this decrease in 

α clustering coefcient correlates with Mini Mental State Examination (MMSE) score 

[93] and score of verbal fuency [52]. 
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AD brain graphs have also been shown to have reduced modularity [123], which 

might be in confict with the clustering coefcient fndings. Lower average node degree 

has also been reported in AD graphs [93]. Overall, it seems that AD graphs are further 

from optimal small-world graphs, with multiple studies reporting reduced small-world 

indexes [240, 261, 273, 295, 156]. This pattern seems to reverse, however, when CFC 

information is included in the reconstructed graph [42]. 

AD graphs have also been reported to be more homogeneous [295], less robust [66], 

and more vulnerable than their HC counterparts [261, 273, 2, 5]. Increased vulnerability 

of AD graphs in α and β frequency bands has been demonstrated by quantifying the 

efect of node removal on EG values [5]. However, the diferences in vulnerability of 

CFC graphs remain unclear. 

2.3.3 Regional Changes of Brain Graphs 

Multiple localised graph disruptions in AD have been reported. An overall loss of 

network organisation has been observed in parietal and occipital areas [297]. Similarly, 

the average wPLI strength is reduced in α and β bands in occipital and orbitofrontal 

regions [165]. 

Coherence between hemispheres in these frequency bands is reduced as well in 

frontal, temporal and parietal lobes [91, 90, 147, 310] which refects the general loss of 

long-distance connectivity in AD [237]. Intrahemispheric coherence is also disrupted 

between central and occipital regions in δ band [147, 310]. The strength of edges within 

the frontal lobe and between left-frontal and right-occipital regions have been shown 

to be strong predictors of AD [236]. Additionally, the information fow from posterior 

to anterior regions is reduced in AD [85]. In contrast, central to posterior information 

fow is increased in AD 

2.3.4 Graph Biomarkers of Alzheimer’s Disease Progression 

A few studies propose methods to automatically classify MCI cases that will, over time, 

convert to AD [212, 288, 185]. A whole-scalp decrease of functional dissimilarity (can 

be considered an inverse of FC) in δ and θ frequency bands have been identifed as 

predictors of MCI-AD conversion [185]. 

Region-specifc predictors of MCI-AD conversion have been identifed using MI 

in α frequency band across temporal, parietal and frontal lobes [288]. Furthermore, 

diferences in the parahippocampal cortex have been suggested to be linked to the 
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degradation of visual memory [288]. 

Node-level graph metrics also reveal various AD-related alterations. An information 

hub of a graph located in the frontal lobe is damaged in AD [236]. Reduced hub 

strength in the central area has also been observed in AD when performing a cognitively 

demanding task [65]. 

Furthermore, lower NDs and clustering coefcients across all frequency bands in 

frontal and orbitofrontal areas show further evidence of damaged hubs in these regions 

[165]. Reduced clustering coefcients have also been reported in δ-β CFC in parietal, 

occipital and temporal regions [43]. 

2.3.5 Graph ML for Alzheimer’s Disease Diagnosis 

Multiple ML classifers have been proposed to use features extracted from reconstructed 

brain graphs to diagnose AD. Classifers trained using graph measures are a popular 

choice in the literature with methods such as SVM[225, 123, 295, 236, 1, 43, 43], MLP 

[225], linear discriminant classifer [5] and fuzzy network classifer [296]. 

Discriminatory electrodes have been identifed predominantly in parietal and oc-

cipital regions [225]. The SVM-based approach has even been extended to the 3-way 

classifcation of AD, MCI, and HC using node degree features [1]. 

The predictive utility of multiplex brain graphs has also been tested. Multiplex 

graphs are constructed such that a layer represents each frequency band, and inter-

layer edges are inserted to connect the same electrodes across layers. Using such graph 

construction method, SVM has been trained with multiplex clustering coefcient as 

features [43]. 

Finally, one study has demonstrated the importance of linear and nonlinear FC 

graphs. Comparisons of k-nearest-neighbour classifers trained using linear and mixed 

(linear and nonlinear) FC values show that mixed FC performs signifcantly better 

[306]. In this section, GNN-based methods have been omitted since those methods 

require a detailed review to elucidate how such methods should be utilised for AD 

classifcation. 
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2.4 Graph Neural Networks for EEG Classifcation 

1GNNs emerge as a powerful tool for modelling EEG data [167] within the NW frame-

work. GNNs are specifcally designed to operate on graph-structured data. They can 

efectively leverage the spatial structure within EEG data to extract features, uncover 

patterns, and make predictions based on complex electrode interactions. Designing 

GNN models for EEG classifcation will likely improve classifcation tasks and poten-

tially uncover new insights in neuroscience. 

Motivated by the potential of GNNs and an increasing number of recent papers 

proposing GNN for various EEG classifcation tasks, there is an urgent need for a 

comprehensive review of GNN models for EEG classifcation. The main aims of this 

section include: 

• Identifying emerging trends of GNN models tailored for EEG classifcation. 

• Reviewing popular graph convolutional layers and their applicability to EEG 

data. 

• Providing a unifed overview of node feature and brain graph structure defnitions 

in the context of EEG analysis. 

• Examining techniques for transforming sets of node feature embeddings into a 

single graph embedding for graph classifcation tasks. 

This review will provide a comprehensive and in-depth analysis of the application of 

GNN models for EEG classifcation by addressing these essential aspects. The fndings 

and insights gained from this review will identify promising future research directions. 

2.4.1 Overview of Graph Neural Networks 

Graphs are widely used to capture complex relationships and dependencies in various 

domains, such as social networks, biological networks, and knowledge graphs. The 

problem of graph classifcation, which aims to assign a label to an entire graph, has 

gained attention in recent years. GNNs ofer a promising solution to this problem by 

extending the concept of convolution from Euclidean inputs to graph-structured data. 

1The content presented in this section has been published in Dominik Klepl, Min Wu, and Fei He. 
Graph Neural Network-Based EEG Classifcation: A Survey. IEEE Transactions on Neural Systems 
and Rehabilitation Engineering, 32:493–503, 2024. ISSN 1558-0210. doi: 10.1109/TNSRE.2024.3355750 
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Figure 2.1: The general architecture of a graph neural network model for 
classifcation of EEG. (A) The input to the model consists of node features 
and a possibly learnable brain graph structure. (B) Optionally, the node 
features can undergo preprocessing via a neural network. (C) Next, the 
node features are passed to a block of graph convolutional layers, where 
node embeddings are learned. (D) Then, a node pooling module can be 
utilised to coarsen the graph. Node pooling may contain learnable param-
eters as well. (E) Finally, the node embeddings form a graph embedding, 
which can be used to predict the outcome. 

GNNs have been successfully applied in a wide range of felds, such as biology [167], 

bioinformatics [304], network neuroscience [26], chemistry [280, 216], drug design and 

discovery [287, 243], natural language processing [184, 283], recommendation systems 

[95, 284], trafc prediction [134, 182] and fnance [274]. 

In graph classifcation problems, the input is a set of graphs, each with its own set of 

nodes, edges, and node features. Let G = (V, E, H) denote a featured graph, where V 

represents the set of nodes, E represents the set of edges connecting the nodes, and H 

represents the V × D matrix of D-dimensional node features. In the case of EEG, the 

EEG channels are the nodes, and edges represent structural or functional connectivity 

between pairs of nodes. Each graph G is associated with a label y, indicating its class. 

The goal is to learn a function f(G) → y that can predict the class label y given an 

input graph G. A general structure of a GNN model for EEG classifcation is presented 

in Figure 2.1. 

Multiple types of GNNs have been well introduced in [285, 312]. In this survey, we 

briefy introduce the two main branches of GNNs, namely, spatial and spectral GNNs 

(Figure 2.2). Other types of GNNs, such as attention GNNs GAT [264], recurrent 

GNNs [228], and graph transformers [230], can be viewed as special cases of spatial 

GNNs, and thus we will not provide detailed discussion in this survey. Both spatial 
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and spectral GNNs aim to extend the convolution mechanism to graph data. For a 

detailed review of their similarities and diferences, see [55]. 

Spatial GNNs aggregate information from neighbouring nodes, similar to traditional 

convolution applied to image data aggregating information from adjacent pixels. Stack-

ing multiple spatial GNN layers leads to information aggregation from various scales 

going from local to global patterns being captured in early and later layers, respectively. 

In contrast, spectral GNNs perform information aggregation in the graph frequency do-

main, with low-frequency and high-frequency components capturing global and local 

patterns, respectively. However, both approaches learn to capture local and global 

patterns within the graph, i.e. high and low-frequency information in the spectral do-

main. The advantage of spectral GNNs is their connection to graph signal processing, 

allowing for interpretation from the perspective of graph flters. However, spectral 

GNNs do not generalise well to large graphs since they depend on the eigendecompo-

sition of graph Laplacian. In contrast, spatial GNNs can be applied to large graphs 

since they perform only local message-passing. On the other hand, spatial GNNs may 

be challenging to interpret and prone to overftting because of over-smoothing, where 

embeddings of all nodes become similar. 
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Figure 2.2: Illustration of core mechanisms of spatial and spectral GNNs. 
A) An undirected featured graph is given as an example input graph with 
node features. B) Spatial GNNs operate in the graph domain using mes-
sage passing to update node embeddings. 1) Messages, i.e. transformed 
node features, are sent along edges. For simplicity, only one direction of 
the fow of messages is shown. 2) The collected messages at each node are 
aggregated using a permutation-invariant function and are fused with the 
original node embedding to form an updated node embedding. Thus, one 
spatial GNN layer results in node embeddings containing information about 
the 1-hop neighbourhood of a given node. Thus, L layers are required for 
node embeddings to access the information from the L-hop neighbourhood. 
C) In contrast, spectral GNNs operate in the graph spectral domain. 1) 
Node features are treated as signals on top of a graph and are deconstructed 
into graph frequencies given by the eigendecomposition of the graph Lapla-
cian. Graph frequency can be interpreted as a variation of the signal. 2) 
The contribution of each graph frequency is weighted by the set of learn-
able kernels G, i.e. graph flters. 3) Node embeddings are obtained by 
aggregating the fltered graph frequencies and projecting them back to the 
spatial graph domain. Thus, full spectral GNNs can access information 
from N -hop neighbourhoods where N is the number of nodes of a given 
graph. However, in practice, approximations such as Chebyshev graph con-
volution (ChebConv) restrict this to the chosen hop size. 
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Spatial GNNs 

Spatial GNNs directly operate on the graph structure via the adjacency matrix opera-

tor. Given a set of nodes and associated features, spatial GNNs perform neighbourhood 

aggregation to derive node embeddings. This process is referred to as message passing. 

Intuitively, nodes connected by edges should have similar node embeddings, i.e. local 

node similarity. Message passing implements this idea by updating node embeddings 

with aggregated information collected from the node’s neighbourhood. Formally, the 

node update equation in lth layer of spatial GNN with L layers is defned as follows:   X 
(l+1) (l) (l) (l) (l)

hi = σ W1 hi + W2 hj eji , (2.5) 
j∈N (vi) 

where hi is the node embedding vector, or when l = 1, this is the input node P 
feature vector. σ is the activation function, is the aggregation function, N (vi) is 

the neighbourhood of node vi, W ∈ Rd1×d2 is a learnable parameter matrix projecting 

node embeddings from input dimension d1 to hidden dimension d2 and eji is the edge 

weight (eji = 1 for unweighted graphs). 

A single spatial GNN layer aggregates information from the 1-hop neighbourhood. 

Thus, to increase the reception feld of the model, L spatial GNN layers can be stacked 

to aggregate information from up to L-hop neighbourhoods. A disadvantage of spatial 

GNNs is the difculty of training deep models with many layers. With an increas-

ing number of layers, the node embeddings become increasingly smooth, i.e. variance 

among embeddings of all nodes decreases. This happens when the messages already 

contain aggregated information from the whole graph; continual passing of such satu-

rated messages leads to oversmoothing, i.e., all node embeddings becoming essentially 

identical. 

Spectral GNNs 

Spectral GNNs can also be applied to EEG classifcation tasks by leveraging the spec-

tral domain analysis of graph-structured data. The EEG graph is transformed into the 

spectral domain using the Graph Fourier Transform (GFT) and Graph Signal Process-

ing (GSP) techniques. For a detailed review of spectral GNN methods, please refer to 

[30]. 

The graph spectrum is defned as the eigendecomposition of the graph Laplacian 

ˆ Uˆmatrix. The GFT is then defned as H = UT H, its inverse as H = H, where U 
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is the orthonormal matrix of eigenvectors of the graph Laplacian L and H ∈ RN×D 

is the matrix of node feature vectors with N and D being the number of nodes and 

dimensionality of node features, respectively. The graph Laplacian is defned as L = 

D − A, but often the normalized version is preferred: L̂ = I − D−1/2AD−1/2 (A and 

D are the adjacency and degree matrices, respectively). 

Spectral GNN is then typically defned as the convolution (∗) of a signal defned on 

graph H and a spatial kernel g in the spectral domain, thus becoming an element-wise 

multiplication (⊙): 

�� � � �� 
H ∗ g = U UT H ⊙ UT g . (2.6) 

Generally, UT g is defned as a learnable diagonal matrix G = diag(g1, ..., gV ) spec-

tral flter [30]. 

However, the full spectral graph convolution can be computationally expensive. A 

popular approximation is the ChebConv [75], which performs localised spectral fltering 

on the graph. The node embedding update equation of a ChebConv is defned as: 

KX 
H ∗ g ≈ ΘiTi(L̂′), (2.7) 

i=1 

where Θ ∈ RK×d×d are learnable parameters, Ti(L̂′) = 2Ti−1(L̂′)−Ti−2(L̂′), T1(L̂′) = 

H, T2(L̂′) = L̂′H, and L̂′ = 2L̂ − I (λmax is the largest eigenvalue of L̂, often approx-
λmax 

imated as λmax = 2). The K parameter controls the size of the Chebyshev flter. 

However, spectral GNNs are limited to input graphs with a fxed number of nodes. 

This is because of the explicit use of the graph Laplacian. This is in contrast to spatial 

GNNs, which do not rely on explicitly materialising the adjacency matrix. 

2.4.2 Survey Results 

This survey is based on a review of 63 articles. These articles were selected by title 

and abstract screening from a search on Google Scholar and ScienceDirect queried 

on November 1st, 2022. The search query for collecting the articles was defned 

as: (”Graph neural network” OR ”Graph convolutional network”) AND (”Electroen-

cephalography” OR ”EEG”). Both peer-reviewed articles and preprints were searched 

and utilised. All types of EEG classifcation tasks were included. We summarise the 

various types of EEG classifcation tasks identifed in the surveyed papers in Fig 2.3. 

The most common classifcation tasks are emotion recognition, epilepsy diagnosis and 
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Figure 2.3: Classifcation tasks presented in the current EEG-GNN liter-
ature. 

detection and motor imagery. However, the type of classifcation task should have a 

relatively minor efect on the GNN architecture design. Thus, we do not analyse and 

discuss this in detail. Instead, we survey the various GNN-based methods for EEG 

classifcation, intending to systematically categorise the types of GNN modules and 

identify emerging trends in this feld independent of the specifc classifcation task. 

In the remaining portion of this section, we report the categories of comparisons 

we identifed in the surveyed papers. These are based on the diferent modules of 

GNN-based models. Specifcally, these are: 

• Defnition of brain graph structure 

• Type of node features 

• Type of graph convolutional layer 

• Node feature preprocessing 

• Node pooling mechanisms 

• Formation of graph embedding from the set of node embeddings 

2.4.3 Defnition of Brain Graph Structure 

The frst part of the input to a GNN model is the brain graph structure inferred 

from the EEG data itself (Figure 2.1A). We summarise the methods for defning the 



30 2.4 Graph Neural Networks for EEG Classifcation 

brain graphs in Table 2.2. These methods can be generally categorised as learnable or 

pre-defned. 

An alternative categorisation of the brain graph structures is the functional and the 

”structural” connectivity. Generally, SC graphs are pre-defned, whereas FC graphs can 

be both pre-defned and learnable. SC in the classical sense of physical connections 

between brain regions is not possible to obtain using EEG signals since these are 

recorded at the scalp surface. Instead, we use the term to describe methods that 

construct brain graphs based on the physical distance between EEG electrodes. In 

contrast, FC refers to pairwise statistical relationships between EEG signals. 

SC graph is pre-defned such that electrodes are connected by an edge in the fol-

lowing way:  1 or 1/dij , if dij ≤ t 
eij = , (2.8)0, otherwise 

where eij is the edge weight connecting nodes i and j, dij is a measure of distance 

between EEG electrodes, and t is a manually defned threshold controlling the graph 

sparsity. 

Such an approach ofers several advantages. First, the SC graph is insensitive 

to any noise efects of EEG recording since it is independent of the actual signals. 

Second, all data samples share an identical graph structure, provided the same EEG 

montage was utilised during the recording. This ofers explainability advantages when 

combined with spectral GNN since the graph frequency components defned by the 

eigenvectors of graph Laplacian are fxed. On the other hand, the SC graph is limited 

to short-range relationships. Thus, it might not accurately represent the underlying 

brain network. Some papers propose to overcome this limitation by manually inserting 

global [83, 80, 308, 300, 54] or inter-hemispheric edges [311, 161, 289]. 

In contrast, an FC graph can be obtained from either classical FC measures (FC 

measure in Table 2.2 or learnable methods (e.g. feature concatenation/distance and 

attention methods in Table 2.2). We refer to all of these methods as FC because 

they all measure the degree of interaction between two nodes, thus falling within the 

traditional defnition of FC. Unlike SC, the FC graph is unique for each data sample 

and can contain both short- and long-range edges. On the other hand, since it is 

derived directly from EEG signals, it might be noise-sensitive. 

Learnable FC based on node feature distance or feature concatenation are generally 
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Table 2.2: Overview of methods for obtaining the brain graph structure. 

Method Learnable 
Pre-

defned 
Papers 

Distance between 
electrode positions 

Functional 
connectivity measure 

Manually defned 
Shared learnable 

mask 
Feature similarity 
Feature distance 
Transformer-style 

attention 
Concatenation 

attention 
Dense projection 

LSTM-based 

Multiple/Combined 
graph defnitions 

✗ 

✗ 

✗ 

✓ 

✓ 
✓ 

✓ 

✓ 

✓ 
✓ 

-

✓ 

✓ 

✓ 

✗ 

✗ 
✗ 

✗ 

✗ 

✗ 
✗ 

-

[311, 177, 77, 214, 249, 291, 242, 83, 
289, 124, 80, 308, 300, 130, 210, 

131, 54, 164, 133] 
[178, 177, 155, 48, 28, 214, 8, 305, 

249, 53, 166, 99, 138, 272, 112, 113, 
124, 149, 130, 250, 270, 173, 16, 86, 

108, 131, 246, 142, 229] 
[311, 161, 83, 289, 308, 300, 54] 

[311, 160, 8, 166, 244, 303, 174, 290, 
16, 164] 

[162, 161, 166, 80, 290, 164, 181] 
[132, 281, 301, 133] 

[313, 170] 

[168, 173] 

[234, 235, 176] 
[81] 

[250, 177, 48, 161, 214, 8, 166, 235, 
83, 289, 308, 290, 300, 130, 250, 

173, 16, 131, 54, 164, 133] 

computed as: 

eij = θ1(|hi − hj |) and (2.9) 

eij = θ2(hi ∥ hj ), (2.10) 

respectively, where θ1(·) and θ2(·) are neural networks with input-output dimensions of 

R : d → 1 and R : 2×d → 1, respectively; |·| denotes absolute value; ∥ denotes concate-

nation and hi is the node feature/embedding of node i. We discuss the attention-based 

graphs and the types of graph convolutional layers in Section 2.4.5 and thus skip these 

methods in this section. 

Special cases of brain graph defnition are the shared-mask methods. These methods 

defned a matrix of learnable parameters with the same shape as the adjacency matrix 

of the input graphs that acts as a mask/flter by multiplying it with the adjacency 

matrix. This learnable matrix is a part of the model. Thus, the same mask is applied 
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Table 2.3: Overview of methods in defning the input node features 

Method 
Time 

domain 
Frequency 
domain 

Graph 
domain 

Papers 

Diferential entropy 

Raw signal 

Fourier Transform 
Power Spectral 
Density/Band 

Power 
Graph theory 

metrics 
Descriptive 
statistics 

✓ 

✓ 

✗ 

✗ 

✗ 

✓ 

✗ 

✗ 

✓ 

✓ 

✗ 

✗ 

✗ 

✗ 

✗ 

✗ 

✓ 

✗ 

[311, 162, 162, 161, 291, 
53, 166, 132, 281, 234, 
235, 83, 244, 272, 301, 
303, 124, 149, 308, 290, 

173, 313, 16, 170] 
[77, 155, 48, 171, 8, 

307, 242, 166, 168, 112, 
113, 174, 80, 210, 250, 
270, 81, 86, 108, 54, 
164, 181, 133, 229] 

[160, 249, 61] 

[214, 303, 124, 149, 308, 
300, 130, 131, 246, 142] 

[178, 99] 

[177, 300, 131] 

to all input graphs. However, a shared mask limits the size of the input graphs, i.e. 

the number of nodes must remain fxed so that the adjacency matrix can be multiplied 

with the shared mask. 

In the current stage, the preferred method for brain graph classifcation tasks re-

mains unclear. Some authors attempt to avoid this issue by combining multiple meth-

ods. However, we instead suggest that the researchers carefully consider each of the 

presented methods in the context of the given classifcation task, as each method poses 

its unique set of strengths and weaknesses. 

2.4.4 Node Feature Defnitions 

The second part of the input to a GNN model is the node feature matrix (Figure 2.1A). 

We summarise the various defnitions of node features in Table 2.3. We categorise these 

defnitions based on which domain they are computed, i.e. time, frequency and graph 

domains. 

The time-domain methods are the most commonly used in the current literature. 

In particular, these are the diferential entropy (DE) and raw signal methods. The 
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Table 2.4: Overview of node feature pre-processing before GNN layers. 

Method 
Trained 

separately 
Papers 

1D CNN 

Feature-wise attention 
weighting 

bidirectional LSTM 
Temporal CNN 
WaveletCNN 

SincCNN 
MLP 

CNN Feature Extractor 

✗ 

✓ 
✗ 
✗ 
✗ 
✗ 
✓ 

[77, 162, 307, 168, 83, 
210, 81, 181] 

[99] 

[112] 
[174, 80, 181] 

[174] 
[210] 
[246] 
[133] 

popularity of DE is given by the fact that many of the open EEG datasets include 

this feature, such as the SEED [309] emotion recognition dataset. DE describes the 

complexity of a continuous variable and is defned as: Z 
DE(X) = − f(x)log(f(x)) dx (2.11) 

X 

where X is a random continuous variable and f(x) is the probability density function. 

Many papers defne the node feature as the raw EEG signal. However, the raw 

signal can be too long for a GNN to process efectively. Thus, it is often coupled with 

node feature preprocessing module and spatio-temporal GNNs (See 2.4.4 and 2.4.5 

respectively) to either reduce the dimensionality or to extract the temporal patterns 

contained within the signal efectively. An alternative to the raw signal node feature 

is descriptive statistics, such as mean, median or standard deviation. 

Frequency-domain node features are usually defned as the Fourier frequency com-

ponents obtained by the Fourier transform or the power spectral density. These meth-

ods attempt to quantify the strength of various frequency components within the EEG 

signal. An advantage of these representations is their relatively low dimensionality 

compared to the raw signal described previously. 

Finally, graph-theoretical features can be utilised to describe the nodes, e.g. mean 

node weight [178] and betweenness centrality [99, 178]. A severe limitation of this 

method is that the graph structure needs to be defned prior to node feature extraction. 

Thus, this node feature type is incompatible with learnable brain graph methods. 
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Node Feature Preprocessing 

An optional next step after node features construction is some kind of node feature 

pre-processing module (NFP) (Figure 2.1B). We summarise the NFPs types in Table 

2.4. 

Most of the NFPs are integrated within the GNN architecture, thus allowing the 

model to be trained in an end-to-end manner. The exceptions are methods that utilise 

a pre-trained feature extraction neural network implemented as a bidirectional long 

short-term memory (LSTM) [112] or a CNN [133]. 

The surveyed NFPs are all based on a neural network. In most cases, these are 

variants of a CNN and MLP. These modules aim to (1) reduce the dimensionality of 

the node features and (2) enhance the node features, including potentially suppressing 

noise or redundant information. 

2.4.5 Type of Graph Convolutional Layer 

A core part of a GNN model are the GCN layers (Figure 2.1C). We summarise the 

utilised types of GCNs in Table 2.5. We further categorise them based on the type of 

GNN as introduced in Section 2.4.1, i.e. spatial, spectral. Additionally, we add the 

temporal category, which is not a type of standalone GCN layer but must be combined 

with spatial or spectral GCN. 

Interestingly, ChebConv is used in the majority of the surveyed papers (counting 

both ChebConv and spectral spatio-temporal GNN in Table 2.5). Since EEG typically 

uses 128 electrodes in high-density montages, the size of the brain graphs is relatively 

small. In such cases, even a full spectral GNN would not be too computationally 

expensive for EEG classifcation. Therefore, why many authors opt for the ChebConv 

approximation of spectral GNN remains unclear. We speculate that the infuence 

of classical signal processing tools in EEG analysis might also serve as a sufcient 

argument for using spectral GNNs for EEG classifcation. 

On the other hand, the other half of the surveyed papers experiment with a wide 

range of spatial GNNs. The (simplifed) GCN is a popular method amongst these, 

which is equivalent to a 1st-order ChebConv (K = 1). A special case of spatial GNN is 

the graph attention network (GAT). GAT allows adjusting the graph by re-weighting 

the edges using an attention mechanism. Generally, the attention mechanism for com-
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Table 2.5: Overview of graph convolutional layers. 

Method Spatial Spectral Temporal Papers 
Graph Isomorphism 

Network 

(Simplifed) Graph 
Convolution Network 

Chebyshev Graph 
Convolution 

Graph Attention 
Network 

Difusion recurrent 
gated 

Spatio-temporal 
GNN (Spectral) 
Spatio-temporal 
GNN (Spatial) 

Powers of Adjacency 
Matrix GNN 
GraphSAGE 

Spectral GNN 
B-Spline Kernel 

GCN 
Residual GCN 
Multibranch 
architectures 

✓ 

✓ 

✗ 

✓ 

✗ 

✗ 

✓ 

✓ 

✓ 
✗ 

✓ 

✓ 

-

✗ 

✗ 

✓ 

✗ 

✓ 

✓ 

✗ 

✗ 

✗ 
✓ 

✗ 

✗ 

-

✗ 

✗ 

✗ 

✗ 

✗ 

✓ 

✓ 

✗ 

✗ 
✗ 

✗ 

✗ 

-

[178, 77, 250] 

[311, 305, 307, 166, 83, 
244, 272, 289, 80, 300, 86, 

131, 142] 
[155, 48, 214, 8, 291, 53, 
138, 301, 112, 303, 113, 
124, 149, 308, 130, 270, 

81, 16, 170, 246] 
[160, 99, 168, 210, 313, 

108, 54, 181] 

[249] 

[242, 61, 173, 229, 132, 
281] 

[171, 164] 

[234, 235] 

[77, 61] 
[162, 161] 

[177] 

[174] 
[168, 301, 290, 300, 270, 

164] 

puting the new softmax-normalised edge weight eij is defned as follows: � � �� 
exp σ w⊤[Whi ∥ Whj ] 

ei,j = P , (2.12)
exp (σ (w⊤[Whi ∥ Whk]))k∈N (i) 

where w and W are the learnable parameters of the model, σ is an activation function, 

h is the node feature vector/embedding, and N(i) is the set of nodes connected to node 

i. The resulting edge weights can then be passed to Equation 2.5. 

Next, the spatio-temporal GNNs were tested for EEG classifcation in several in-

stances. A spatio-temporal block consists of one GCN layer and one 1D-CNN applied 

temporally. This structure allows the model to extract both spatial (i.e. graph) and 
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Table 2.6: Overview of node pooling mechanisms. 

Method Learnable Papers 
TopK 

Hierarchical tree pooling 
SortPool 
EdgePool 
SAGPool 
Set2Set 

Manual Clustering 
Graclus Clustering 

✓ 
✓ 
✓ 
✓ 
✓ 
✓ 
✗ 
✗ 

[48, 54] 
[178] 
[77] 
[77] 

[77, 289] 
[77] 

[234, 235] 
[113, 270] 

temporal patterns. There are both spatial and spectral variants of spatio-temporal 

GNN, and there is no indication as to which one should be preferred as no comparative 

study exists to date. 

Finally, several papers adopt multi-branch architectures. These methods utilise 

multiple GCN layers applied in parallel to allow the model to focus on various aspects 

(also views) of the input graph. An example of such a model utilises two-branch GNN 

to learn from both FC- and SC-based brain graph structure [164]. Alternatively, the 

individual frequency bands of EEG signals can be used to construct various graph 

views [246]. 

2.4.6 Node Pooling Mechanisms 

In some instances, reducing the number of nodes in the graph might be desirable. This 

can be achieved with a node pooling module (Figure 2.1D). We summarise the node 

pooling modules utilised in the surveyed papers in Table 2.6. 

There are both learnable and non-learnable node pooling modules in the literature. 

Please see the corresponding papers for a detailed description of these methods (Table 

2.6). Node pooling modules remain a relatively unexplored topic in the EEG-GNN 

classifcation models. Node pooling can (1) remove redundant nodes, (2) reduce the 

size of the graph embedding in a setting where the concatenation of node embeddings 

forms it, and (3) aid in the explainability of the model by identifying node importance 

with respect to the classifcation task. 
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Table 2.7: Overview of methods for the formation of graph embedding 
from a set of node embeddings 

Method Learnable Papers 
Sum readout 

Average readout 
Maximum readout 

Concatenate node 
embeddings 

CNN-like 
Average/Maximum 

Pooling 
SortPool 

Attention weighted 
CNN 

LSTM 
Capsule Network 

Transformer 
Bidirectional LSTM 

✗ 
✗ 
✗ 

✗ 

✗ 

✓ 
✓ 
✓ 
✓ 
✓ 
✓ 
✓ 

[178, 311, 16] 
[214, 166, 289, 61, 131, 54, 246] 

[307, 289, 112, 54, 142] 
[177, 162, 155, 48, 161, 305, 234, 235, 138, 
168, 303, 113, 124, 174, 80, 308, 290, 300, 

130, 210, 270, 173, 313, 81, 133, 229] 

[171, 86] 

[28] 
[160, 301, 164] 
[8, 242, 149] 
[291, 170] 

[99] 
[244] 

[168, 86, 108] 

2.4.7 From Node Embeddings to Graph Embedding 

The output of the graph convolutions is a set of learned node embeddings. Node embed-

dings in this form are suitable for tasks such as node classifcation and link prediction. 

However, for graph classifcation, the set of node features needs to be transformed 

into a unifed graph representation (Figure 2.1E). We summarise the methods for this 

transformation in Table 2.7. 

The most straightforward method to form a graph embedding is to simply concate-

nate the node features. This approach poses a few limitations. First, the resulting 

graph embedding grows with the number of nodes. Thus, the classifcation layer re-

quires a large number of parameters. Second, all input graphs must have the same 

number of nodes, limiting the model’s generalisation to other datasets. Finally, such 

an approach is likely to include redundant or duplicated information in the graph 

embedding since GNN produces node embeddings by aggregating information from 

neighbouring nodes. 

A readout function is one of the methods to form a graph embedding that addresses 

these issues. A readout forms the embedding by passing the node features through a 

permutation-invariant function. A general defnition of a readout to obtain graph 
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embedding of a graph Gi from a set of V node embeddings H = [h1, ..., hV ] is given by: 

VX 
Gi = hk, (2.13) 

k=1 P 
where can be any permutation-invariant function. In the surveyed papers, these 

functions were sum, average and maximum. A few papers also experiment with 

attention-weighted sum to attenuate the role of unimportant nodes within the graph 

embedding [160]. An interesting alternative is to apply CNN-style average or maximum 

pooling node-wise [171]. 

Alternatively, researchers explored various neural network models to obtain graph 

embeddings, such as CNN [8, 242, 149], (bi-)LSTM [291, 170, 168, 86, 108], Transformer 

[244] and capsule networks [99]. Additionally, graph pooling methods, such as DifPool 

[293], SAGPool [159], iPool [97], TAP [96] and HierCorrPool [279] can be used for this 

purpose. 

2.4.8 Discussion of EEG-GNN Approaches 

Despite most of the surveyed papers being relatively recent, a wide range of GNN-

based methods have already been proposed to classify EEG signals in a diverse set of 

tasks, such as emotion recognition, brain-computer interfaces, and psychological and 

neurodegenerative disorders and diseases (Fig 2.3). This recent rise in popularity of 

GNN models for EEG might be attributed to (1) the development of new GNN methods 

and (2) advances in network neuroscience inspired an extension of this framework to 

deep learning. GNNs ofer unique advantages over other deep learning methods. This 

is mainly the possibility of modelling multivariate time series and interactions among 

them with a single GNN model, which is not possible with CNN or recurrent networks. 

Additionally, patterns learned by GNNs can readily be interpreted in the context of 

network neuroscience, thus enabling a wide range of avenues for model explainability. 

This survey categorises the proposed GNN models in terms of their inputs and mod-

ules. Specifcally, these are brain graph structure, node features and their preprocess-

ing, GCN layers, node pooling mechanisms, and the formation of graph embeddings. 

This categorisation allows us to provide a quick and simple overview of the diferent 

methods presented in the EEG-GNN literature, appreciate the current state of the art 

in this feld and identify promising future directions. 
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Limitations of Surveyed Papers 

Surprisingly, we have identifed the least variety and innovation in the category of 

GCN layers (Table 2.5). A signifcant proportion of the surveyed papers utilise either 

ChebConv or ”vanilla” spatial GCN. This might be due to the relative novelty of the 

EEG-GNN feld, and thus, many papers explore other areas of model design, such as 

node features and brain graph defnitions. A few papers seem to successfully experiment 

with more complex types of GCN layers [177, 174, 249] and multi-branch architectures 

[168, 301, 290, 300, 270, 164]. 

A major limitation of most surveyed papers is the lack of generalisability to external 

datasets that might use a diferent number of EEG signals. This is caused by (1) 

the use of ChebConv and (2) forming graph embedding by node feature concatenation 

[177, 162, 155, 48, 161, 305, 234, 235, 138, 168, 303, 113, 124, 174, 80, 308, 290, 300, 130, 

210, 270, 173, 313, 81, 133, 229]. (1) can be addressed by utilising spatial GCN layers as 

suggested above, and (2) can be solved by using a readout function or a suitable node 

pooling mechanism, which coarsens the graph to a fxed number of nodes. Additionally, 

there is a general lack of transfer learning experiments for EEG-GNN models, which 

might be a promising direction for future research. 

Finally, we have identifed an interesting gap in EEG-GNN research: the lack of 

utilising frequency band information in a more complex way. A few papers train 

separate models for each frequency band in isolation [178, 311, 177]. Alternatively, 

they propose concatenating the graph embeddings generated from the frequency-band-

GNN branches [161, 234, 242]. 

Future Directions 

Several promising directions can be identifed in the rapidly evolving landscape of 

EEG-GNN research. First, a comprehensive comparison of the various GCN layers 

(e.g. spatial GNN, ChebConv, GAT and graph transformer) with respect to their 

infuence on classifcation performance should be carried out to address this crucial 

design question systematically. 

Second, enhancing the generalisability of models by addressing issues related to the 

varying number of EEG signals/electrodes and exploring transfer learning approaches 

can open new avenues for research. For instance, pre-trained GNN models on cheap-to-

obtain large datasets, such as open databases for emotion recognition or brain-computer 

interface (BCI) applications, would allow the application of complex GNN architectures 
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to problems with limited data availability due to the high costs or small populations 

(e.g. clinical data, rare diseases and disorders). Focusing on these issues would likely 

improve the generalisability of the models when evaluated on a diverse set of EEG 

datasets and diferent classifcation tasks. 

Lastly, the rich frequency information of EEG signals should be explored more. For 

instance, we suggest a plausible utility of integrating CFC approaches into EEG-GNN 

models. There is growing evidence in the literature concerning the advanced brain 

functions (e.g. learning, memory) enabled by CFC [135]. Thus, integrating fndings 

from neuroscience research into the EEG-GNN design promises both performance and 

explainability gains. 
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2.5 Chapter Summary 

This chapter reviews disruptions of brain activity in AD cases and discusses the 

methodology for graph-based analysis of EEG. These reviews highlight the need for 

graph-based approaches to characterise and accurately distinguish AD using EEG mul-

tivariate signals. Furthermore, this thesis examines fndings on AD from oscillatory and 

graph perspectives to relate to the explainability capabilities of the research presented 

in this thesis. 

Graph-based methods for EEG analysis are reviewed. First, we focus on brain graph 

inference, graph preprocessing, and standard graph-theoretical measures to characterise 

various properties of the brain, such as region importance, information integration, 

and segregation. Then, the AD disruptions related to FC and graph approach are 

summarised. The main research gap identifed is the need for closer examination of 

CFC from a graph perspective. 

Finally, GNN architectures for EEG classifcation are reviewed. The surveyed pa-

pers were categorised based on model inputs and modules, including brain graph struc-

ture inference, defnitions of node features, types of GCN layers, node pooling mecha-

nisms, and generation of graph embeddings. Several limitations and areas for improve-

ment were identifed. There is a lack of variety and innovation in GCN layers, with 

many papers utilising ChebConv or ”simple” spatial GCN without clear justifcation. 

Integration of CFC information and evaluation of methods for brain graph inference 

are identifed as gaps in the literature to enhance the performance and explainability 

of GNNs. 



Chapter 3 

Data 

This chapter introduces the EEG dataset used in Chapters 4, 5 and 6. 

EEG recordings were collected from 20 AD patients and 20 HC participants younger 

than 70 years. A detailed description of the experimental design and confrmation of 

the diagnosis is provided in [29]. All the AD participants were recruited from the 

Shefeld Teaching Hospital memory clinic. AD participants were diagnosed between 

one month and two years before data collection. All of them were in the mild to 

moderate stage of the disease at the time of recording, with an average MMSE score of 

20.1 (sd = 4). High-resolution structural MRI scans of all AD patients were acquired 

to eliminate alternative causes of dementia. 

Age and gender-matched HC participants with normal neuropsychological tests 

and structural MRI scans were recruited. This study was approved by the York-

shire and The Humber (Leeds West) Research Ethics Committee (reference number 

14/YH/1070). All participants gave their informed written consent. 

All patients underwent examination via high-resolution structural MRI scans to 

eliminate major underlying causes that could explain their clinical symptoms. None 

exhibited signifcant small vessel ischemic disease, as evidenced by FLAIR MRI scans. 

Each participant provided consent for a 3 Tesla MRI scanning procedure using a 

Philips Ingenia scanner, encompassing structural and resting-state functional scans. 

Additional scans, including difusion, T2 weighted, and FLAIR acquisitions, confrmed 

the absence of exclusion criteria. MRI assessments were conducted on average 79 days 

prior to their inclusion in the study. The purpose of the structural and functional 

neuroimaging was solely to characterize brain structure and function in these patients, 

ensuring they were representative of the clinical population under investigation. 

Anatomical T1-weighted images were acquired with the following parameters: voxel 
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size of 0.94 × 0.94 × 1.00 mm, feld of view of 256 mm, matrix size of 256 × 256 × 

124, repetition time of 8.2 s, echo delay time of 3.8 ms, and fip angle of 8°. Following 

a series of dummy scans to achieve electromagnetic equilibrium, a T2*-weighted scan 

was conducted to assess cerebral hemodynamics at rest. This scan comprised 120 

volumes, each containing 35 axial slices acquired in ascending order. Participants were 

instructed to keep their eyes closed throughout the scan. The scan parameters were set 

as follows: repetition time of 2.6 s, total acquisition time of 4 minutes and 30 seconds, 

echo delay time of 35 ms, fip angle of 90°, voxel dimensions of 2.4 × 2.4 × 4.0 mm, 

and feld of view of 230 × 230 × 140 mm. 

The cognitive function of AD patients and HC was evaluated using a comprehensive 

battery of neuropsychological tests designed to detect cognitive impairments typically 

associated with AD. These tests covered areas such as short and long-term memory 

(verbal and non-verbal), abstract reasoning, attention and executive function, language 

comprehension, and fuency in naming, category, and letter retrieval. 

EEG data were acquired using an XLTEK 128-channel headbox, Ag/AgCL elec-

trodes with a sampling frequency of 2 kHz using a modifed 10-10 overlapping a 10-20 

international electrode placement system with a referential montage with a linked ear-

lobe reference. The recordings lasted 30 minutes, during which the participants were 

instructed to rest and not think about anything specifc. In case the participants showed 

signs of drowsiness, they were prompted. Within each recording were fve-minute-long 

epochs during which the participants had their eyes closed, alternating with an equal 

duration of eyes-open epochs. 

All the recordings were reviewed by an experienced neurophysiologist on the XL-

TEK review station with time-locked video recordings (Optima Medical LTD). For 

each participant, three 12-second-long artefact-free epochs were isolated. Finally, the 

following 23 bipolar channels were created: F8–F4, F7–F3, F4–C4, F3–C3, F4–FZ, 

FZ–CZ, F3–FZ, T4–C4, T3–C3, C4–CZ, C3–CZ, CZ–PZ, C4–P4, C3–P3, T4–T6, 

T3–T5, P4–PZ, P3–PZ, T6–O2, T5–O1, P4–O2, P3–O1 and O1–O2 [29]. Bipolar 

montage was selected to limit the volume conduction efects to a certain extent. 

As a neurophysiologist confrmed the EEG signal to be artefact-free, we did not 

further clean the signals. The signals are fltered using a band-pass Butterworth flter 

to a range of 0.5 Hz and 45 Hz. 

The utilisation of a relatively small EEG dataset in the experiments described in 

this thesis was driven by the absence of larger, open-access data of EEG for AD at the 

time of performing the experiments. While this dataset undoubtedly posed limitations 



44 3.0 

in terms of its scope and generalisability, it nonetheless provided a valuable foundation 

for initial exploration and analysis. 

However, since then, an open-access dataset for EEG in AD has been released [191]. 

This presents an exciting opportunity to enhance the robustness of future research 

by incorporating such a dataset for external independent validation. By leveraging 

a more extensive and diverse dataset, researchers can strengthen the reliability and 

generalisability of their fndings. 



Chapter 4 

Cross-Frequency Multilayer Graph 

Analysis with Bispectrum-based 

Functional Connectivity 

4.1 Introduction 

1The main EEG characteristics associated with AD are the slowing of signals, and 

altered synchronisation [128, 98, 150, 68, 267, 13]. However, these characteristics are 

typically measured at a single channel or between channel pairs. In contrast, the 

graph-based analysis considers all EEG channels and reveals AD characteristics such as 

reduced integration of information [136, 63], and loss of small-worldness [247]. However, 

these characteristics are often analysed only within specifc frequency bands. 

This chapter aims to extend the FC beyond WFC, taking the CFC [135] into ac-

count. WFC graphs of AD were analysed previously by using coherence (linear) [4] 

and wavelet coherence (nonlinear) [127]. Only one CFC measure, i.e. phase synchro-

nisation index (PSI), had been used for the graph analysis of CFC graphs in AD [42]. 

This work extended the fndings of reduced integration and loss of small-worldness to 

CFC multilayer graphs. However, it does not consider the roles of diferent frequency 

components in the graphs. The multilayer-graph framework had been used previously 

for brain graph analysis. Loss of inter-frequency hubs in AD was reported using MEG 

1The content presented in this chapter has been published in Dominik Klepl, Fei He, Min Wu, 
Daniel J. Blackburn, and Ptolemaios G. Sarrigiannis. Cross-Frequency Multilayer Network Analysis 
with Bispectrum-based Functional Connectivity: A Study of Alzheimer’s Disease. Neuroscience, 521: 
77–88, June 2023. ISSN 0306-4522. doi: 10 .1016/ j.neuroscience.2023.04 .008 
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Figure 4.1: A conceptual schematic of implementing the proposed CBS 
multilayer graph analysis. (A) Each EEG signal is cleaned and scaled. 
(B) For each pair of EEG electrodes, a cross-bispectrum is estimated. The 
frequency bands coupling edge weights are given by the average value within 
the respective CBS window, e.g. δ-δ (red). Note that CBS estimates are 
directed, e.g. δ-γ ̸= γ-δ (both in grey). Thus, from each CBS, 25 edges are 
inferred. (C) Using the edge weights inferred from CBS, a multilayer graph 
is constructed with layers representing the frequency bands of EEG. Such 
a graph has both intra-layer and inter-layer edges, representing within-
frequency and cross-frequency coupling, respectively. 

multiplex graphs[103, 298], where the inter-layer edges are inserted with fxed weight 

only between the same nodes across layers. Alterations in multilayer graph hubs have 

been reported in multimodal graphs in AD [104], and fMRI frequency-band graphs in 

schizophrenia [70]. Multilayer graphs integrating WFC and CFC have been used to 

analyse MEG data from healthy [254], and schizophrenic subjects [38]. Tewarie et al. 

[254] show that frequency-band graph layers interact via CFC, share a certain amount 

of structure and operate at the edge of independence and interdependence. However, 

these studies analyse the layer relationships mainly as the correlation of their adjacency 

matrices or as diferences in global average coupling strength. 

Bispectrum is a higher-order spectral analysis and quantifes quadratic coupling 

between two frequency components and their algebraic sum [107]. It has been shown 

to detect amplitude-amplitude and phase-amplitude CFC in addition to the phase-

phase coupling [135, 151]. The bispectral coupling also indicates an increase in non-

Gaussianity [278]. Features derived from bispectrum were proposed as biomarkers 

of epilepsy [183, 32], Parkinson’s disease [299], autism [206] and AD [278, 275, 187]. 

Most of these studies compute (cross-) bispectra of only a few channels or pairs of 

channels. Although a few studies used bispectrum to compute global graphs from 

multiple channels [51], these analyses do not use graph theory. Instead, each node 
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is analysed in isolation [275] or single-channel bispectra are averaged across nodes to 

derive certain global properties [187]. In contrast, this study computes cross-bispectra 

between all pairs of EEG channels to estimate the widely distributed FC brain graphs 

and perform graph-theoretical analysis. 

In this chapter, the cross-bispectrum estimates of FC are computed. We aim to 

investigate the contribution of nonlinear WFC and CFC in diferentiating between (AD) 

and HC in comparison to the equivalent linear WFC measured with cross-spectrum 

(CS) (Figure 4.1). We report a multilayer graph-based analysis to elucidate the roles 

of the traditional EEG frequency bands and their CFC in the sensor-level EEG graphs 

of HC and AD. Moreover, we use the reconstructed brain graphs to classify AD using 

an SVM classifer. 

4.2 Methods 

4.2.1 EEG pre-processing 

EEG signals were confrmed to be artifact-free. Thus, no additional artefact removal 

was undertaken. The signals were band-pass fltered to be between 0.1 and 100 Hz 

using a zero-phase 5th order Butterworth flter; 50 Hz relating to the power line noise 

was removed using a zero-phase 4th order Butterworth stop-band flter, and the data 

were down-sampled to 250 Hz using an order 8 Chebyshev type I flter. Finally, the 

signals were normalised (to zero mean and unit standard deviation). 

4.2.2 Cross-spectrum and Cross-bispectrum 

The spectrum SX of a signal X is calculated via a smoothed periodogram. Fast Fourier 

transform (FFT) is used to estimate the periodogram with Daniell smoothers. The pe-

riodogram is computed over 256 frequency bins (0.98 Hz bandwidth). CS at frequency 

f is then computed as: CSXY (f) = SX (f) · SY (f). An absolute value of CS is calcu-

lated. A direct FFT-based method is used to estimate the absolute value of CBS: 

CBSXY (f1, f2) = |⟨XT (f1) · YT (f2) · YT 
∗ (f1, f2)⟩|, (4.1) 

where ⟨·⟩ denotes averaging, XT (f) is an FFT of signal X over an interval T and YT 
∗ 

is the complex conjugate. 256-point FFT is used. CBS is computed over 1-second-

long windows with 50% overlap over the whole frequency range (0.5 - 100 Hz). The 
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window size and overlap were chosen empirically to balance the spectral and temporal 

resolutions. The estimated CBS is then smoothed in the frequency domain using the 

Rao-Gabr window (size 5). 

CS and CBS were computed for all pairs of EEG channels. Five frequency bands 

b are considered: δ (0.5 − 5Hz), θ (5 − 8Hz), α (8 − 16Hz), β (16 − 32Hz) and γ 

(32 − 100Hz). 

The connectivity between channels X and Y and frequency bands bX and bY is 

computed as: 

FCCS (4.2)XY (b) = ⟨CSXY (f ∈ b)⟩, 

FCCBS 
XY (bX , bY ) = ⟨CBSXY (f1 ∈ bX , f2 ∈ bY )⟩, (4.3) 

for CS and CBS, respectively, where ⟨.⟩ denotes averaging. This resulted in fve WFC 

(CS and CBS) and 20 CFC (CBS only) measures per channel pair. It is of note that 

the CBS is directed. 

In order to ensure the reliability of the estimated connectivity, surrogate thresh-

olding was used [255]. For each pair of channels, 200 surrogate signals were generated 

using the FFT surrogate, which scrambles the phase of the signal, and their CS and 

CBS are computed. The 95% confdence interval of surrogate values is computed and 

used as a threshold. Coupling values below the threshold are set to zero. We chose 

this approach to ensure the reliability of estimated brain graphs. In contrast, Wang et 

al. [275] used no such thresholding when analysing bicoherence coupling. Alternative 

approaches exist in the literature. Chella et al. [51] take advantage of the asymmetric 

property of CBS to ensure robustness against mixing artefacts. 

We obtain a set of connectivity matrices for each EEG recording, i.e. N × N 

matrices (N = 23). For CS and CBS, there are fve and 25 connectivity matrices, 

respectively. A global (averaged per subject) connectivity is computed for each 23 × 23 

matrix and compared between groups using a two-sample t-test if normally distributed 

and a Mann-Whitney test otherwise. 

4.2.3 Graph Measures 

To identify the important channels in the graph, we compute a coupling-specifc NS 

[17] for each channel i and diferent types of frequency couplings c, X 
NS(i, c) = wij , (4.4) 

j∈Π(i,c) 
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where Π(i, c) are the nodes connected to channel i via edge type c and wij is the edge 

weight, i.e. CS or CBS connectivity given by ijth entry of the N × N connectivity 

matrix. This measure is computed for both CS and CBS, resulting in 5 (5 frequency 

bands) and 25 (5 × 5 frequency bands) values per channel, respectively. 

In order to analyse the importance of the diferent frequency couplings within the 

global brain graph, we represent them as a multilayer graph. In this graph, nodes are 

located within layers representing the diferent frequency bands. WFC represents the 

edges between nodes within a single layer, i.e. intra-layer, and CFC represents the 

edges between nodes located in diferent layers, i.e. inter-layer. In this work, the CS 

graphs are not analysed as multilayer graphs since such graphs would have no inter-

layer edges and thus would not be comparable directly with the CBS graphs. The 

following measures are computed only for CBS graphs. We obtain graphs with 23 

nodes that are replicated over 5 layers (L ∈ [δ, θ, α, β, γ]), resulting efectively in 115 

nodes. There are 5 types of intra-layer edges, such as δ-δ, and 20 types of inter-layer 

edges, such as δ-θ or θ-δ. 

We measure the importance of each type of frequency coupling within the multilayer 

graph by measuring the contribution of each edge to enable the efcient passing of 

information through the graph. For this purpose, we defne coupling betweenness 

centrality (CBW) centrality based on an adjusted version of edge betweenness [100]: 

EX1 
CBW (c) = BW (e), (4.5)

E 
i=1 

where E is the total number of edges of coupling type c and BW (e) is edge betweenness 

centrality given by: X gij (e)
BW (e) = , (4.6) 

gij
i̸=j 

where gij is the number of shortest paths between nodes i and j, and gij (e) is the 

number of those paths that go through edge e. The shortest path is defned as a path 

with the least sum of wij . CBW quantifes the contribution of each coupling type to 

the information integration [245], i.e. the amount of information fow through edges. 

Note that the CBW of a weighted and unweighted version of the same graph results in 

diferent value of CBW. Therefore, we analyse both weighted and unweighted CBW. 

CBW assumes that the essential processes within the graph occur along the shortest 

paths. However, there might be alternative paths with only minor length diferences, 
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which CBW ignores. In case of a disruption of the graph structure, these alternative 

paths might enable the recovery of function with negligible diferences. We quantify 

this as the vulnerability of the graph to the removal of one type of frequency coupling. 

The vulnerability is measured in two ways: the loss of ability to integrate information 

[158] and the loss of segregation. 

The integration property of graph G, i.e. the ability of a graph to communicate 

information globally, is approximated with global efciency (EG) given by: 

X1 1 
EG(G) = , (4.7)

N(N − 1) d(ij)
i̸=j∈G 

where N is the number of nodes in graph G and d(ij) is the shortest path length 

between nodes i and j. EG is related to CBW. CBW measures the information fow 

on the more detailed edge level while EG takes the node-level perspective. 

The segregation property of graph G, i.e. the presence of densely connected clusters 

and sparse connections between them, is approximated with a local efciency given by: 

X1 
EL(G) = EG(Gi), (4.8)

N 
i∈G 

where Gi is the neighbourhood of node i, i.e. subgraph of nodes directly connected to 

i, without node i itself. 

In order to measure the vulnerability of the graph and its dependence on diferent 

types of frequency coupling, EG and EL are computed for the full graph. The two mea-

sures are then re-computed for a perturbed graph where one type of frequency coupling 

(i.e. a set of edges) is removed. The change in EG and EL give the global and local 

vulnerability measures VG(Gc) = 1 − (EG(Gc)/EG(G)) and VL = 1 − (EL(Gc)/EL(G)), 

where G is the full graph and Gc is the perturbed graph with the edges of coupling 

type c removed. 

4.2.4 Graph Thresholding and Statistical Analysis 

In order to flter out the unimportant edges that might result from a spurious coupling, 

the weighted multilayer graphs are thresholded through relative quantile-based thresh-

olding. Given a quantile Q, all edges with a weight lower than Q are removed from 

the graph. There are considerable diferences between the weights of each frequency 

coupling type (e.g. mean of γ-β = 1.627 compared to the mean of α-α = 8.975); thus, 
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a separate threshold Q is used. As a result, the graphs retain Q% of the strongest 

edges. To ensure that the observed diferences between the graphs are not due to the 

choice of threshold Q, all of the graph measures are computed over 20 threshold values 

(Q ∈ [0, 0.95] in increments of 0.05), and only signifcant diferences observed over at 

least ten thresholds are declared signifcant. The reported plots and numerical results 

are generated from such threshold levels of Q that the between-group diference is max-

imised (i.e. largest efect size). However, the efect of choice of this threshold should be 

minimal as signifcant diferences were observed over multiple thresholds. All p-values 

are corrected using the Benjamini–Hochberg false discovery rate method [25]. 

Additionally, to improve the reliability, we perform epoch-wise test-retest exper-

iments. For each participant included in this study, there are three epochs. Thus, 

we repeat the full analysis reported in this chapter for each epoch separately. Con-

sequently, only signifcant diferences observed consistently across all three epochs are 

denoted as signifcant. An analysis of statistical power given our sample size was per-

formed to identify the threshold efect size where 80% is reached (A.1). 

Furthermore, we convert the CBS graph from directed to undirected by taking 

the mean weight for each pair of directed edges, thus collapsing them into a single 

edge. Such an approach is the most conservative since the potential efect of outliers 

is minimised compared to the alternative of taking the maximum weight. 

NS is log-transformed to reduce skewness. We do not threshold the graphs for NS 

computation, as this might lead to isolated nodes with no edges. We test whether 

node strengths are normally distributed separately for each coupling and channel with 

a Shapiro test. Node strengths that pass the test are then compared with a two-sample 

t-test, and those that do not pass the test are compared with a Mann-Whitney U test. 

The multilayer graph measures such as CBW, global vulnerability (vG) and local 

vulnerability (vL) aim to analyse the roles of frequency coupling types in terms of the 

graph’s properties. However, whether such multilayer graphs should be weighted or 

unweighted is unclear. Thus, we examine the patterns in both weighted and unweighted 

multilayer graphs. The weighted graphs can be converted into unweighted graphs by 

setting the weights of all edges to 1. Additionally, the selected graph metrics, except 

for NS, assume edge weights represent the distance between weights. Since functional 

connectivity is a measure of similarity, we convert the edge weights to distance as 

follows, 

w̃ij = max(W ) + min(W ) − wij (4.9) 

,where w̃ij is the transformed edge weight connecting nodes i and j, W is the edge 
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weight distribution of the graph and max(·) and min(·). 
We test whether CBW, vG and vL of both weighted and unweighted graphs are 

normally distributed using the Shapiro-Wilk test for each coupling type separately. 

A two-sample t-test is used for normally distributed variables and Mann-Whitney U 

for non-normally distributed variables to compare between groups. Furthermore, both 

weighted and unweighted CBW and vG are log-transformed to reduce skewness. 

4.2.5 Graph Classifcation 

Finally, we train classifers using the graph metrics to evaluate the predictive power of 

these biomarkers of AD. Three classifers are trained using the CS, CBS, and combined 

features, respectively. In other words, the CS classifer is trained using NS, the CBS 

classifer uses the NS and multilayer graph metrics, and the combined classifer uses all 

of the previous. Additionally, these features are collected across all fltered graphs. 

As this leads to a large feature space, we introduce an efect-size-based forward 

feature selection. The features are ordered by the absolute value of efect size (Cohen’s 

d [57]) and sequentially added to the feature vector, which is then used to train the 

classifer. The frst 100 features are evaluated in this manner. Note that comparing 

the CS and CBS classifers is likely unfair as the CS utilises considerably smaller and 

less complex features, as the NS is a relatively simple graph measure. Instead, the CS 

classifer should be viewed as a naive baseline. 

SVM classifer with radial basis kernel is used as the classifer. Moreover, features 

are scaled to zero mean and unit standard deviation. 10-fold cross-validation repeated 

100 times is used to train and evaluate the classifer. 

Finally, we use the feature sets of CS and CBS classifers that achieved the best 

performance and train a combined classifer. We hypothesise that the information 

captured by CS and CBS graphs is at least partially unique. Thus a classifer trained 

on the combined feature sets should outperform the classifers trained on individual 

graphs, as it can leverage the information from both functional connectivity measures. 

4.3 Results and Discussion 

We denote a statistical test as signifcant only if it is consistently detected across at least 

ten graph thresholds and in all three epochs. Therefore, for simplicity, only results from 

epoch two are reported in the following sections, except for the classifcation results, 
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Figure 4.2: The diference between average connectivity matrices (AD − 
HC) measured with cross-spectrum in epoch 2. For visualisation purposes, 
the values were min-max normalised. Digits in black denote a p-value (FDR 
corrected) testing for the diference in global coupling (p < 0.05 in bold, in 
italics otherwise). 

where data from all epochs are utilised. Epoch two was selected randomly, which does 

not afect the reported results as all results were required to be observed across all three 

epochs. Moreover, for visualisation purposes, we select the graph threshold, where the 

strongest diference is observed for each comparison separately. 

The results and visualisations from epochs 1 and 3 are included in A.2 and A.4, 

respectively. The numerical results from epoch 2 are included in A.3. 

4.3.1 Connectivity Matrices and Average Connectivity 

Diferences in averaged connectivity matrices (Figure 4.2 and 4.3) indicate that both 

methods seem to detect variations in the topology of FC graphs. The results of sta-

tistical tests are reported in A.3 (Tables A.11 and A.12). By using CS, signifcant 

diferences in the average connectivity are found in δ and θ bands, where AD cases 

have increased connectivity. Additionally, CS reveals a decrease in β connectivity of 

AD cases. 

Using CBS, diferences can be observed in multiple frequency bands and their cou-

plings. Increased global connectivity is observed in AD cases in θ WFC and θ-δ, δ-θ and 

δ-α CFC. In contrast, decreased global connectivity in AD cases is found in β WFC 

and alpha-beta, α-γ, β-α, β-γ, γ-α and γ-β CFC. Overall, AD cases show increased 

connectivity in low-frequency components and their CFC interactions and decreased 

connectivity in high-frequency components. 

These fndings are consistent with the literature reporting increased activity in δ 

and θ in AD [128, 150]. An increase in δ WFC and low-frequency CFC in AD was 

also reported using bicoherence [275]. Similarly, Maturana et al. [187] report increased 

bispectral power in AD in δ and θ and a decrease in α, β1 and β2. They also report 
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Figure 4.3: The diference between average connectivity matrices (AD − 
HC) measured with cross-bispectrum in epoch 2 with input frequency on 
the vertical facets and output frequency on the horizontal. For visualisation 
purposes, the values were min-max normalised. Digits in black denote a p-
value (FDR corrected) testing for the diference in global coupling (p < 0.05 
in bold, in italics otherwise). 

lower bispectral entropy in δ and θ suggesting fewer frequency components interact 

with these frequency bands. In contrast, Cai et al. [42] report the opposite diferences 

in the same WFC and CFC using PSI, i.e. decrease in δ and θ. 

Moreover, the visible structure distortion within multiple frequency bands detected 

by both CS and CBS suggests connections to the disconnection syndrome and disturbed 

information processing in AD. 

4.3.2 Coupling-wise Node Strength 

In order to statistically test the diferences in connectivity measured by both CS and 

CBS and to localise the brain regions which show the most pronounced diferences 

between AD and HC, NS is measured for each channel and coupling type separately. 

We show the results in Figs. 4.2 and 4.3 for CS and CBS, respectively. The details of 

these statistical tests are reported in A.3 (Tables A.13 and A.14). 
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Figure 4.4: NS (min-max normalised) measured with CS of HC (blue) and 
AD (orange): mean with 95% confdence intervals. Signifcant diferences 
observed across all epochs are encoded by asterisks. The number of asterisks 
corresponds to the p-value (FDR corrected), i.e. p ≤ 0.0001 “****”, p ≤ 
0.001 “***”, p ≤ 0.01 “**”, and p ≤ 0.05 “*”. 

The diferences in WFC detected by CS and CBS (Figure 4.4 and diagonal elements 

in Figure 4.5) are generally similar. Both methods show increased θ NS in AD cases 

across most channels. Both CS and CBS show decreased β coupling. However, each 

detects these changes in diferent regions, i.e. CS across all channels except for occipital, 

while CBS only in central channels. Interestingly, CBS fails to capture the increased 

NS in δ in AD cases that can be seen in CS. These diferences showcase the importance 

of assessing both linear and nonlinear coupling in understanding the variations in AD 

brain graphs. 

Multiple diferences in the CFC (of-diagonal elements in Figure 4.5) are detected, 

highlighting the need to analyse the interactions of frequency components in both 

healthy and AD brain graphs. AD cases show a global increase in δ-θ and θ-δ, and in 

frontal and temporal areas in δ-α. This is in contrast to the fndings in Wang et al. 

[275], where an increase of δ-θ only in frontal channels is reported. They also report 

an increase in midline parietal-occipital θ-γ that we do not detect. Furthermore, we 

observe a frontal, occipital and temporal decrease in α-β and β-α, frontocentral and 

frontotemporal decrease in α-γ and β-γ, and in frontal, frontocentral and occipital 

channels in γ-α in AD cases. 

Cai et al. [42] report comparable diferences using PSI, but in contrast to our 

results, they show mainly decreased NS in AD cases. This might be because CBS is 

infuenced by the amplitude, while PSI is a pure phase coupling measure. Fraga et 

al. [92] report an increase of the δ-θ and δ-β amplitude-amplitude CFC in AD cases 

which is similar to our results. This suggests that CBS indeed measures some mixture 
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Figure 4.5: NS (min-max normalised) measured with CBS of HC (blue) 
and AD (orange): mean with 95% confdence intervals. The input frequency 
is on the vertical facets, and the output frequency is on the horizontal. 
Signifcant diferences observed across all epochs are encoded by asterisks. 
The number of asterisks corresponds to the p-value (FDR corrected), i.e. 
p ≤ 0.0001 “****”, p ≤ 0.001 “***”, p ≤ 0.01 “**”, and p ≤ 0.05 “*”. 

of CFC types [135] since our results are partially in line both with phase-phase and 

amplitude-amplitude CFC studies. 

4.3.3 Multilayer Graph Analysis 

In order to elucidate the roles of the frequency bands and their coupling, both WFC 

and CFC, we analyse the CBS graphs as multilayer graphs with fve layers representing 

the traditional frequency bands of EEG. Moreover, both the weighted and unweighted 

versions of these graphs are analysed. 

First, weighted and unweighted CBW are used to assess the importance of each 

type of coupling for both local and global communications in the graph. Results of 

statistical tests comparing the unweighted CBW are reported in the appendix (Table 

A.15) and visualised in Figure 4.6a. Results of statistical tests comparing the weighted 

CBW are reported in the appendix (Table A.18) and visualised in Figure 4.6b. 

The unweighted CBW shows only a decrease in AD cases in the δ-β CFC (Fig 4.6a. 

In contrast, the weighted CBW shows multiple decreases in AD cases, specifcally in 

α-α and β-β WFC and δ-α, α-δ, α-β, α-γ, β-α and β-γ CFC. As these decreases 

involve high-frequency components, we speculate that this fnding is likely linked to 
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(a) Importance of each type of frequency measured by edge 
betweenness. 

(b) Importance of each type of frequency coupling measured by 
weighted edge betweenness. 

Figure 4.6: Signifcant diferences observed between HC (blue) and AD 
(orange) in at least ten thresholded graphs and across all epochs are en-
coded by asterisks. The number of asterisks corresponds to the p-value 
(FDR corrected), i.e. p ≤ 0.0001 “****”, p ≤ 0.001 “***”, p ≤ 0.01 “**”, 
and p ≤ 0.05 “*”. 

the characteristic slowing down of signals in AD, i.e. a decrease of high-frequency 

power [128, 98]. On the other hand, we observe an increase of weighted CBW of θ-

θ WFC and θ-δ and γ-θ CFC in AD cases. Interestingly, previously, a decrease in 

γ-θ phase-amplitude coupling was reported to signify progression from mild cognitive 

impairment to AD [198]. However, our results indicate an opposite pattern. 

Then, weighted and unweighted vG are used to assess the vulnerability of informa-

tion integration of the graph to the removal of a specifc coupling type. Numerical 

results of comparing unweighted vG are reported in the Appendix (Table A.16) and 

visualised in Figure 4.7a. Numerical results of comparing weighted vG are reported 
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(a) Global vulnerability 

(b) Weighted global vulnerability 

Figure 4.7: Signifcant diferences observed between HC (blue) and AD 
(orange) in at least ten thresholded graphs and across all epochs are en-
coded by asterisks. The number of asterisks corresponds to the p-value 
(FDR corrected), i.e. p ≤ 0.0001 “****”, p ≤ 0.001 “***”, p ≤ 0.01 “**”, 
and p ≤ 0.05 “*”. 

and visualised in Appendix (Table A.19) and visualised in Figure 4.7b. 

The AD brain graphs seem more vulnerable to removing multiple types of couplings. 

Weighted vG fails to detect any reliable diferences. We speculate this might be caused 

by edge weight diferences across diferent coupling types, thus biasing the results. vG 

is likely more sensitive towards such an issue, as it is a global measure in contrast to 

the other measures, which consider predominantly local relationships. A signifcant 

increase in unweighted vG in AD cases is observed in δ-δ WFC and δ-θ and γ-β CFC. 

Interestingly, the removal of WFC generally causes a larger increase in vulnerability 

compared to CFC (except for α-α, suggesting that while CFC plays a crucial role in 

the brain graphs, WFC seems dominant in the brain graphs. 
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(a) Local vulnerability 

(b) Weighted local vulnerability 

Figure 4.8: Signifcant diferences observed between HC (blue) and AD 
(orange) in at least ten thresholded graphs and across all epochs are en-
coded by asterisks. The number of asterisks corresponds to the p-value 
(FDR corrected), i.e. p ≤ 0.0001 “****”, p ≤ 0.001 “***”, p ≤ 0.01 “**”, 
and p ≤ 0.05 “*”. 

Finally, weighted and unweighted vL are used to assess the vulnerability of segre-

gation of the graph to the removal of a particular coupling type. Results of statistical 

tests comparing unweighted vL are reported in Appendix (Table A.17) and visualised 

in Figure 4.8a. Results of statistical tests comparing weighted vL are reported in Ap-

pendix (Table A.20) and visualised in Figure 4.8b. 

γ-γ is the most robustly linked to segregation measured with unweighted vL, which 

fts well with the evidence of high-frequency oscillations being related to local processing 

[41]. Moreover, this coupling is signifcantly more vulnerable in weighted graphs of 

HC cases, which is likely related to the decreased γ activity in AD [128]. Likely for 

similar reasons, the removal of α-α WFC and β-α CFC causes a signifcant increase of 
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Figure 4.9: Average accuracy (points) with standard deviation (ribbons) 
of the classifers trained with graph-theory features using a 10-fold stratifed 
cross-validation repeated 100 times. Specifcally, the features considered are 
NS for cross-spectrum (orange) and NS, CBW, vG and vL cross-bispectrum 
(blue) graphs. The features are sequentially added to the classifer based 
on their efect size. 

weighted vL in HC, suggesting the segregation function enabled by these high-frequency 

components is likely disrupted in AD. On the other hand, β-δ and γ-δ CFC removal 

cause a signifcant increase of weighted vL in AD cases. This suggests that in AD 

cases, the high-frequency CFC takes over the role of enabling graph segregation as the 

high-frequency WFC is attenuated. 

4.3.4 Classifcation Results 

SVM classifers were trained using graph features extracted from CS and CBS sepa-

rately to measure the predictive power of CS and CBS-based graphs and evaluate the 

multilayer graph features (Figure 4.9). A detailed performance summary of the best 

models is reported in Table 4.1. 

All CBS-based models outperform the CS-based models, suggesting that informa-

tion related to nonlinear and CFC coupling might be crucial for the modelling and 

classifcation of AD. However, such a conclusion might be biased as the CS-based 

models are trained using a smaller set of features, i.e. node strengths. Thus, the 

comparison is likely unfair and should be interpreted conservatively. 

The best CS-based model reaches its highest accuracy of 79.71% (SD=1.94) using 
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Table 4.1: Performance of the best models trained using graph features 
identifed via forward feature selection. The feature sets contain 2, 48 and 
50 features for the spectrum, bispectrum and combined models, respec-
tively. 

Model Accuracy Sensitivity Specifcity 
Spectrum 79.71 % (SD=1.94) 86.42 % (SD=2.95) 74.62 % (SD=4.48) 

Bispectrum 83.32 % (SD=1.83) 86.62 % (SD=2.95) 80.71 % (SD=3.9) 
Combined 81.39 % (SD=2.09) 85.97 % (SD=2.45) 78.91 % (SD=3.28) 

Table 4.2: Features included in the best cross-bispectrum-based classifer. 
For multilayer graph metrics, the graph thresholds are in parentheses. This 
is not necessary for the node strengths as these are obtained from the 
unthresholded graphs. 

coupling Node strength Multilayer graph metric 
α-β 
β-α 
δ-α 
δ-θ 
γ-α 
θ-δ 
θ-θ 
δ-δ 
α-δ 
α-γ 

C4P4, CZPZ, P3O1, T5O1 
C4P4, P3O1 
F4C4 
C3P3, C4P4, CZPZ, FZCZ, O1O2 
F4FZ 
CZPZ, FZCZ, P4PZ 
F4C4 

weighted CBW (0.7) 
weighted CBW (0.4, 0.45, 0.5, 0.55, 0.6) 
vG (0.55) 
weighted CBW (0.4, 0.45, 0.5, 0.55, 0.6, 0.65, 0.7, 0.75, 0.8, 0.85) 

vG (0.65) 
weighted CBW (0, 0.05, 0.1, 0.15, 0.2, 0.25) 
weighted CBW (0.5, 0.55, 0.6, 0.65, 0.7, 0.75, 0.8) 

only two features. These features are the node strengths of channels F4-C4 and C3-P3 

in the θ frequency band WFC. In contrast, the CBS-based models require considerably 

more features to achieve the highest accuracy of 83.32% (SD=1.83) with 48 features 

(Table 4.2). Interestingly, the majority of these features are CFC. Furthermore, the 

weighted CBW seems to provide the most information to the classifer from the mul-

tilayer graph measures introduced in this study, as it is included multiple times in the 

fnal feature set. Node strengths from all areas are utilised, but the central-parietal 

channels are selected repeatedly across multiple frequency couplings. It is worth noting 

that including the same features across diferent graph thresholds appears to improve 

the performance, despite likely strong correlations between such features. If only a 

single graph threshold was selected (i.e. based on the largest efect size), the accuracy 

drops by 2%-3%. Interestingly, both CS- and CBS-based models utilise the F4-C4 chan-

nel from the θ WFC, suggesting some shared information between these two functional 

connectivity methods. 

Finally, we trained a combined model with the sets of best features concatenated 

from the CS- and CBS-based models, i.e. using 50 features. However, the accuracy 

of such a model is only 81.39% (SD=2.09), which is lower than the CBS-based model 
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suggesting that the addition of CS-based features introduces redundant information 

into the model. 

4.4 Conclusions and Future Work 

We have demonstrated that CBS and CS detect similar diferences between AD and HC 

graphs, but CBS has an advantage over CS by including cross-frequency and nonlinear 

interactions. We report several signifcant diferences in CFC both globally and on 

a node level, suggesting that including CFC in a graph-theoretic analysis of brain 

graphs is crucial to obtaining a more detailed insight into their structure and function. 

Furthermore, we show that multilayer graph analysis provides a simple yet powerful 

framework for representing and analysing the role of CFC in brain graphs. Using this 

framework, we present a novel approach to elucidate the roles of diferent frequency 

components of EEG signals. Moreover, we show that both CFC and WFC CBS-based 

graphs can be used to classify AD with high accuracy. 

CFC has been suggested to be related to modulatory activity, i.e. slow band mod-

ulating the activity of fast oscillations. However, it remains unclear why low-frequency 

CFC would be increased in AD and requires further in-depth study. 

Next, although (cross-)bispectrum was shown to be a powerful tool to detect var-

ious types of WFC and CFC, such as phase-phase or phase-amplitude, CBS seems to 

capture an unknown mixture of these types of couplings. Therefore, a combination of 

bispectrum with other types of CFC methods might be a plausible direction for future 

research. 

Furthermore, by relying on traditional frequency bands to defne the layers of the 

graphs, our framework might miss some CFC occurring on fner scales, e.g. interaction 

within one band. However, considering the CFC within only a few bands allows us to 

construct multilayer graphs with a relatively small number of layers. Thus, we argue 

that relying on the fve bands is necessary to introduce the CFC into graph analysis 

without increasing the complexity signifcantly. 

The presented multilayer graph analysis focused only on how dependent or vulner-

able the graphs are on diferent types of frequency coupling to enable integration and 

segregation properties. Although these two properties are hypothesised to be crucial 

in brain graphs, their analysis is not sufcient to elucidate the functions the frequency 

couplings might enable across various spatio-temporal scales in normal brains and how 

these functions disappear or change in AD. Thus, we suggest focusing on other graph-
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theoretic measures beyond integration and segregation in future work. 

A limitation of our study is the relatively small sample size. This leads to some of 

the observed signifcant diferences being underpowered. Thus, the small diferences we 

report in this study should be interpreted more conservatively. However, despite this 

limitation, we identify a set of reliable biomarkers as evidenced by the classifcation 

results. In future research, it might also be important and interesting to explore more 

complex graph-based features that would capture the diferences between AD and HC 

in a lower-dimensional space more efciently. 
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4.5 Chapter Summary 

This chapter extends the FC graph analysis beyond WFC, incorporating CFC infor-

mation. This work expands on previously reported graph-based disruptions of brain 

graphs of AD to multilayer graphs containing both WFC and CFC information. The 

framework of multilayer graph analysis allows us to consider the diferent frequency 

components’ roles in enabling well-known brain graph properties such as information 

integration and information segregation. 

Bispectrum analysis has previously been used to quantify EEG interactions on a 

pairwise level. In contrast, the methodology proposed in this chapter computes cross-

bispectra between all pairs of EEG channels to reconstruct a multilayer brain graph 

with a layer for each frequency band. In such a graph, intra-layer and inter-layer edges 

denote WFC and CFC interactions, respectively. 

By comparing CBS graphs to CS graphs, the linear counterpart of CBS, in terms of 

node strength and classifcation performance, the advantages of incorporating nonlinear 

and CFC information were demonstrated showing a signifcantly improved prediction. 

Statistical analysis of CBS-based graph metrics indicate graph variations of AD 

and HC cases. AD cases show increased connectivity in low-frequency components and 

their CFC interactions but decreased connectivity in high-frequency components. 

We demonstrate that a graph-theoretic analysis of CFC brain graphs is crucial to 

obtain a more detailed insight into their structure and function. Vulnerability anal-

ysis reveals that diferent frequency couplings in AD graphs enable the information 

integration and segregation properties compared to HCs. 

In conclusion, the study demonstrates the signifcance of CBS in capturing nonlin-

ear and CFC interactions, providing insights into AD-related FC alterations. Future 

research should address limitations like sample size and explore more complex graph-

based features to understand AD-related brain graph alterations better. 



Chapter 5 

EEG-based Graph Neural Network 

Classifcation: An Empirical 

Evaluation of Functional 

Connectivity Methods 

5.1 Introduction 

1In this chapter, we evaluate a number of commonly used methods to quantify FC from 

EEG data. 

GNN extends the logic of convolution operation to graphs by aggregating infor-

mation from connected nodes based on the assumption that nodes connected by an 

edge are similar. However, there is a limited number of GNN applications for EEG 

brain graph classifcation. It remains unclear which method should be used to infer 

the graph structure for the GNN application. A fully connected graph is commonly 

used in the literature [77]. However, such an approach does not leverage any infor-

mation encoded by FC brain graphs. A second option is using the distances between 

spatial positions of EEG electrodes to defne the graph structure [77, 269]. Further-

more, Demir et al. [77] utilise distance thresholding and k-nearest-neighbours methods 

to flter out unimportant edges. Such edge-fltering can be important, as some edges 

1The content presented in this chapter has been published in Dominik Klepl, Fei He, Min Wu, 
Daniel J. Blackburn, and Ptolemaios Sarrigiannis. EEG-Based Graph Neural Network Classifcation of 
Alzheimer’s Disease: An Empirical Evaluation of Functional Connectivity Methods. IEEE Transactions 
on Neural Systems and Rehabilitation Engineering, 30:2651–2660, 2022. ISSN 1558-0210. doi: 10 .1 
10 9/ TN SRE.20 22 .3 20 49 13 

65 



66 5.1 Introduction 

Figure 5.1: Overview of model architectures developed for classifcation 
of AD from EEG-FC-based graphs. (A) A GNN takes weighted featured 
brain graphs with N nodes represented by a weighted adjacency matrix and 
a node feature matrix (RN×D, D = 100) where the node features consist of 
power spectral densities (PSD, 0 − 100Hz). The N-GCN hyper-parameter 
controls the number of graph convolutional layers. (B) SVM trained using 
the node strengths (i.e. the sum of edge weights of neighbouring nodes) 
as input features (SVM-NS). (C) CNN trained on the brain graphs rep-
resented by weighted adjacency matrices. Alternatively, the weighted ad-
jacency matrix is fattened and used as input to a SVM (SVM-adjacency 
matrix (AM)). (D) Node feature matrix (RN×D) with power spectral den-
sities across all EEG channels is used to train a MLP. 

might be redundant or even introduce additional noise, thus hindering the model from 

learning the optimal solution. Only a handful of studies use FC measures, such as 

coherence [269] and wPLI [178]. Additionally, Liu et al. [178] use a MST algorithm to 

produce sparse brain graphs. This is in contrast to threshold-based edge fltering, as 

MST can select edges with various edge weights and ensure that the resulting graph is 

connected. Additionally, Zhong et al. [311] utilise a learnable mask in order to learn 

the optimal graph structure for a specifc classifcation task without relying on any FC 

measure. 

Other graph-based approaches were successfully used to train machine learning 

classifers to diagnose brain disorders using EEG automatically. Manually engineered 

graph features, such as node strength [202] and vectorised adjacency matrix [197], 
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could be promising graph-based biomarkers of AD, as both approaches achieve high 

classifcation accuracy. Additionally, there were some attempts to utilise deep learning, 

CNNs, for automatic graph-based feature extraction. Specifcally, CNN was trained 

to classify AD and schizophrenia using adjacency matrices, which are image-like rep-

resentations of FC graphs [217]. However, an image representation of a graph cannot 

efectively capture all the properties, as a graph is a non-euclidean object. 

In this chapter, we systematically evaluate the efects of using various FC methods 

to infer EEG brain graphs in training GNN for the classifcation of AD patients. Two 

types of edge fltering are used to induce graph sparsity in order to improve the per-

formance of GNN. To compare and evaluate the classifcation performance of various 

FC-based GNNs, a GNN-based baseline is trained using a fxed graph structure for 

all brain graphs, represented by the Euclidean distance between spatial positions of 

EEG sensors. Three additional baseline models are established: two SVM baselines 

trained on node strengths (SVM-NS) and vectorised adjacency matrix (SVM-vector), 

respectively, and a CNN trained on images of adjacency matrices. Figure 5.1 illustrates 

the model architectures employed for comparative study in this work. 

5.2 Methods 

5.2.1 EEG Pre-processing 

First, a zero-phase 5th order Butterworth flter is employed to remove frequencies below 

0.1 Hz and above 100 Hz; a zero-phase 4th order Butterworth stop-band flter is used to 

remove frequencies between 49 and 51 Hz related to power-noise. The EEG data were 

then down-sampled to 250 Hz using an 8th order Chebyshev type I flter and scaled to 

zero mean and unit standard deviation. 

In order to increase the sample size and to demonstrate that the classifcation 

performance is epoch-independent, the 12-seconds-long epochs were split into 3-second-

long non-overlapping segments. Thus, for each subject, there are 12 EEG segments. 

Finally, frequency bands are created from each EEG segment using a zero-phase 5th 

order Butterworth flter. Six frequency bands are considered: δ (0.5−4Hz), θ (4−7Hz), 

α (7 − 15Hz), β (15 − 31Hz), γ (31 − 100Hz) and full (0.5 − 100Hz). 
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5.2.2 Functional-Connectivity-based Brain Graph Inference 

In this chapter, we selected eight commonly used methods for constructing brain graphs 

from EEG signals, namely: the absolute value of PCC, spectral COH, iCOH, PLI, 

wPLI, PLV, MI and AEC. 

We estimate FC brain graphs for each EEG segment and frequency band separately. 

Thus, for each subject, we obtain 72 brain graphs (12 segments × 6 frequency bands). 

A brain graph G can be represented by an N × N adjacency matrix A where N = 23. 

As we consider only FC measures, all edges are undirected, and thus the number of 

inferred edges can be reduced from N2 to [N × (N − 1)/2]. However, for simplicity, we 

keep the N2 edges in the N ×N adjacency matrix A. Thus, each entry of the adjacency 

matrix AFC represents the edge weight between nodes, i.e. the dependency of EEGxy 

signals x ∈ RT and y ∈ RT are measured by the connectivity measure FC where T is 

the signal length. All of the selected measures are normalised to [0, 1] where 0 indicates 

no coupling and 1 indicates a perfect coupling. 

The adjacency matrix using the absolute values of Pearson’s correlation coefcients 

between nodes x and y is given by: P 
(x(t) − x̄)(y(t) − ȳ)

APCC t 
xy = pP pP , (5.1) 

t(x(t) − x̄)2 
t(y(t) − ȳ)2 

where x(t) is the value of signal x at time t, and x̄ is the mean of x. The absolute value 

is calculated as we are only interested in the coupling magnitude. Next, the adjacency 

matrix of COH is given by: 

|CSxy(f)|2 

ACOH 
xy (f) = , (5.2)

CSxx(f)CSyy(f) 

where CSxy and CSxx are cross-spectral and auto-spectral densities respectively at 

frequency f . The coherence within a frequency band B is then calculated as the mean 

of ACOH 
xy (f) where f ∈ B. 

The iCOH measures phase consistency similar to COH and accounts for volume 

conduction efects. The adjacency matrix using iCOH is computed as: 

AiCOH ℑ(CSxy(f))
(f) = p , (5.3)xy 

CSxx(f)CSyy(f) 

where ℑ denotes the imaginary component. The iCOH within a frequency band B is 
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then calculated as the mean of AiCOH (f) where f ∈ Bxy 

The phase and amplitude of an EEG signal at time t can be calculated from the 

analytic representation z of signal x 

z(t) = x(t) + i x̃(t), (5.4) 

where i is the imaginary component and x̃(t) is the corresponding Hilbert transform. 

Then the phase and amplitude can be obtained from z(t) as � � 
x̃(t)

ϕ(t) = arctan , (5.5) 
x(t) 

and p 
amp(t) = [x(t)]2 + [x̃(t)]2 . (5.6) 

PLI quantifes the asymmetry in phase distributions of two signals and measures 

only non-zero phase locking [241]. The adjacency matrix using PLI is defned as: 

TX1 
AP LI 

xy = sign sin(ϕx(t) − ϕy(t)) , (5.7)
T 

t=1 

where ϕx is obtained using Eq. 5.5. wPLI is an extension of PLI, which aims to remove 

the efects of amplitude and volume conduction by maximally weighting the ±90 deg 

phase diferences and thus omitting uniformly driven diferences [265]. The adjacency 

matrix using wPLI is computed as 

T
1 X | sin(ϕx(t) − ϕy(t))|

AwP LI 
xy = . (5.8)

T sin(ϕx(t) − ϕy(t))t=1 

PLV is another approach to quantify the consistency of phase diferences between 

signals, and its associated adjacency matrix is computed as 

AP LV 
xy = 

1 

T 

TX 
− i(ϕx(t)−ϕy (t)e . (5.9) 

t=1 

AEC aims to quantify the coupling based on the amplitudes of the signals. The ad-

jacency matrix using AEC is computed with Eq. 5.1 where x and y are the amplitudes 

of respective signals computed using Eq. 5.6. 

MI quantifes the amount of known information about a second signal after observ-
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ing the frst signal. The adjacency matrix using MI is calculated as: � �X PXY (xi, yj )
AMI 

xy = PXY (xi, yj ) log , (5.10)
PX (xi)PY (yj )xi,yj 

where PXY and PX are the joint and marginal probability distributions, respectively. 

Edge Filtering Methods 

It is worth noting that we did not use any corrections for false positives. Thus, the true 

brain graph structure might be masked by noise due to spurious coupling. Traditionally, 

a surrogate threshold might be used to control such spurious edges. However, such a 

procedure is computationally expensive, as it requires re-computing the connectivity 

measure on multiple random surrogate versions of the original signals, to estimate a 

null surrogate distribution. Instead, we implement two edge-fltering methods to select 

only important edges and thus produce sparse graphs. Compared to the surrogate 

threshold method, edge-fltering is a fast and efcient, albeit naive method to deal 

with potentially noisy brain graphs. We also utilise the fully-connected graphs, i.e. 

without any edge selection, in the classifcation models in order to test the efect of 

edge-fltering. 

The frst edge-fltering method is an FC-strength-based top-k% flter (k ∈ {10, 20, 30}), 
which selects only the top k% strongest edges of the given graph and removes the rest. 

This approach assumes that edge weight, i.e. the connectivity strength, is directly 

related to the importance of an edge. However, this assumption might not be valid. 

A minimum-spanning-tree-based flter (MST-k), also known as an orthogonal min-

imum spanning tree [78], addresses this concern as it selects a mix of edge weights and 

always produces a connected graph, i.e. a path exists among all nodes. Briefy, the 

MST algorithm [209] aims to extract a backbone of a graph with N nodes by selecting 

N − 1 edges, such that the sum of weights is minimised. We use Prim’s algorithm for 

computing MST [209]. In the case of brain graphs, a stronger edge weight implies a 

higher degree of coupling; thus, we use an inverted MST algorithm, which maximises 

the sum of weights instead. When k = 1, MST-k is equal to a single iteration of the 

MST algorithm. For k > 1, the edges selected by the previous iterations are removed 

from the graph, and the MST algorithm is re-run. Thus, the MST-k flter selects 

k(N − 1) edges. 
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Table 5.1: Possible values for hyper-parameters of GNN, SVM-NS, SVM-
AM, CNN and MLP. 

Hyper-parameter Values GNN SVM-NS SVM-AM CNN MLP 
Cost 

Batch size 
Learning rate 

GCN hidden 

N GCN 
N Linear 

Conv1 hidden 
Conv2 hidden 
Linear hidden 

Activation 
edge dropout 

layer (DropEdge) 

Dropout p 

Frequency band 

Edge flter 

Gamma 

[0,1] 
{16, 32, 64, 128, 256}
{0.0001, 0.001, 0.01, 0.1}
{256, 516, 1024, 2048, 

4096}
{1,2}

{1,2,3,4,5}
{16, 32, 64, 128}
{16, 32, 64, 128}

[32, 64, 96, 160, 256, 516] 
{ReLU, Tanh} 

{True, False} 

{0.1, 0.25, 0.5, 0.75, 0.8, 
0.9}

delta, theta, alpha, beta, 
gamma, full 

full, top-{10,20,30}, 
MST-{1,2,3} 

✓ 
✓ 

✓ 

✓ 

✓ 

✓ 

✓ 

✓ 

✓ 

✓ 

✓ 

✓ 

✓ 

✓ 

✓ 

✓ 
✓ 

✓ 
✓ 
✓ 
✓ 

✓ 

✓ 

✓ 

✓ 

✓ 
✓ 

✓ 

✓ 
✓ 

✓ 

✓{0.8, 0.85, 0.9, 0.95} 

5.2.3 Graph Neural Network Classifcation 

GNN is an extension of an artifcial neural network that is capable of learning on graph-

structured data. Specifcally, we implement a graph convolutional network (GCN) for 

a graph classifcation task (Figure 5.1A). 

The input to the GCN classifer is in the form of a graph: G = {N, E, F }, where N , 

E, and F are sets of nodes, edges and node features, respectively. The nodes are fxed 

in our case, as this is the number of EEG electrodes. The set of edges E is given by the 

adjacency matrix A computed by the FC measures introduced in the previous section. 

Finally, the node feature matrix F is an N × D matrix where each row encodes a 

D-dimensional feature for the corresponding node. Specifcally, PSD is computed over 

1 Hz increments in an interval between 0 and 100 Hz, forming a 100-dimensional node 

feature vector (i.e. D=100). 

GCN is based on the message-passing framework, which assumes that neighbouring 

nodes should have similar node features. Briefy, a GCN layer updates the node features 

(i.e. messages) using the optionally transformed messages collected from neighbouring 

nodes. On a node level, a single GCN layer efectively aggregates information from 

the 1-hop neighbourhood of each node. Thus, stacking L GCN layers represents ag-
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gregation from L-hop neighbourhood. Formally, the GCN layer is implemented on a 

node-level as follows [195]: 

l l−1 l−1 x = Θ1x + Θ2 max , (5.11)i i eij xj
j∈Gi 

where xl
i is the node features of node i at the lth layer, x0 

i is the ith row of the input 

node feature matrix F, and Θ is a learnable linear transformation, which maps the 

node features from shape [1, D] to [1, GCN-hidden]. Gi and eij are the neighbourhood 

of node i and the edge weight connecting nodes i and j given by the set of edges E 

respectively. The GCN-hidden is a tunable hyper-parameter of the GCN architecture. 

A rectifed-linear-unit (ReLU) activation is applied to the output of GCN, and batch 

normalisation is performed [120]. We refer to the node-wise outputs of GCN as node 

embeddings. 

After L GCN layers are applied, the output is constructed by node embeddings in 

the form of a N ×H matrix, where H is the hidden size given by GCN-hidden. In order 

to produce a graph-level embedding, a maximum readout layer is applied, resulting in 

an H-dimensional graph embedding r for each graph g. 

N 
rg = max xi

L , (5.12)
i=1 

where xi
L is the output of the Lth GCN layer for the ith node. Following the readout 

layer, two linear layers are applied to produce the fnal classifcation with output di-

mensions H/2 and 2 (number of classes), respectively. Two linear layers were used to 

allow for further refning of the graph embedding before outputting the predicted class 

probabilities. 

Additionally, in order to improve the generalisability and reduce the risk of over-

ftting, dropout layers are utilised (5.1A). Briefy, the dropout layer randomly zeroes 

elements of the input tensor with p probability drawn from a binomial distribution, 

where p is a hyper-parameter. A dropout is applied to the graph embeddings, i.e. 

after the readout layer and after the frst linear layer. Furthermore, an edge dropout 

is implemented, which randomly removes edges from the input graph. The inclusion 

of the edge dropout in the model is controlled by a hyper-parameter. 

In summary, the GNN used in this study has several hyper-parameters, as shown 

in Table 5.1, which control (1) the model architecture, (2) the form of input data, 

and (3) the training process to prevent overftting. In particular, (1) is enabled by 
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the number of GCN layers (N-GCN) and the inclusion of DropEdge; (2) is enabled 

by frequency band and edge flter; and fnally, (3) is enabled by dropout probability 

(drop-p), learning rate, gamma and batch size. 

5.2.4 Baseline Models 

In order to enable a fair assessment of the advantages of using graph-based learning (i.e. 

the GNN), four baseline classifers are trained and compared. These baseline models 

utilise the same graph-structured input data extracted using diferent FC measures, 

frequency bands and edge flters, and the same evaluation process. Thus, we argue this 

to be a fair comparison of models. 

The three selected baseline models are based on previously used classifer strategies 

for learning on FC brain graphs: SVM trained on node strength (SVM-NS) [202], SVM 

trained on vectorised adjacency matrix (SVM-AM) [197], and CNN trained on image 

of adjacency matrix [217, 169]. Additionally, we train a MLP on the fattened node 

feature matrix that was previously used to train the GNN models. 

Support Vector Machine Baseline Models 

The SVM-NS and SVM-AM are both trained using an SVM classifer. SVM has only 

one hyper-parameter, namely the cost, as shown in Table 5.1. Additionally, in order 

to select an appropriate kernel for SVM, we include two kinds of kernels as hyper-

parameters: radial and polynomial (up to 3rd order). Both of the SVM-based baseline 

models are trained on manually extracted features. All features are frst normalised to 

zero mean and unit standard deviation. 

The SVM-NS is trained on node strengths (Figure 5.1B). Node strength is defned 

as the sum of edge weights of one node and can be interpreted as a measure of node 

importance. Thus, each brain graph is represented by an 23-dimensional feature vector 

NS = (ns1, ns2, ..., nsN ), where N is the number of nodes (N = 23). 

The SVM-AM is trained on vectorised weighted adjacency matrices (Figure 5.1D). 

As we use only undirected FC measures, the N × N adjacency matrix of a brain graph 

is symmetric. Thus, we can use the upper triangular matrix only and fatten it to form 

a 253-dimensional feature vector (N ×(N −1)/2). Principal component analysis (PCA) 

is optionally employed for dimensionality reduction with the number of components 

selected, such that 95% of the variance is captured. A hyper-parameter controls the 

inclusion of the PCA step. 
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Convolutional Neural Network 

CNN classifers are trained on the weighted adjacency matrices of the brain graphs. 

As the adjacency matrix is a square matrix, it is simple to convert it to an image on 

which a CNN can be trained. 

The CNN architecture consists of two convolutional blocks and a fnal classifer, as 

shown in Figure 5.1C. Each convolution block contains two convolutional layers (stride 

= 3), followed by a maximum pooling layer and a dropout layer. The fnal classifer 

consists of two linear layers with a dropout between them. We created several hyper-

parameters to control the CNN. The number of convolutional flters within each block is 

controlled by the Conv1 and Conv2 hyper-parameters. Similarly, the hidden size of the 

linear layers is controlled by the Linear-hidden hyper-parameter. Additionally, there 

are hyper-parameters controlling the dropout probability, the choice of the activation 

function (ReLU or Tanh), and the batch size as shown in Table 5.1. 

Multilayer Perceptron 

MLP classifers are trained using the fattened node feature matrix F ∈ RN×D , where 

D is the PSD computed over the range 1-100 Hz. Thus the entry Fij corresponds to 

PSD of the ith node at frequency j. The MLP is thus trained on the input used to train 

the GNN models, but without leveraging the topological information provided by the 

FC graph. The MLP architecture is controlled by the following hyper-parameters: N-

Linear (number of layers), Linear-hidden (hidden size). Additionally, there are hyper-

parameters controlling the dropout probability, the choice of the activation function 

(ReLU or Tanh), and the batch size as shown in Table 5.1. 

5.2.5 Model Evaluation and Implementation 

The EEG preprocessing, brain graph construction, and model evaluation are imple-

mented in R 4.1.2 [213] using in-house scripts, and caret [153] for SVM training. The 

training of CNN and GNN classifers is implemented using PyTorch 1.10 [205] and 

PyTorch Geometric 2.0.2 [89]. 

The models are trained and evaluated based on repeated 20-fold cross-validation 

(CV). A 5 times repeated CV is used in order to identify the best combination of hyper-

parameters for all models and FC measures. The folds used for CV are created, such 

that samples from the same subject are kept within a single fold in order to prevent 

information leakage. We use a smaller number of repetitions in order to reduce the 
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computational cost of training CNN and GNN models. Hyper-parameter values are se-

lected using random optimisation, where the values of all hyper-parameters are selected 

randomly. 200 iterations of random optimisation are performed for each combination 

of FC measure and model type. The hyper-parameters of all three model types and 

their possible values are summarised in Table 5.1. 

The best-performing models are selected using the area under the sensitivity-specifcity 

curve (AUC), i.e. one model per each combination of FC measure and model type. In 

order to assess the stability of the selected models, 50 times repeated CV is performed. 

The performance errors are computed using the maximum diference between the mean 

and 5th and 95th quantiles. This approach does not assume a normal distribution and 

results in conservative error estimates. 

The CNN and GNN models are trained using an Adam optimiser with an exponen-

tial learning rate decay (controlled by the gamma hyper-parameter) and cross-entropy 

loss function. The models are trained for 300 epochs with an early stopping after 15 

epochs if the loss stops decreasing. 

5.3 Results 

Brain graphs were inferred for each 3-second-long EEG segment by using several com-

monly used FC measures, which aim to quantify both the linear and nonlinear coupling 

between pairs of brain signals. The brain graphs were then used as an input to train 

the GNN brain-graph classifer. Moreover, four baseline models were trained on these 

brain graphs in order to demonstrate which type of classifer performs the best. AUC 

is used to select the best model. 

Table 5.2 reports the AUC values and the 95% confdence intervals of the SVM-NS, 

SMV-AM and CNN baseline models and GNN across the 8 FC measures. Note that 

the MLP baseline is not included here, since it does not utilise the FC brain graphs. 

Additionally, the performance of the baseline GNN using Euclidean distance between 

spatial positions of EEG (GNN-euclid) is reported in Table 5.2 as well. The hyper-

parameter values of the best models from their respective categories are reported in 

Table 5.4. The averaged sensitivity-specifcity curves of these models are shown in 

Figure 5.2. 

All baseline models perform worse than all of the GNN models across all FC mea-

sures as shown in Table 5.2. Even the best baseline model, MLP (AUC=0.95), achieves 

lower performance than the worst GNN model, GNN-euclid (AUC=0.978). 

https://AUC=0.95
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Table 5.2: AUC of GNN, SVM-NS, SVM-AM and CNN models across 
diferent FC measures measured by 50-repeated 20-fold cross-validation. 
The ‘euclid‘ entry refers to the baseline GNN model with a fxed graph 
structure based on the spatial distance of EEG electrodes. 

FC GNN SVM-NS SVM-AM CNN 
AEC 
COH 
PCC 
euclid 
iCOH 

MI 
PLI 
PLV 
wPLI 

0.984 ±0.002 
0.982 ±0.002 
0.982 ±0.003 
0.978 ±0.004 
0.984 ±0.002 
0.981 ±0.002 
0.982 ±0.005 
0.982 ±0.003 
0.984 ±0.003 

0.75 ±0.022 
0.773 ±0.007 
0.764 ±0.008 

✗ 
0.656 ±0.017 
0.807 ±0.008 
0.761 ±0.057 
0.766 ±0.008 
0.66 ±0.069 

0.734 ±0.01 
0.784 ±0.008 
0.773 ±0.008 

✗ 
0.648 ±0.014 
0.779 ±0.013 
0.603 ±0.036 
0.793 ±0.007 
0.637 ±0.024 

0.886 ±0.019 
0.901 ±0.014 
0.887 ±0.014 

✗ 
0.876 ±0.01 
0.924 ±0.015 
0.893 ±0.015 
0.9 ±0.014 

0.869 ±0.016 

Table 5.3: Detailed performance metrics of best-performing models (se-
lected based on AUC) of each model type. 

AUC Accuracy Sensitivity Specifcity 
GNN (AEC) 
GNN-euclid 
CNN (MI) 

SVM-NS (MI) 
SVM-AM (PLV) 

MLP 

0.984 ±0.002 
0.978 ±0.004 
0.924 ±0.015 
0.807 ±0.008 
0.793 ±0.007 
0.953 ±0.007 

91.996% ±0.41 
91.147% ±1.278 
84.689% ±2.233 
73.924% ±0.852 
72.929% ±0.6 
84.97% ±1.93 

97.366% ±0.941 
93.678% ±2.46 
86.212% ±3.6 

73.494% ±0.926 
72.123% ±0.673 
82.77% ±2.31 

86.716% ±1.013 
88.658% ±3.497 
83.192% ±4.613 
74.367% ±0.934 
73.799% ±1.064 
87.13% ±2.88 

From Table 5.2, we can also see that the GNN models trained using FC-based 

brain graphs perform better than GNN-euclid, which was trained using a static graph 

structure. 

Furthermore, we report the efect of frequency bands and edge fltering methods 

on the performance of the trained models in the supplementary materials. Figure S3 

and tables S1-S3 report these efects of frequency bands. Figure S4 and Tables S4-S6 

report these efects of edge fltering methods. 

5.4 Discussion 

We trained GNN models over several commonly used FC measures. For comparison, 

we trained four baseline models. The results suggest that the GNN outperforms all 

baseline models across all FC measures (Table 5.2). Moreover, neural-network-based 

models (GNN, CNN and MLP), which perform automatic feature extraction, perform 
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decisively better than the classical machine learning approaches (SVM-AM and SVM-

NS) that rely on manually engineered features. 

We argue that the relatively low performance of the machine learning approaches 

is caused by the inability to remove noise-contaminated information from the input 

features. This is likely exacerbated by the lack of false positives control during the 

brain graph inference, which would limit the number of edges caused by spurious 

coupling. We suggest that the neural network-based models can solve this issue by 

using weight regularisation and dropout layers, designed to learn generalisable features 

insensitive to noise. 

It could be argued that the GNN models perform better than CNN and MLP 

because they are trained using two input information sources, i.e. the FC weighted 

brain graph and the node feature matrix with power spectral density. This is a unique 

property of GNN as it can aggregate information from both inputs. Moreover, to the 

best of our knowledge, GNN is the only model architecture that can process these two 

inputs simultaneously. 

The CNN and MLP baseline models ofer an interesting comparison to the GNN 

since each is trained using one of the two input information sources. The CNN and 

MLP baselines show the individual predictive power of the FC-based brain graph and 

node feature matrix, respectively. The results suggest that the node feature matrix 

provides a slightly better source of information in the classifcation task (Table 5.3). 

However, GNN performs signifcantly better, and we argue that the comparison with 

the CNN and MLP baselines highlights the power of GNN in brain-graph classifcation. 

The relatively poor performance of CNN also demonstrates the shortcomings of 

treating the adjacency matrix of a brain graph as an image. Each pixel of an image 

has an equal number of neighbouring pixels, and the content of the image depends 

on the specifc spatial ordering of its pixels. Therefore, convolution can be applied to 

patches of pixels to extract features automatically. This assumption is invalid for a 

graph where each node can be connected to an arbitrary number of neighbours and 

no meaningful ordering of nodes exists. In contrast, graph convolution generalises 

the convolution to solve this issue efciently by utilising order invariant operations to 

aggregate information from neighbouring nodes. 

Moreover, the hyper-parameter optimisation has identifed a GNN model with two 

graph convolutional layers as the optimal GNN architecture (Table 5.4). This means 

that the GNN aggregates information not only from the nodes connected by an edge 

directly (i.e., the 1-hop neighbours) but also from the 2-hop neighbours. This suggests 
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the importance of global graph properties in diagnosing AD accurately, in addition to 

the local properties, which could likely be learned with a single layer. This is in line 

with the reported loss of small-world properties of AD brain graphs [247, 136, 277, 263]. 

Next, the results demonstrate that 

the FC-based GNNs also outperform 

the GNN-euclid model, which utilises a 

static graph structure (Table 5.2). This 

suggests that it is preferable to utilise 

FC-based brain graphs rather than the 

distance-based static graphs previously 

used for EEG-GNN tasks [77, 269]. How-

ever, it seems that no FC measure ofers 

clearly superior performance compared to 

the others. Thus, we suggest that future 

studies need to carefully consider which 

FC measure to use based on the type 

of brain coupling they might wish to fo-

cus on. However, we do not claim that 

the brain graphs inferred from various FC 

measures are necessarily similar from a 

graph-theoretic perspective. This is supported by the performance diferences of the 

baseline models where some of the FC measures, such as MI, perform consistently well. 

Surprisingly, the GNN-euclid model achieves relatively high accuracy despite utilis-

ing a fxed graph structure (Table 5.3). The Euclidean brain-graph structure highlights 

the spatially local relationships between the EEG channels. In contrast, long-range 

edges have only a low weight. Therefore, we argue that the Euclidean brain graph bi-

ases the GNN model to learn local graph features predominantly. On the other hand, 

the FC-based brain graphs may contain both local and long-range relationships. Previ-

ous research suggests that AD-related diferences are observed in long-range pathways 

and global graph properties [13, 247, 277]. In our opinion, the FC-based GNNs outper-

form GNN-euclid since they can better capture both the local and global diferences 

on the graph level. 

To investigate the diferences between FC measures on the graph level further, 

we compute an average adjacency matrix for each FC measure across both groups 

and frequency bands (Figure S1). In Figure 5.3, we show these matrices for α and θ 

Figure 5.2: Averaged Sensitivity-Specifcity 
curves of the best models of their respective 
categories with 95% confdence intervals (rib-
bon). 
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Figure 5.3: Averaged adjacency matrices of AD and HC cases measured 
with various functional connectivity measures in A) θ (best in CNN, SVM-
NS and SVM-AM models), and B) α (best in GNN model) frequency bands. 

frequency bands as these are utilised by the best performing models (Table 5.4). The 

brain graphs are relatively similar across the FC measures. In the θ band, increased 

connectivity can be observed in AD compared to HC. In contrast, the connectivity 

seems to be decreased in AD in the α band. These diferences are well documented in 

the literature [68, 267, 13]. 

Interestingly, all FC measures detect a well-defned cluster containing mostly pari-

etal and occipital EEG channels. The strength of this cluster distinguishes AD from 

HC consistently across FC measures. We speculate that this cluster contributes most 

of the predictive information for the classifcation models. However, since the GNN 

architecture is a block-box model, it would be difcult to confrm our speculation. 

Next, the optimised model architectures suggest that using edge-fltering and fl-

tering the EEG signal within a frequency band improve the model performance. A 

detailed report of diferences between the edge-fltering methods and frequency bands 
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Table 5.4: Hyper-parameter values of the best performing GNN, SVM-
NS, SVM-AM, CNN and MLP measured by AUC. 

Hyper-parameter GNN SVM-NS SVM-AM CNN MLP 
FC measure 
Batch size 

Learning rate 
GCN hidden 

N GCN 
N Linear 

Conv1 hidden 
Conv2 hidden 
Linear hidden 

Activation/Kernel 
DropEdge 
Drop rate 

Frequency band 

Edge flter 

Gamma 

AEC 
32 

0.001 
1024 

2 

TRUE 
0.9 

alpha 
Top-
20% 
0.9 

MI 

Radial 

theta 

MST-3 

PLV 

Poly (1st) 

theta 

full 

MI 
64 

0.001 

128 
64 
96 

ReLU 

0.1 
theta 

full 

0.9 

32 
0.01 

4 

4096 
ReLU 

0.05 

0.95 

across the FC measures and model types is included in the supplements (Figures S3-S4 

and Tables S1-S6). Briefy, the best GNN model utilises the α frequency band, and 

CNN, SVM-AM and SVM-NS utilise the θ frequency band (Table 5.4), suggesting that 

frequency-centred brain graphs should be preferred over the full-frequency-range brain 

graphs. The selection of these frequency bands is not surprising, as they are both well 

known to be altered in patients with AD [68, 267, 13]. In contrast, the efect of edge-

fltering is not so apparent as only the GNN and SVM-NS models use edge-fltering 

with top-20% and MST-3, respectively. On the other hand, CNN and SVM-AM use 

unfltered brain graphs. We expect that a sparse graph is preferable for GNN since 

there are fewer messages to aggregate while updating the node embeddings. These 

messages are also less likely to be a product of false-positive brain interaction, thus 

leading to better node and graph embeddings. 

Furthermore, it is worth noting that although GNN accepts two inputs, the relative 

contribution of each input information is largely unclear. The results suggest that the 

node feature matrix should contribute slightly more since the MLP baseline outper-

forms the CNN (Table 5.3). It could be argued that the GNN uses only the topological 

information provided by the graph structure to enable message-passing, but the FC is 

not fully refected in the node embeddings and graph embeddings, by extension. Nev-
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ertheless, we believe that the FC information is utilised to some extent by the GNNs 

since these models perform better than the GNN-euclid, which arguably utilises merely 

the topological information (Table 5.2). However, the extent to which the information 

provided by the FC measures is contained within the learned graph embedding remains 

unclear. One can merely speculate without introducing an additional mechanism into 

the GNN architecture, which is beyond the scope of this chapter. 

Finally, the GNN architecture utilised in this study is relatively simple as one of the 

simplest GCNs was used, and the readout layer merely computes the maximum of the 

node embeddings. Previous EEG-GNN applications demonstrated the advantages of 

using more complex graph convolutional layers and edge pooling mechanisms [77]. We 

hypothesise that exploiting a learnable edge-fltering mechanism akin to that utilised 

by Zhong et al. [311] might improve the classifcation compared to the edge-fltering 

methods used in this study. 

5.5 Conclusion 

GNN is an efective model for learning on graph-structured data, such as FC-EEG 

brain graphs. However, in the absence of consent about the ideal FC measure for 

estimating EEG brain graphs, the efect of an FC measure on the performance of GNN 

classifers is unclear. In this chapter, we have selected eight common FC measures to 

investigate this efect. 

First, we demonstrated that GNN models are superior to classical machine learn-

ing and CNN models for brain graph classifcation. Unfortunately, the utilised GNN 

architecture is a black-box model. Thus, future work should focus on implementing in-

terpretable GNN architectures that achieve similar performance but additionally ofer 

interpretability, such as which nodes, i.e. brain regions, drive the prediction. Besides 

providing an opportunity for experts to validate such models, interpretable predictions 

might also serve in the development of GNN-informed targeted treatment. 

Finally, we showed that utilising FC measures to defne the brain graph results in 

improved performance of GNN models compared to a fxed electrode-distance-based 

graph structure. While using an FC measure improves the performance, no concrete 

FC measure can be recommended as the ideal choice. Thus, in future research, the 

choice of suitable FC measure should be carefully evaluated in the context of the given 

research question. Alternatively, focusing on fusion methods might lead to developing 

a novel composite measure of FC. 
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5.6 Chapter Summary 

This chapter systematically evaluates various FC methods in inferring EEG brain 

graphs for training GNN to classify AD patients. It compares GNNs utilising FC-

based brain graphs with baseline models, demonstrating the superior performance of 

GNN models. 

The chapter emphasises that GNN, leveraging information from both FC brain 

graphs and node feature matrices, outperforms other models, highlighting the unique 

ability of GNNs to process these inputs simultaneously, unlike other DL and ML mod-

els. 

The results indicate that FC-based graphs perform better than static distance 

graphs, suggesting that GNNs can efectively leverage the information about FC to 

improve predictions. Despite these successes, the choice of FC measure remains am-

biguous as none of the testes FC measures perform signifcantly better than all others. 

Additionally, the chapter explores the impact of frequency bands and edge fltering 

methods on model performance. Frequency-band-specifc and sparse brain graphs are 

consistently favoured over full-frequency range and fully connected graphs. 

This chapter focused on relatively simple GNN architectures to highlight the general 

strengths of GNNs and to fairly test the efect of FC measures. However, the resulting 

models do not ofer any explainability, a crucial property for predictive modelling in 

health-related settings. Thus, future work needs to emphasise explainability to allow 

for a clear interpretation of the predicted diagnosis outcome. 



Chapter 6 

Adaptive Gated Graph 

Convolutional Network for 

Explainable Diagnosis 

6.1 Introduction 

1The brain is a complex, densely connected system that operates across multiple spatial 

and temporal scales. Neurological diseases, such as AD, can alter the connectivity of 

the brain and thus disrupt brain function [76, 72, 207, 150]. 

Multiple studies propose GNN-based architectures to process EEG. However, GNN 

methods for EEG-based diagnosis of AD are limited [142, 229]. GNN-EEG implemen-

tations often include several steps: (1) input construction, i.e. graph structure and 

node features; (2) GNN encoder to learn node embeddings; and (3) aggregation of 

node embeddings to a graph embedding, which can be used in the fnal classifcation 

step. 

There are various approaches to realise the graph construction in step (1). Node 

features are commonly defned as EEG time-series signal [229, 166, 8, 163], or a sta-

tistical summary of the signal in the time domain [214, 249], the frequency domain 

[142, 244], or the diferential entropy [166, 291, 53, 132, 301, 244]. Based on NW liter-

ature, many approaches defne the brain graph using FC measures [142, 229, 178, 48, 

1The content presented in this chapter has been published in Dominik Klepl, Fei He, Min Wu, 
Daniel J. Blackburn, and Ptolemaios Sarrigiannis. Adaptive Gated Graph Convolutional Network 
for Explainable Diagnosis of Alzheimer’s Disease Using EEG Data. IEEE Transactions on Neural 
Systems and Rehabilitation Engineering, 31:3978–3987, 2023. ISSN 1558-0210. doi: 10 .1 10 9/ TN 
SRE.20 23 .3 32 16 34 
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214, 249, 166, 163]. The graph structure can also be based on the distance between 

EEG electrodes [249, 291, 53]. However, such an approach largely ignores brain connec-

tivity information. Alternatively, the brain graph can be automatically learned by the 

model, either as a learnable mask shared across samples [171, 166, 244] or by pairwise 

node feature distance minimisation regularised by an additional graph loss function 

[311, 132, 301]. While such approaches are fexible and should converge to an optimal 

graph structure with respect to a given learning task, the learned brain graph might 

not be representative of the underlying brain connectivity, i.e. such a graph structure 

might overestimate the strength of the task-relevant edges compared to the underlying 

connectivity. In this chapter, an adaptive graph learning mechanism is proposed based 

on node feature enhancement via CNN and subsequent graph construction. This is 

achieved using a correlation similarity measure of power spectral density and sparsifed 

via k nearest neighbours (KNN) edge selection. Thus, it combines the strength of the 

FC-based and automated graph learning methods. Such a combination overcomes the 

limitations of fully learnable graphs described above since the correlation computation 

is ultimately detached from the classifcation task. However, it should be noted that 

the adaptively learned graph structure refects brain region similarity rather than a 

functional relationship assumed by classical FC measures. 

The design of GNN encoders in step (2) for EEG applications has been mainly lim-

ited to simple architectures, such as the ChebConv [48, 8, 249, 291, 53, 132, 163], and 

simple GCN [142, 171, 307, 166, 244, 311]. However, we hypothesise that such node 

embedding updating mechanisms are not optimal for EEG tasks. These graph convo-

lutions update node embeddings by summing the initial embedding and the aggregated 

messages from the neighbouring nodes. Such updating implies that information from 

diferent scales contributes equally to the fnal node embeddings, hence graph embed-

dings as well. While brain disruptions caused by AD occur across multiple spatial 

scales, their predictive power is likely diferent. Therefore, a gating mechanism is cru-

cial for fltering and weighting the information collected across diferent scales. We 

propose to adopt the gated graph convolution [175] to address this issue. 

Finally, we implement the aggregation of node embeddings in step (3) by adopting 

the adaptive structure-aware pooling (ASAP) node pooling mechanism [215] to frst 

learn the most important clusters of nodes, which are in turn concatenated to form 

the graph embedding. This is in contrast to the previous approaches that do not use 

any node pooling and form graph embeddings via simple element-wise readout layers 

[142, 289, 214, 166, 307, 178, 311] or concatenating all nodes of the graph [229, 48]. 
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Other node pooling approaches were tested for EEG applications [77, 289]. In contrast 

to ASAP pooling, these approaches pool the graph by selecting a specifed number of 

nodes without considering their local context within the graph. Therefore, important 

information might be lost due to such node pooling. 

In this chapter, we propose a novel GNN model for explainable AD classifcation, 

which can adaptively enhance node features and dynamically construct brain graph 

structures as shown in Figure 6.1. The learned brain graphs can then be used for the 

interpretation of predictions. Moreover, a clustering-based node pooling mechanism is 

adopted to coarsen the brain graph, thus localising the brain regions that contribute 

to the predictions. Finally, we conduct extensive ablation and parameter sensitivity 

experiments to elucidate the importance of the individual blocks within the proposed 

model architecture. 

6.2 Methods 

The proposed adaptive gated graph convolutional network (AGGCN) model consists 

of three blocks: a graph learning module, a GNN encoder and a classifer. The graph 

learning module receives a node feature matrix as input, enhances it using a 1D-CNN 

and learns the brain graph structure. The GNN encoder then uses the output of the 

graph learning module as input, i.e. a featured, weighted, undirected graph. The 

encoder generates a graph embedding used by the classifer to output the predicted 

probabilities. 

6.2.1 EEG Pre-processing 

As a neurophysiologist confrmed the EEG signal to be artefact-free, we did not further 

clean the signals. The signals are fltered using a band-pass Butterworth flter to a range 

of 0.5 Hz and 45 Hz and down-sampled to 200 Hz. Finally, 1-second long windows with 

50% overlap are created to increase the sample size. 

6.2.2 Node Feature and Graph Learning 

The node features are defned as power spectral density computed from 1-second-long 

EEG signals with 1 Hz increments from 1 to 45 Hz. Hence, the input is a node feature 

matrix X ∈ RN×Din , Din = 45. 
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Figure 6.1: The architecture of the proposed adaptive gated graph con-
volutional network. A) The proposed model consists of a graph learning 
module, gated graph convolutional neural network (GGCN) encoder, ASAP 
node pooling module, and a three-layer MLP outputting the predicted prob-
abilities. B) Graph learning module takes a N ×Din node feature matrix as 
input. Node features are defned as power spectral density from 1 to 45 Hz 
(Din = 45) computed for all N EEG electrodes (N = 23). Then, a 1D CNN 
enhances them. The brain graph structure is then constructed as a corre-
lation graph between the outputs from the 1D CNN and made sparse by 
a k-nearest-neighbour edge selection (Corr-KNN). C) The enhanced node 
features and the learned graph structure are then passed to a GGCN en-
coder. GGCN applies message passing and gated recurrent unit (GRU) 
recursively over R iterations. 

The input is then passed to a CNN with batch normalisation, LCNN 1D convolu-

tional layers and a maximum pooling with kernel size 2 and step size 2. The output is 

fattened and fed to a fully connected layer with hidden size hCNN and batch normalisa-

tion. This neural network outputs a matrix of enhanced node features X ′ ∈ RN×DhCNN . 

A graph structure is then inferred from the enhanced node features by computing 

the absolute value of Pearson’s correlation for each pair of nodes. Thus, a unique 

graph structure is learned for each input sample and is defned by an adjacency matrix 

A ∈ RN×N with N = 23 being the number of EEG channels. In order to produce 

sparse graphs, the k-nearest-neighbours algorithm is utilised. This means that the k 

strongest edges are preserved for each node. 
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This proposed graph learning module has multiple hyperparameters that control its 

architecture. Namely, these are the number of convolutional layers LCNN , the kernel 

size (which is equal to the step size), the number of flters, the hidden size hCNN , the 

dropout rate dropCNN and the kKNN parameter that controls the graph sparsity. 

6.2.3 Graph Neural Network Encoder and Classifer 

A graph convolution extends the classical convolution from the Euclidean domain to the 

graph domain. The input graph is given by G = (N, A, X ′ ) where N is the set of nodes, 

A is the learned graph, and X ′ is the enhanced node feature matrix. A simple graph 

convolution is defned by the message-passing mechanism wherein the node embedding 

of node i is learned by aggregating information from its 1-hop neighbourhood, i.e. 

nodes connected with an edge, as follows: X 
l+1 l l x = xi + Θ eij xj, (6.1)i 

j∈N(i) 

where xli are the node features of node i at the lth layer, x0i is the ith row of the 

input node feature matrix X, and Θ is a learnable linear transformation. N(i) and eij 

are the neighbourhood of node i and the edge weight connecting nodes i and j given 

by the adjacency matrix A, respectively. Stacking L graph convolutional layers then 

means aggregating information iteratively from 1-hop to L-hop neighbourhoods, thus 

gradually going from local to global information about the graph. 

Note that the aggregated message is added to the initial node embedding xi
l . Thus, 

the entire information collected from each L-hop neighbourhood is always fully inte-

grated into the node embedding. However, information might be distributed unequally 

across spatial scales in brain graphs. The GGCN [175] addresses this problem by in-

troducing a mechanism to decide what information should be retained at each scale 

selectively: X 
(r+1) (r)· Θr+1 m = eji · x , (6.2)i j 

j∈N (i) 

(r+1) (r+1) (r)
x = GRU(m , x ), (6.3)i i i P 

where mi are the aggregated messages, is the aggregation function, Θr is a learn-

able matrix for iteration r, which maps the node features from shape [1, DhCNN ] to 

], and GRU is the gated recurrent unit [56]. Briefy, a GRU is a recurrent [1, DhGN N 
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neural network layer with update, reset, and input gates that allow the network to 

recursively update or forget information about the input. The node embeddings are 

learned recursively up to R iterations with a shared GRU gate, which is equivalent to 

stacking R GCN layers. 

The node embeddings are then passed through an activation function and a batch 

normalisation layer. Finally, the node embeddings are passed to the node pooling 

module. The hyperparameters of the proposed encoder are the number of iterations 

R, the hidden size hGNN , the activation function, the aggregation function and the 

dropout rate dropGNN applied after the encoder. 

Node Pooling 

After learning the node embeddings, the model learns a coarsened graph using the 

ASAP pooling mechanism [215]. This pooling frst learns N clusters, each centred at 

one node, also named ego-graphs. The membership of node j in the ego-cluster centred 

at node i is given by the Sij matrix. Note that this is a soft-cluster assignment matrix; 

thus, each node can belong to multiple clusters with varying membership strengths. 

The clusters are learned as follows: 

Sij = aij , (6.4)� � 
aij = softmax i , (6.5)θTσ (Θxm∥xj) 

x mi = max xj, (6.6) 
j∈N(i) 

where aij is the attention score and the membership strength, θ and Θ are learnable 

vector and matrix, respectively. σ is the LeakyReLU activation function, and xmi is 

the master query representing the initial cluster embedding. The attention scores are 

also subject to a dropout probability droppool. The fnal cluster embedding is then 

calculated as an attention-weighted sum, which is additionally weighted by the cluster 

score ϕi: X 
x ci = ϕi aij xj, (6.7) 

j∈N(i) 

where the cluster score ϕi is computed by the local extremum graph convolution [215]: X 
ϕi = Θ1 · xi + eji · (Θ2xi − Θ3xj) , (6.8) 

j∈N(i) 
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Table 6.1: Performance of the proposed AGGCN in EC, EO and combined 
(EC+EO) conditions. 

Condition Accuracy AUC Sensitivity Specifcity F1 
EC 
EO 

EC+EO 

89.1 ± 1.4 
85.56 ± 0.96 
81.79 ± 1.26 

0.895 ± 0.016 
0.834 ± 0.015 
0.82 ± 0.016 

92.95 ± 2.59 
90.88 ± 2.01 
84.27 ± 2.19 

85.16 ± 2.45 
79.98 ± 1.47 
79.22 ± 2.05 

89.7 ± 1.4 
86.55 ± 0.98 
82.46 ± 1.27 

which is designed to measure the relative importance of each cluster. 

The cluster embedding xi
c is then used to select the top k scoring clusters, which 

will be included in the coarsened graph: 

¯ ¯ ¯i = T opk(Xc), k ∈ [1, 2, ...N ], S = S(:, i) (6.9) 

Ap = S̄T · A · S̄ , Xp = Xc(:, ̄i) (6.10) 

¯where T opk is a function that returns the indices of clusters ̄i. S and Xp are the pruned 

soft-cluster assignment matrix and the pruned cluster embedding matrix, respectively, 

and Ap is the adjacency matrix of the coarsened graph. 

The graph pooling module has the following hyperparameters: the size of the pooled 

graph kpool, the dropout rate droppool and the negative slope of the LeakyReLU acti-

vation. 

Multilayer Perceptron Classifer 

The cluster embedding matrix Xp of the coarsened graph returned by the node pooling 

module is fattened and fed to a MLP classifer. Specifcally, a LMLP -layer MLP with 

hidden size hMLP is utilised with a block of batch normalisation, activation function, 

and dropout layers utilised between the fully connected layers. The fnal layer outputs 

a two-dimensional vector of log probabilities for each class. 

The classifer has the following hyperparameters: the number of layers LMLP , hid-

den size hMLP , activation function and dropout rate dropMLP . 

6.2.4 Model Implementation and Evaluation 

The proposed AGGCN model was implemented using PyTorch 1.10 [205], and PyTorch 

Geometric 2.0.2 [89] and trained on a laptop with Intel i7 CPU, 16 GB RAM and an 

NVIDIA RTX 2070 GPU. 

The model is trained by minimising the cross-entropy loss. The model performance 
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is evaluated using repeated (30 times) 10-fold stratifed group cross-validation (one 

group = subject identifer) and trained on the dataset collected during the eyes-closed 

condition. Since all participants have multiple samples, keeping all the samples from 

the same participant within the same fold is crucial to prevent information leakage. In 

order to prevent overftting, another fold is utilised for validation to implement early 

stopping and is used to optimise hyperparameters. Thus, in each iteration of the cross-

validation, one fold is used as validation, one fold as testing, and the remaining eight 

folds form the training set. 

A stochastic gradient descent optimiser and an exponential learning rate scheduler 

are used to train the model with a batch size of 128 for 200 epochs. If validation loss 

does not decrease for 15 epochs, the training is stopped early. Additionally, zero-mean 

Gaussian noise with standard deviation σ is added to the input during training with 

probability pnoise to improve the generalisability of the model. Eventually, the best 

model was identifed using the average cross-validated F1 score measured on the vali-

dation folds. The selected model was then retrained and tested on the dataset obtained 

during the eyes-open condition and the combined dataset from both conditions. The 

fnal results are then reported using the test folds only. The stability of the perfor-

mance is assessed by computing the standard deviation of the samples collected over 

the 30-times repeated cross-validation. 

Note that the hyperparameters of the proposed model are optimised using Bayesian 

optimisation. Ten warm-up random iterations were used to initialise the optimisation, 

followed by 200 optimisation iterations. The optimisation is evaluated only on the 

validation sets to prevent overftting. Moreover, we carry out parameter-sensitivity 

experiments to verify the infuence of a few key hyperparameters of the proposed model 

architecture. Specifcally, these are the number of iterations of the GGCN encoder, 

the size of the pooled graphs, the sparsity of the learned graph and the choice of 

aggregation function of the GGCN encoder. Due to the computational cost of running 

these experiments, we reduce the number of repeats of the cross-validation from 30 to 

5. The hyperparameters of the model are reported in Appendix C (Table C.2). 

6.3 Results and Discussion 

In this section, we report the experimental results of our AGGCN model. As illustrated 

in Table 6.1, our AGGCN has shown robust performance across all the conditions. Note 

that the best performance was achieved during the EC condition. This is likely because 
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with eyes closed, the ocular artefacts are minimised; thus, the underlying dynamics are 

easier to detect. The performance remains high even in the EO condition, suggesting 

that the proposed model can detect underlying patterns in both EC and EO conditions. 

However, the performance decreases signifcantly on the EC+EO combined dataset. We 

hypothesise that the patterns learned under the EC and EO conditions share relatively 

little information; thus, the EC+EO model performs signifcantly worse. We explore 

this further in section 6.3.3. 

In addition, the hyperparameter values of the optimised model are reported in 

Appendix C (Table C.1). 

6.3.1 Comparison with the Baselines 

The proposed model was compared to seven baseline models proposed in the litera-

ture across the three conditions. The frst baseline is the best-performing model from 

our previous work [142]. It is a GNN with two spatial graph convolutional layers, 

maximum readout and brain graph defned using the amplitude-envelope-correlation 

(AEC-GNN). The second baseline model is the spatio-temporal graph convolutional 

network (STGCN) that uses temporal convolutions and ChebConv layers and defnes 

the brain graphs using wavelet coherence [229]. Then, two CNN-based models, PSD-

CNN [118] and Wavelet-CNN [115], trained on PSD and wavelet transform, respec-

tively, were used. Next, two traditional machine learning approaches were utilised: 

support vector machine trained on node degree computed from phase lag index graph 

(NS-SVM) [202], and a logistic regression trained on vectorised adjacency matrices ob-

tained from coherence graphs across seven frequency bands (AM-SVM) [197]. Finally, 

we use an MLP model where the input is a fattened PSD node feature matrix [142] 

without using graph-domain information. 

Table 6.2 shows the f1 scores of various models across diferent conditions. Note 

that all seven models were evaluated under the same setting (e.g. the same 1-second 

EEG window samples). We can observe that our proposed AGGCN outperforms the 

baselines across all conditions. Moreover, STGCN was originally evaluated using a 

cross-validation setup, which mixed samples from the same subject in their original 

paper.[229]. It is expected that its performance drops signifcantly when evaluated 

using stratifed group cross-validation in our experiments. 
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Table 6.2: The F1 score and the number of trainable parameters of the 
baseline models and the proposed method across conditions. The best-
performing model is highlighted in bold. 

Model EC EO EC+EO 
No. of 

parameters 
AEC-GNN [142] 

MLP [142] 
PSD-CNN [118] 
STGCN [229] 

Wavelet-CNN [115] 
AM-SVM [197] 
NS-SVM [202] 

Proposed 

81.61 ± 3.16 
82.01 ± 4.39 
88.15 ± 0.77 
46.71 ± 8.58 
51.35 ± 5.61 
86.3 ± 1.5 

55.93 ± 3.04 
89.7 ± 1.4 

77.91 ± 1.1 
76.51 ± 3.34 
80.89 ± 1.45 
44.34 ± 7.33 
57.52 ± 8.02 
83.8 ± 1.3 

50.32 ± 3.36 
86.55 ± 0.98 

76.74 ± 1.87 
77.47 ± 4.26 
79.51 ± 1.74 
38.25 ± 17.16 
59.27 ± 6.44 
80.31 ± 1.3 
52.9 ± 2.08 
82.46 ± 1.27 

445,204 
54,628,354 
3,420,432 
662,754 

46,755,208 
✘ 
✘ 

2,208,861 

6.3.2 Model Ablation Study 

We perform ablation experiments to determine the contribution of each module of the 

proposed model. The following seven ablated variants of the proposed model were 

tested in our experiments. 

• A: no node pooling; 

• B: graph learning replaced with a fully connected graph; 

• C: GGCN replaced with a Rth-order ChebConv (R = 4); 

• D: variants A and B combined; 

• E: variants A and C combined; 

• F: variants B and C combined; 

• G: variants A, B and C combined. 

The ablation results in Figure 6.2 reveal that each of the proposed modules con-

tributes signifcantly to the high performance of the proposed architecture. For variant 

A, we can observe that the contribution of the node pooling module is signifcant, albeit 

relatively small. However, this module reduces the number of parameters of the model 

and helps to produce explainable predictions (Figure 6.7 and Figure 6.8). Without 

the node pooling, the fnal MLP classifer would have N × hGNN × hMLP parameters 

(N = 23), but node pooling reduces it to kpool × hGNN × hMLP (kpool = 3). For vari-

ant B, it is not surprising that its performance decreases signifcantly as the graph 
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Figure 6.2: F1 scores of model variants. The asterisks report the p-value 
of a nonparametric Mann-Whitney U test measuring the diference between 
AGGCN and the ablated variants. 

learning module is replaced with a fully connected graph. Thus, it cannot leverage 

graph-domain information except in the node pooling module. 

Next, we demonstrate that the GGCN encoder improves performance signifcantly 

compared to a ChebConv encoder according to variant C. A ChebConv layer is similar 

to a GGCN in its iterative nature, i.e. ChebConv iteratively updates node embeddings 

by approximating the eigendecomposition of graph Laplacian. However, ChebConv 

does not have any gating mechanism, which means that information across scales con-

tributes to the fnal embedding equally. Since all of the major modules of the proposed 

are shown to contribute to the fnal performance signifcantly, it is unsurprising that the 

rest of the ablated models with more than one of these modules perform signifcantly 

worse as well (Variants D-G in Figure 6.2). Note that some of the ablated models 

maintain a relatively low variance of performance. We speculate this is because the 

ablated models can still learn robust embeddings, but some of the information within 

the data remains inaccessible, which would be enabled by the removed module. 

The parameter sensitivity experiments also support the optimal values of crucial 

hyperparameters of the proposed model (Appendix C, Figs C.1, C.2, C.3 and C.4). It 

is worth noting that the proposed architecture allows training relatively deep models 

(using up to eleven GGCN iterations) with only a minor performance decrease (Fig 

C.1). We can also observe that although the optimal values of these hyperparameters 

result in the best performance, the performance doesn’t change much with adjacent 

values near the optima. This demonstrates that although the proposed model requires a 

relatively large number of hyperparameters to be determined, its performance remains 

robust with sub-optimal values, thus suggesting generalisability potential. 
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Figure 6.3: Top 30 strongest edges of the AGGCN-learned graphs of AD 
and HC cases in EC and EO conditions (average of all samples). 

6.3.3 Explainability of AGGCN 

The proposed model generates plausible and consistent explanations for its predictions. 

We generate multiple types of prediction explanations. Specifcally, these are derived 

from the following: (1) graph learning, (2) node embedding and GGCN encoder, (3) 

node pooling, and (4) feature masking. Except for type (4), these explanations could 

be obtained for individual samples. However, we visualise the diagnosis-averaged ex-

planations to explore the patterns learned by the proposed model. 

Graph Learning 

The graph learning module learns a clear diference between the AD and HC cases, as 

shown in Figure 6.3 (alternatively Figure C.5). The learned brain graphs show that AD 
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Figure 6.4: The diferences between AGGCN-learned graphs for AD and 
HC cases in EC and EO conditions show the AD-related connectivity dis-
ruption. The average of all samples, the top 30 strongest edges were pre-
served. Values above zero indicate AD increase, while values below zero 
indicate AD decrease. 

cases have increased connectivity overall, while HC graphs seem more sparse with few 

densely connected regions. A well-defned cluster of densely connected nodes is present 

in both groups within the centro-parietal and occipital regions and a few strong edges 

in the frontal and temporal regions. The locations of the strongest edges are con-

sistent across conditions. Figure 6.4 then shows the top 30 edges, where the largest 

increase/decrease in coupling was observed in AD. AD seems to have increased coupling 

strength in long-distance edges, particularly between frontal and parietal/occipital re-

gions. These increases are quite consistent between conditions. In contrast, AD cases 

have decreased coupling strength, mostly in local connections in the frontal (EC) and 

frontal and centro-parietal (EO) regions. 

Additionally, we statistically compared the learned graph structures to determine 

diferences between AD and HC cases across EC and EO conditions (Figure C.6) 

Node Embeddings and GGCN 

Another prediction explanation can be derived from the node embeddings obtained 

by the GGCN (Fig 6.5). In particular, we visualise the node embeddings obtained 

after four iterations of GGCN and compress them to 1D representation using princi-

pal component analysis (PCA) and extracting the frst principal component. PCA is 

ftted for each condition separately. The node embeddings do not express a change 
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Figure 6.5: Averaged node embeddings across nodes expressed via the 
frst component of PCA for AD and HC cases across EC and EO conditions. 
Note that embedding value does not suggest increased or decreased activity 
within a given area but rather the similarity of nodes. 

in activity but rather a node similarity. Generally, the node embedding explanations 

show two large regions of similar embeddings. In EC, these are frontotemporal and 

centro-parietal regions, and right frontotemporal and the rest of the regions for HC 

and AD, respectively. The HC similarity region in the EO condition is reduced from 

frontotemporal to only the frontal region. In contrast, the AD similarity region ex-

pands from the right frontotemporal region to the left side. This further highlights the 

diferences in learned patterns under the EC and EO conditions, thus explaining the 

reduced performance in the combined EC+EO condition. 

Next, the role of the gating mechanism is elucidated by analysing the amount of 

information gathered at each scale, i.e. iteration of GGCN (Figure 6.6). We measure 

this by computing the average Euclidean distance between the initial and updated 
(r) (r+1)

node embedding at each iteration, i.e. xi and mi in Eq. 6.3. For instance, 

a small distance means a small amount of information was gathered at that scale. 

Local information contributes highly to the node embeddings of the AD cases, and 

then the degree of contributions linearly decreases with increasing graph scale. The 

opposite pattern is observed for HC cases, where the later iterations infuence the node 

embeddings. This highlights the degradation of global and distributed information 

caused by AD since the model can efciently learn with fewer iterations, i.e. most 

information is obtained from the frst three iterations. 

Node Pooling Module 

The node pooling mechanism can be exploited to derive two explanations. First, we 

analyse the frequency with which each node is included in the coarsened graph, i.e. 

pooling frequency (Figure 6.7). Second, cluster attention scores (i.e. aij in Eq. 6.5) can 
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Figure 6.6: The average distance between initial node embedding and up-
dated node embeddings shows the amount of information retained in each 
iteration of GGCN, i.e. going from local to global information. The aster-
isks denote the p-value of non-parametric Mann-Whitney U tests comparing 
the average distance between AD and HC cases and EC and EO conditions. 

Figure 6.7: The average probability of a node being included in the 
coarsened graph by the ASAP node pooling module for AD and HC cases 
across EC and EO conditions. Averaged from all samples and min-max 
normalised. 

be used to identify important hubs that are highly represented in the clusters learned 

by the node pooling module (Figure 6.8). 

The nodes in parieto-occipital regions are consistently selected with high pooling 

frequency for AD and HC cases across both EC and EO conditions (Figure 6.7). Addi-

tionally, in EC condition, HC cases frequently select frontal nodes while AD cases tend 

to select central nodes. In contrast, in the EO condition, there seems to be more vari-

ation in the pooling frequency, with temporal nodes having a high pooling frequency 

for AD and HC cases. 

Note that the nodes of the pooled graphs are, in fact, cluster embeddings, i.e. 

attention weighted sum of node embeddings (Eq. 6.7). We visualise the nodes with 
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Figure 6.8: Attention scores learned by the node pooling module (aij in 
Eq. 6.5), indicating the amount of information transferred from the source 
node into a cluster centred at the target node. Averaged for all AD and 
HC cases across EC and EO conditions (single strongest edge preserved for 
each target cluster node). 

the highest attention scores of each cluster to highlight important hubs (Figure 6.8). 

The attention scores are directed edges from a source node, transferring information to 

the cluster centred at the target node. Alternatively, these scores can be interpreted 

as a cluster membership strength. This information transfer should be interpreted as 

information fow within the model and most likely does not refect an information fow 

within the brain. 

In EC, AD cases show a large hub at the P4PZ node with strong long-distance 

and short-distance to various nodes. Additionally, there is a smaller hub at the T5O1. 

Similarly, in EO, AD cases have a large hub at the T3C3 node and a smaller one at the 
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T4T6 node. In contrast, HC cases do not have any apparent hubs in the EC condition, 

with only a small hub at the P4PZ node. The attention links also seem to be rather 

short-distance. In the EO condition, HC cases show a large hub at the T6O2 node and 

smaller hubs at the P4PZ and T4T6 nodes. 

This variance between EC and EO conditions displayed in the pooling frequency 

and attention scores suggests a plausible answer to why it is challenging for the model 

to learn joint representation in the EC+EO combined condition. We speculate this is 

caused by the additional dynamics introduced by the visual processing during the EO 

condition. 

Feature Masking 

We utilise feature masking to elucidate the importance of the frequency components 

summarised at each node by the node feature vector, i.e. PSD. In this, values at a 

selected part of the node feature vectors are replaced by zeroes and the model is re-

trained on this modifed dataset. The relative reduction in f1 scores was then measured 

and visualised in Fig 6.9 for EC and EO conditions. 

In both EC and EO conditions, the frequencies between 6 and 10 Hz are the most 

important since their masking reduced performance by 4.82% and 9.18%, respectively. 

This fts well with the well-described increase of power as well as functional connectivity 

in AD within these frequencies corresponding to θ and low α bands [13, 141]. Simi-

larly, masking of the [1, 5], [36, 40] and [41, 45] frequency ranges results in a signifcant 

performance decrease in both EC and EO. Additionally, in EO condition, the [11, 15], 

[16, 20] and [26, 30] frequency ranges produce a signifcant performance decrease. 

6.3.4 Limitations and Future Work 

Although our approach achieves competitive performance, we identify a few drawbacks. 

First, the relatively small size of our dataset imposes a limit on ftting complex models. 

We address this issue by segmenting the EEG signals into short windows. The short 

window length means that the model might not be able to represent information from 

low-frequency components of the signal. 

Next, we do not explore alternative node feature representations beyond PSD in 

this study. PSD is merely a linear frequency-domain representation of the signal. 

Including time-domain and nonlinear information in the node features might improve 

the expressiveness of the model. Similarly, the proposed graph learning mechanism 
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Figure 6.9: Relative change in F1 score when parts of node features are 
masked, showing the importance of frequency components for the classif-
cation task for eyes closed and eyes open conditions. The asterisks denote 
the p-value of non-parametric Mann-Whitney U tests comparing whether 
the relative change is signifcantly diferent from 0. 

is limited to linear coupling patterns because (1) it is inferred from the node features 

and (2) it is expressed as Pearson’s correlation coefcient. Future work should explore 

other forms of FC that might be integrated into the graph learning mechanism and 

study ways to include more complex frequency-dependent coupling information. 

Finally, the model architecture might be limited by the relatively large number 

of hyper-parameters that need to be optimised. However, this limitation should be 

mitigated by utilising a validation set during the optimisation. Moreover, we explore 

the model stability with respect to some of the important hyperparameters in the 

parameter sensitivity experiments. These suggest that the performance achieved by 

the proposed model is not limited purely to the optimal values of the hyperparameters. 

6.4 Conclusion 

This work proposes a novel graph learning model that performs highly in the AD 

diagnosis task. We show that the model produces robust and clinically relevant ex-

planations for its predictions via the novel graph structure learning module and the 

node pooling mechanism. Finally, we highlight the importance of utilising the gating 

mechanism within a message-passing encoder. This allows the model to represent the 

multiscale distributed network disruptions accurately. 
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6.5 Chapter Summary 

This chapter introduces a novel GNN model for explainable AD classifcation. The 

model dynamically reconstructs brain graph structures and enhances node features 

adaptively from the data. The resulting brain graphs aid in interpreting predictions. 

Additionally, we employ a clustering-based node pooling mechanism to localise signif-

icant brain regions contributing to predictions. 

The experimental results demonstrate the robust performance of our AGGCN 

model across various conditions. Notably, the model performs best in EC condition but 

retains high performance in EC condition. However, performance signifcantly drops 

in the combined (EC+EO) dataset, indicating the challenge of integrating information 

from both conditions. 

Comparison with seven baseline models shows the superiority of AGGCN across 

all conditions. Ablation studies further highlight the importance of individual model 

modules, with each contributing signifcantly to the performance or explainability. 

The explainability of AGGCN is demonstrated by generating prediction explana-

tions across multiple scales. Graph learning reveals distinct brain connectivity patterns 

between AD and HC cases. Node embeddings and GGCN encoder showcase diferences 

in learned patterns under EC and EO conditions. The node pooling mechanism iden-

tifes signifcant hubs in brain regions contributing to predictions. Feature masking 

illustrates the importance of frequency components in node feature vectors for AD 

classifcation. 

While achieving competitive performance, limitations include dataset size con-

straints and potential enhancements in node feature representations and graph learning 

mechanisms. Nonetheless, the model demonstrates stability across varying hyperpa-

rameter values and provides clinically relevant explanations for AD diagnosis. 

In conclusion, the proposed AGGCN model proves efective for AD classifcation, 

ofering interpretability and insights into brain connectivity patterns relevant to the 

disease. 
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Conclusions 

The research presented in this thesis aimed to answer the question of how to leverage 

graph-based representations to characterise and distinguish AD cases from age-matched 

HC using multivariate EEG signals. Various FC measures and data-driven methods 

were utilised to recover functional brain graph structures from EEG. Two approaches 

to extracting information from brain graphs were tested: (1) feature-based ML and (2) 

data-driven DL representation learning. 

(1) relies on using graph-theory metrics to quantify certain aspects of brain graphs 

and has been deployed in Chapters 4 and 5 (partially). (2) uses artifcial neural net-

works to extract features useful for prediction automatically and has been deployed in 

Chapters 5 and 6. 

Chapter 4 reports the use of CBS as a novel measure of FC both within and 

between frequency bands by introducing multilayer graph representations. The recon-

structed CBS-based graphs were then used to elucidate the role of frequency bands 

and their CFC interactions to enable information integration and segregation and how 

these roles are infuenced by AD. This information is subsequently used to train ML 

model for AD classifcation. 

Chapter 5 then reports an empirical evaluation of commonly used FC measures 

for training predictive models to enable accurate AD diagnosis. GNN-based models 

perform signifcantly better than other tested architectures. Additionally, it has been 

demonstrated that FC information is crucial for GNN design for EEG classifcation. 

However, the choice of optimal FC measure remains ambiguous, as none of the chosen 

FC measures performs consistently better. 

Finally, Chapter 6 introduces a novel GNN-based architecture for explainable diag-

nosis of AD. The proposed model implements a data-driven graph learning mechanism, 
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thus avoiding the issue of selecting an appropriate FC measure. Multiple sample-

specifc explanations can be derived from the proposed model across various spatial 

levels, i.e. edge-level, node-level and cluster-level. 

7.1 Achieved Research Objectives 

7.1.1 Predictive Power of Nonlinear and CFC Connectivity 

Compared to Linear and WFC Alternatives 

Answers to this objective were addressed in Chapters 4 and 5. Specifcally, Chapter 4 

compares nonlinear FC measure of CFC and WFC (i.e. CBS) with its linear alternative 

limited to WFC (i.e. CS). Second, Chapter 5 compares several commonly used linear 

and nonlinear FC measures in terms of predictive performance using four classifcation 

approaches. 

CBS and CS-based graphs were compared in terms of detecting statistical difer-

ences between AD and HC cases and classifcation performance. As CBS detects com-

parable diferences as CS and even performs signifcantly better in the classifcation 

task, a conclusion can be drawn that the inclusion of nonlinear and CFC information 

improves AD characterisation and prediction. However, as CBS is not directly compa-

rable to CS, the exact contribution of nonlinear connectivity remains ambiguous. 

Next, 5 investigated the classifcation performance of linear and nonlinear FC mea-

sures. GNNs trained on linear and nonlinear FC graphs perform similarly. Thus, 

there is likely no advantage gained by considering nonlinear information. In contrast, 

some of the considered nonlinear FC measures such as MI and PLV lead to consistent 

signifcant performance gains when using SVM and CNN models. 

Overall, this thesis demonstrates several advantages of considering both nonlinear 

and CFC connectivity in combination with linear and WFC approaches for modelling 

AD. However, both linear and WFC connectivities are likely dominant in AD and HC 

EEG signals. 

7.1.2 Methods for Analysing Cross-frequency Coupling from 

a Graph Perspective 

The answer to this objective was addressed in Chapter 4. In the literature review 

chapter (Chapter 2), a research gap has been identifed concerning the lack of CFC 
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modelling from a graph perspective. This thesis proposed using CBS to reconstruct 

multilayer brain graphs that incorporate both WFC and CFC information. 

The proposed multilayer graph framework was then used to elucidate the roles of 

frequency components and their CFC interactions. Both WFC and CFC roles of high-

frequency components were shown to be disrupted in AD. In contrast, both WFC 

and CFC roles of low-frequency components seem to be generally increased in AD, 

thus suggesting a plausible compensatory mechanism for the loss of high-frequency 

coupling. In conclusion, this thesis demonstrates the utility of modelling both CFC 

and WFC within a graph-based framework to reveal novel AD-related disruptions. 

7.1.3 Graph Learning and Graph Neural Networks to Study 

Neurodegenerative Diseases and Facilitate Diagnosis 

This objective was addressed in Section 2.4 and Chapters 5 and 6. First, applications of 

GNNs for EEG-based classifcation were systematically reviewed. The main identifed 

limitations include a lack of experiments with a broader range of GCN layers, limited 

model explainability and missing integration of CFC information. Moreover, GNN-

based diagnosis of AD remains a largely unexplored area. 

Therefore, Chapter 5 frst investigated the efect of commonly used FC measures 

on GNN performance for EEG-based classifcation of AD using relatively simple GNN 

architecture. Results reported in this chapter demonstrate a clear advantage of GNNs 

for AD classifcation compared to baseline models. Additionally, the use of FC-based 

brain graphs result in superior GNN performance compared to fxed distance-based 

graphs, indicating the importance of considering FC information when designing GNN 

architectures. Chapter 6 then introduces a novel GNN architecture for the classifcation 

of AD. This model performs signifcantly better than previously proposed ML and DL 

approaches, thus further demonstrating the advantages of using GNNs. 

7.1.4 Graph Neural Network for Automatically Reconstruct-

ing Brain Graph Structures 

Multiple FC measures are commonly used in the literature to reconstruct brain graphs 

from EEG. However, results reported in Chapter 5 show ambiguous results regard-

ing choosing the optimal FC measure. In order to circumvent this issue, data-driven 

methods can instead be leveraged to reconstruct brain graph structure from the data. 
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The systematic review of EEG-GNNs (Section 2.4, has identifed various data-driven 

graph learning approaches incorporated within GNN, such as dot-product-based or 

attention-based methods. 

An alternative data-driven graph learning mechanism has been investigated in 

Chapter 6, utilising a well-known FC measure to produce brain graph structures. The 

learned graph structures share multiple characteristics with traditional FC graphs and 

also demonstrate their expressiveness in explaining edge-level diferences between AD 

and HC cases. 

7.1.5 Graph Neural Network for Explainable Prediction of 

Neurodegenerative Diseases 

Producing diagnosis explanations is crucial to enable model validation by clinical ex-

perts. However, this has often been overlooked in previously proposed DL-based mod-

els, including GNNs. Chapter 6, thus, delves into designing a GNN architecture that 

can produce prediction explanations across multiple spatial scales. The proposed model 

has been demonstrated to produce consistent explanations. 

On the global graph scale, the model leverages more information from local interac-

tions of AD cases compared to HC, suggesting the loss of global information processing 

due to AD. The model also identifed the emergence of a large hub in the parietal region 

in AD cases that contain both short- and long-range edges. This parietal hub might 

indicate a compensatory mechanism to counteract the disruption of global information 

processing. Finally, on the node level, the model shows the importance of parietal 

and occipital regions for AD classifcation. These results demonstrate the potential of 

GNNs models for precise explainable prediction from EEG signals. 

7.2 Research Limitations 

The research presented in this thesis has a few limitations that could be addressed 

in future research. First, the reported experiments were all performed on the same 

dataset. This is mainly due to the cost of obtaining other datasets and with no open 

access datasets available when these experiments were carried out. The main limitation 

of the used dataset is its limited size, i.e. 20 AD and 20 HC cases. The small sample size 

was attempted to circumvent by further splitting the signals into small windows, thus 

allowing the training of DL models. However, using signal windowing is not applicable 
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for statistical analysis since there is shared variance between windows from the same 

participant, thus violating the independence assumption of most statistical tests. 

Secondly, the generalisibility of the proposed methods is unclear due to the limited 

dataset and lack of validation on external datasets. Moreover, there is a risk of hy-

perparameter overftting to the used dataset. This limitation could be addressed by 

utilising nested cross-validation. Due to the high computational cost of such model 

validation, we opted for the traditional cross-validation approach commonly used in 

the literature. We acknowledge the potential risk of such an approach. However, it can 

be argued that since the AD-related patterns reported in this thesis ft well with the 

fndings reported in the literature, the proposed methods show a potential to generalise 

well to unseen data. This section outlines the limitations common to the whole thesis. 

Additionally, each chapter discussed limitations specifc to the work presented in the 

given chapter. 

7.3 Future Work 

The research objectives set out in this thesis were largely achieved, but several inter-

esting questions remain to be answered by future research. The methods proposed in 

this thesis were evaluated only in terms of distinguishing AD cases from HC. How-

ever, all of the methods are general and fexible enough to potentially (1) generalise to 

larger AD datasets, (2) be applied to the classifcation of other neurological diseases 

and disorders beyond AD and (3) to produce valuable insights about brain function 

and disease/disorder-related disruptions. 

The issue of (1) has already been described in the previous section. Beyond the 

methodology-related issues brought about by the small sample size, validation on larger, 

more diverse datasets would be benefcial. Ideally, the dataset should sample data from 

various countries and ethnically diverse participants to ensure a broad generalisation 

of the results. (2) would be an exciting extension of the reported work. The proposed 

methodology does not make any assumptions about the nature of a disorder aside from 

the assumption of graph disruption. Thus, the methods are likely to perform well 

in other EEG-based classifcation tasks such as Parkinson’s disease, frontotemporal 

dementia or epilepsy. Finally, (3) is based on the same assumption of the general 

nature of the proposed methods. Thus, the multilayer graph analysis and novel GNN 

model should generate comparable insights to those reported for AD cases. 

Another avenue for future research lies in exploring various pre-training techniques 
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to allow for the training of more complex and plausibly more powerful GNN models, 

preferably even on small datasets, i.e. datasets on less common diseases. An ideal 

pre-training population-independent task might be a regression task, i.e. predicting 

multivariate EEG signals T steps ahead. Moreover, an accurate multivariate regression 

GNN model could be further used to simulate additional samples, thus increasing the 

training set. 

A related future research direction would be utilising GNNs combined with unsu-

pervised learning to derive novel data-driven FC measures or even causality measures. 

Separating graph learning from training a model for a specifc classifcation task might 

ofer signifcant advantages. This would be in contrast to the AGGCN model (Chapter 

6). By learning the graph in isolation (i.e. without optimising the model for classif-

cation), the obtained edge weights would be guaranteed to encode brain similarity or 

causality between brain regions. In contrast, AGGCN-style graph learning might be 

biased towards edges helpful in solving the classifcation task. 

Although, this thesis demonstrated that incorporating CFC information into recon-

structed brain graphs provides novel ways of characterising AD. However, combining 

GNNs and CFC-based graphs remains unexplored. Generally, only WFC brain graphs 

have been thus far utilised as input to GNN models. Two ways of leveraging CFC in-

formation in GNNs might be of interest in future research. One approach could directly 

utilise multilayer brain graphs similar to those proposed in Chapter 4 as an input to a 

GNN model. Alternatively, a single layer CFC graph, e.g. δ-γ graph, would serve as 

input akin to how WFC graphs have been used in previously proposed approaches. 

Finally, while automatically diagnosing AD is crucial, it is merely a frst step to 

deploying automatic diagnostic models in clinical settings. Future research needs to 

expand the predictive modelling proposed in this thesis to both predict AD in early 

stages, i.e. conversion from MCI stage, and functional outcomes of the disease, i.e. 

symptom severity for monitoring and possibly evaluation of treatment efectiveness. 

Thus, this thesis is a small step in EEG-based diagnosis of AD but a giant leap for this 

author. 
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[56] Kyunghyun Cho, Bart Van Merriënboer, Dzmitry Bahdanau, and Yoshua Bengio. 

On the properties of neural machine translation: Encoder-decoder approaches. 

arXiv preprint arXiv:1409.1259, 2014. 

[57] Jacob Cohen. Statistical Power Analysis for the Behavioral Sciences. Routledge, 

2013. 

https://10.1097/01.wnp.0000436899.48243.5e


116 7.3 Bibliography 

[58] Michael X Cohen. Assessing transient cross-frequency coupling in eeg data. Jour-

nal of neuroscience methods, 168(2):494–499, 2008. 

[59] Michael X Cohen. Assessing transient cross-frequency coupling in EEG data. 

Journal of Neuroscience Methods, 168(2):494–499, March 2008. ISSN 0165-0270. 

doi: 10.1016/j.jneumeth.2007.10.012. 
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Appendix A 

Additional results from 

Cross-Frequency Multilayer 

Network Analysis with 

Bispectrum-based Functional 

Connectivity (Chapter 4) 

A.1 Statistical power 

We calculate the statistical power given our sample size (N = 40) as a function of the 

efect size (Cohen’s d) of a two-sample t-test with a two-sided alternative hypothesis 

and a signifcant p-value of 0.05 (Figure A.1). Sufcient power (80%) is reached with 

an efect size ≥ 0.45. 
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150 A.2 Results for epoch 1 

Figure A.1: Statistical power for diferent Cohen’s d efect size values 
with sample size 40. 

A.2 Results for epoch 1 

In this section, we report the results of the statistical comparisons and corresponding 

fgures using only data from the frst epoch. 

The comparisons of average coupling computed with CS and CBS are shown in Ta-

bles A.1 and A.2, respectively. Additionally, the corresponding fgures of connectivity 

matrices computed with CS and CBS are shown in Figures A.2 and A.3. 

The comparisons of node strength computed with CS and CBS are shown in Table 

A.3 and Figure A.4, and Table A.4 and Figure A.5, respectively. 

Results of comparisons of the unweighted multilayer network metrics are reported 

in Tables A.5, A.6 and A.7 for edge betweenness, global vulnerability and local vul-

nerability, respectively. The corresponding fgures are; edge betweenness (Figure A.6), 

global vulnerability (Figure A.7) and local vulnerability (Figure A.8). 

Results of comparisons of the weighted multilayer network metrics are reported in 

Tables A.8, A.9 and A.10 for edge betweenness, global vulnerability and local vulner-

ability, respectively. The corresponding fgures are; edge betweenness (Figure A.9), 

global vulnerability (Figure A.10) and local vulnerability (Figure A.11). 
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Figure A.2: Diference of average connectivity matrices (AD − HC) mea-
sured with CS in epoch 1 of (A) AD and (B) HC. For visualisation pur-
poses, the values were min-max normalised. Digits in black denote a p-value 
testing for the diference in global coupling (p < 0.05 in bold, in italics oth-
erwise). 

Table A.1: Comparisons of the mean of adjacency matrix constructed with 
CS in epoch 1. The results are reported as follows: statistics value (degrees 
of freedom), p-value of the test, Cohen’s d efect size (or nonparametric 
alternative), number of epochs where signifcant diferences were observed 
(E), diference estimate µ with 95% confdence interval. Reliable diferences 
(signifcant in all three epochs) are highlighted with bold text. 

Frequency band Test Diference estimate (95% CI) 
α 
β 
δ 
γ 
θ 

U=337, p=0.227, d=0.17, E=1 
t(36.97)=-2.72, p=0.014, d=-0.72, E=3 
t(35.89)=2.99, p=0.01, d=0.78, E=3 

t(36.45)=-1.22, p=0.227, d=-0.32, E=0 
t(36.85)=5.47, p¡0.001, d=1.44, E=3 

µ = −0.27 (-0.79 0.25) 
µ = −0.68 (-1.18 -0.18) 
µ = 0.73 (0.24 1.22) 
µ = −0.32 (-0.84 0.2) 
µ = 1.17 (0.74 1.6) 
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Figure A.3: Diference of average connectivity matrices (AD − HC) mea-
sured with CBS with input frequency on the vertical facets and output 
frequency on the horizontal. For visualisation purposes, the values were 
min-max normalised. Digits in black denote a p-value testing for the dif-
ference in global coupling (p < 0.05 in bold, in italics otherwise). 
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154 A.2 Results for epoch 1 

Figure A.4: Node strength (min-max normalised) measured with CS in 
epoch 1 of HC (blue) and AD (orange): mean with 95% confdence inter-
vals. Signifcant diferences (p ≤ 0.05) observed in at least ten thresholded 
networks are encoded by asterisks. The number of asterisks corresponds 
to the p-value (FDR corrected), i.e. p ≤ 0.0001 “****”, p ≤ 0.001 “***”, 
p ≤ 0.01 “**”, and p ≤ 0.05 “*”. 
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156 A.2 Results for epoch 1 

Figure A.5: Node strength (min-max normalised) measured with CBS 
in epoch 1 of HC (blue) and AD (orange): mean with 95% confdence 
intervals. The input frequency is on the vertical facets, and the output 
frequency is on the horizontal. Signifcant diferences (p ≤ 0.05) observed 
in at least ten thresholded networks are encoded by asterisks. The number 
of asterisks corresponds to the p-value (FDR corrected), i.e. p ≤ 0.0001 
“****”, p ≤ 0.001 “***”, p ≤ 0.01 “**”, and p ≤ 0.05 “*”. 
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164 A.2 Results for epoch 1 

Figure A.6: Importance of each type of frequency coupling of HC (blue) 
and AD (orange) measured by edge betweenness in epoch 1. Signifcant 
diferences (p ≤ 0.05) observed in at least ten thresholded networks are 
encoded by asterisks. The number of asterisks corresponds to the p-value 
(FDR corrected), i.e. p ≤ 0.0001 “****”, p ≤ 0.001 “***”, p ≤ 0.01 “**”, 
and p ≤ 0.05 “*”. 

Figure A.7: Global vulnerability of HC (blue) and AD (orange) in epoch 
1. Signifcant diferences (p ≤ 0.05) observed in at least ten thresholded 
networks are encoded by asterisks. The number of asterisks corresponds 
to the p-value (FDR corrected), i.e. p ≤ 0.0001 “****”, p ≤ 0.001 “***”, 
p ≤ 0.01 “**”, and p ≤ 0.05 “*”. 



165 A.2 Results for epoch 1 

Figure A.8: Local vulnerability of HC (blue) and AD (orange) in epoch 
1. Signifcant diferences (p ≤ 0.05) observed in at least ten thresholded 
networks are encoded by asterisks. The number of asterisks corresponds 
to the p-value (FDR corrected), i.e. p ≤ 0.0001 “****”, p ≤ 0.001 “***”, 
p ≤ 0.01 “**”, and p ≤ 0.05 “*”. 

Figure A.9: Importance of each type of frequency coupling of HC (blue) 
and AD (orange) measured by weighted edge betweenness in epoch 1. Sig-
nifcant diferences (p ≤ 0.05) observed in at least ten thresholded networks 
are encoded by asterisks. The number of asterisks corresponds to the p-
value (FDR corrected), i.e. p ≤ 0.0001 “****”, p ≤ 0.001 “***”, p ≤ 0.01 
“**”, and p ≤ 0.05 “*”. 



166 A.2 Results for epoch 1 

Figure A.10: Weighted global vulnerability of HC (blue) and AD (orange) 
in epoch 1. Signifcant diferences (p ≤ 0.05) observed in at least ten 
thresholded networks are encoded by asterisks. 

The number of asterisks corresponds to the p-value (FDR corrected), i.e. p ≤ 0.0001 
“****”, p ≤ 0.001 “***”, p ≤ 0.01 “**”, and p ≤ 0.05 “*”. 

Figure A.11: Weighted local vulnerability of HC (blue) and AD (orange) 
in epoch 1. Signifcant diferences (p ≤ 0.05) observed in at least ten 
thresholded networks are encoded by asterisks. The number of asterisks 
corresponds to the p-value (FDR corrected), i.e. p ≤ 0.0001 “****”, p ≤ 
0.001 “***”, p ≤ 0.01 “**”, and p ≤ 0.05 “*”. 
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170 A.3 Results of statistical tests for epoch 2 

Table A.11: Comparisons of the mean of adjacency matrix constructed 
with CS in epoch 2. The results are reported as follows: statistics value 
(degrees of freedom), p-value of the test, Cohen’s d efect size (or nonpara-
metric alternative), number of epochs where signifcant diferences were 
observed (E), diference estimate µ with 95% confdence interval. Reliable 
diferences (signifcant in all three epochs) are highlighted with bold text. 

Frequency band Test Diference estimate (95% CI) 
α 
β 
δ 
γ 
θ 

U=313, p=0.122, d=0.22, E=1 
U=225, p=0.003, d=0.4, E=3 
U=657, p¡0.001, d=0.48, E=3 

t(32.53)=-1.53, p=0.132, d=-0.4, E=0 
t(36.34)=4.5, p¡0.001, d=1.18, E=3 

µ = −0.4 (-0.87 0.09) 
µ = −0.73 (-1.23 -0.25) 
µ = 0.93 (0.46 1.4) 

µ = −0.4 (-0.93 0.12) 
µ = 1.02 (0.56 1.47) 

A.3 Results of statistical tests for epoch 2 

In this section, we report the detailed results of the statistical comparisons accompa-

nying the fgures reported in the main text computed using only data from the second 

epoch. The comparisons of average coupling computed with CS and CBS are shown in 

Tables A.11 and A.12, respectively. The comparisons of node strength computed with 

CS and CBS are shown in Tables A.13 and A.14, respectively. Results of comparisons of 

the unweighted multilayer network metrics are reported in Tables A.15, A.16 and A.17 

for edge betweenness, global vulnerability and local vulnerability, respectively. Re-

sults of comparisons of the weighted multilayer network metrics are reported in Tables 

A.18, A.19 and A.20 for edge betweenness, global vulnerability and local vulnerability, 

respectively. 
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Figure A.12: Diference of average connectivity matrices (AD − HC) 
measured with CS in epoch 3. For visualisation purposes, the values were 
min-max normalised. Digits in black denote a p-value testing for the dif-
ference in global coupling (p < 0.05 in bold, in italics otherwise). 

A.4 Results for epoch 3 

In this section, we only report the results of the statistical comparisons and correspond-

ing fgures using data from the third epoch. 

The comparisons of average coupling computed with CS and CBS are shown in 

Tables A.21 and A.22, respectively. Additionally, the corresponding fgures of connec-

tivity matrices computed with CS and CBS are shown in Figures A.12 and A.13. 

The comparisons of node strength computed with CS and CBS are shown in Table 

A.23 and Figure A.14, and Table A.24 and Figure A.15, respectively. 

Results of comparisons of the unweighted multilayer network metrics are reported 

in Tables A.25, A.26 and A.27 for edge betweenness, global vulnerability and local 

vulnerability, respectively. The corresponding fgures are; edge betweenness (Figure 

A.16), global vulnerability (Figure A.17) and local vulnerability (Figure A.18). 

Results of comparisons of the weighted multilayer network metrics are reported 

in Tables A.28, A.29 and A.30 for edge betweenness, global vulnerability and local 

vulnerability, respectively. The corresponding fgures are; edge betweenness (Figure 

A.19), global vulnerability (Figure A.20) and local vulnerability (Figure A.21). 
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Table A.21: Comparisons of the mean of adjacency matrix constructed 
with CS in epoch 3. The results are reported as follows: statistics value 
(degrees of freedom), p-value of the test, Cohen’s d efect size (or nonpara-
metric alternative), number of epochs where signifcant diferences were 
observed (E), diference estimate µ with 95% confdence interval. Reliable 
diferences (signifcant in all three epochs) are highlighted with bold text. 

Frequency band Test Diference estimate (95% CI) 
α 
β 
δ 
γ 
θ 

t(34.87)=-2.12, p=0.049, d=-0.55, E=1 
U=231, p=0.005, d=0.39, E=3 

t(34.62)=4.82, p¡0.001, d=1.26, E=3 
U=355, p=0.318, d=0.13, E=0 

t(32.41)=4.93, p¡0.001, d=1.3, E=3 

µ = −0.54 (-1.04 -0.03) 
µ = −0.72 (-1.19 -0.2) 
µ = 1.07 (0.62 1.51) 

µ = −0.27 (-0.85 0.31) 
µ = 1.1 (0.65 1.54) 

Figure A.13: Diference of average connectivity matrices (AD − HC) 
measured with CBS in epoch 3 with input frequency on the vertical facets 
and output frequency on the horizontal. For visualisation purposes, the 
values were min-max normalised. Digits in white denote a p-value testing 
for the diference in global coupling (p < 0.05 in bold, in italics otherwise). 



185 

δ 
θ 

α
 

β
 

γ
 

δ θ α β γ
 

t(
36

.7
)=

3.
5,

 p
=

0.
00

5,
 d

=
0.

92
,

E
=

2,
 µ

 =
 0
.8

4(
0.

36
 1

.3
2)

 
t(
3
6
.7
5
)=
3
.9
7
, 
p
=
0
.0
0
1
, 
d
=
1
.0
4
,

E
=
3
, 
µ

 =
 0
.9

3(
0
.4
6

 1
.4
) 

t(
36

.2
8)

=
2.

49
, 

p
=

0.
02

6,
 d

=
0.

65
,

E
=

2,
 µ

 =
 0
.6

2(
0.

12
 1

.1
2)

 
t(

33
.5

4)
=

-0
.0

9,
 p

=
0.

92
8,

 d
=

-0
.0

2,
E

=
0,

 µ
 =

 −
0.

02
(-

0.
55

 0
.5

) 
U

=
39

9,
 p

=
0.

81
7,

 d
=

0.
04

, 
E

=
0,

 µ
 =

 −
0.

07
(-

0.
63

 0
.3

7)
 

t(
3
6
.8
6
)=
4
.7
4
, 
p
¡0
.0
0
1
, 
d
=
1
.2
4
,

E
=
3
, 
µ

 =
 1
.0

6(
0
.6
1

 1
.5
1
) 

t(
3
6
.4
8
)=
3
.0
3
, 
p
=
0
.0
1
3
, 
d
=
0
.8
,

E
=
3
, 
µ

 =
 0
.7

4(
0
.2
5

 1
.2
4
) 

t(
36

.7
5)

=
0.

8,
 p

=
0.

55
9,

 d
=

0.
21

,
E

=
1,

 µ
 =

 0
.2

1(
-0

.3
1 

0.
74

) 
t(

29
.5

7)
=

-2
.2

6,
 p

=
0.

04
4,

 d
=

-0
.5

9,
E

=
1,

 µ
 =

 −
0.

57
(-

1.
07

 -
0.

06
) 

t(
36

.5
8)

=
-1

.1
3,

 p
=

0.
36

8,
 d

=
-0

.3
,

E
=

0,
 µ

 =
 −

0.
29

(-
0.

82
 0

.2
3)

 

t(
3
2
.3
3
)=
3
.2
1
, 
p
=
0
.0
0
9
, 
d
=
0
.8
4
,

E
=
3
, 
µ

 =
 0
.7

7(
0
.2
9

 1
.2
6
) 

t(
34

.9
6)

=
0.

4,
 p

=
0.

78
3,

 d
=

0.
11

,
E

=
1,

 µ
 =

 0
.1

1(
-0

.4
2 

0.
63

) 
t(

36
.7

9)
=

-2
.5

7,
 p

=
0.

02
3,

 d
=

-0
.6

7,
E

=
1,

 µ
 =

 −
0.

64
(-

1.
14

 -
0.

14
) 

t(
3
7
)=
-4
.0
4
, 
p
=
0
.0
0
1
, 
d
=
-1
.0
6
,

E
=
3
, 
µ

 =
 −

0.
94
(-
1
.4
1

 -
0
.4
7
) 

t(
3
6
.9
8
)=
-2
.6
9
, 
p
=
0
.0
2
1
, 
d
=
-0
.7
1
,

E
=
3
, 
µ

 =
 −

0.
67
(-
1
.1
7

 -
0
.1
7
) 

t(
35

.6
7)

=
0.

47
, 

p
=

0.
76

3,
 d

=
0.

12
,

E
=

0,
 µ

 =
 0
.1

2(
-0

.4
 0

.6
5)

 
t(

30
.9

9)
=

-2
.9

, 
p

=
0.

01
7,

 d
=

-0
.7

6,
E

=
1,

 µ
 =

 −
0.

71
(-

1.
2 

-0
.2

2)
 

t(
3
7
)=
-4
.1
5
, 
p
=
0
.0
0
1
, 
d
=
-1
.0
9
,

E
=
3
, 
µ

 =
 −

0.
96
(-
1
.4
2

 -
0
.5
) 

t(
3
6
.5
4
)=
-2
.6
3
, 
p
=
0
.0
2
3
, 
d
=
-0
.6
9
,

E
=
3
, 
µ

 =
 −

0.
66
(-
1
.1
6

 -
0
.1
6
) 

t(
3
5
.9
7
)=
-2
.5
8
, 
p
=
0
.0
2
3
, 
d
=
-0
.6
8
,

E
=
3
, 
µ

 =
 −

0.
64
(-
1
.1
4

 -
0
.1
4
) 

U
=

43
5,

 p
=

0.
85

7,
 d

=
0.

03
,

E
=

0,
 µ

 =
 0
.0

4(
-0

.5
2 

0.
51

) 
U

=
37

6,
 p

=
0.

62
6,

 d
=

0.
09

,
E

=
1,

 µ
 =

 −
0.

17
(-

0.
66

 0
.2

9)
 

t(
3
6
.8
1
)=
-2
.7
2
, 
p
=
0
.0
2
1
, 
d
=
-0
.7
1
,

E
=
3
, 
µ

 =
 −

0.
68
(-
1
.1
7

 -
0
.1
8
) 

t(
3
6
.2
9
)=
-2
.7
7
, 
p
=
0
.0
2
1
, 
d
=
-0
.7
2
,

E
=
3
, 
µ

 =
 −

0.
68
(-
1
.1
8

 -
0
.1
9
) 

U
=

31
3,

 p
=

0.
14

4,
 d

=
0.

22
,

E
=

1,
 µ

 =
 −

0.
39

(-
0.

91
 0

.0
8)

 

T
a
b
le

 A
.2
2
: 
C
om

p
ar
is
on

s 
of

 t
h
e 
m
ea
n

 o
f 
ad

ja
ce
n
cy

 m
at
ri
x

 c
on

st
ru
ct
ed

 w
it
h

 C
B
S

 i
n

 e
p
o
ch

 3
. 
T
h
e 
re
su
lt
s 
a
re

 
re
p
or
te
d

 a
s 
fo
ll
ow

s:
 s
ta
ti
st
ic
s 
va
lu
e 
(d
eg
re
es

 o
f 
fr
ee
d
om

),
 p
-v
al
u
e 
of

 t
h
e 
te
st
, 
C
oh

en
’s

 d
 e
f
ec
t 
si
ze

 (
o
r 
n
o
n
p
a
ra
m
et
ri
c 

al
te
rn
at
iv
e)
, 
n
u
m
b
er

 o
f 
ep

o
ch
s 
w
h
er
e 
si
gn

if
ca
n
t 
d
if
er
en
ce
s 
w
er
e 
ob

se
rv
ed

 (
E
),

 d
if
er
en
ce

 e
st
im

a
te

 µ
 w

it
h

 9
5
%

 
co
n
f
d
en
ce

 i
n
te
rv
al
. 
R
el
ia
b
le

 d
if
er
en
ce
s 
(s
ig
n
if
ca
n
t 
in

 a
ll

 t
h
re
e 
ep

o
ch
s)

 a
re

 h
ig
h
li
g
h
te
d

 w
it
h

 b
o
ld

 t
ex
t.

 

A.4 Results for epoch 3 



186 A.4 Results for epoch 3 

Figure A.14: Node strength (min-max normalised) measured with CS in 
epoch 3 of HC (blue) and AD (orange): mean with 95% confdence inter-
vals. Signifcant diferences (p ≤ 0.05) observed in at least ten thresholded 
networks are encoded by asterisks. The number of asterisks corresponds 
to the p-value (FDR corrected), i.e. p ≤ 0.0001 “****”, p ≤ 0.001 “***”, 
p ≤ 0.01 “**”, and p ≤ 0.05 “*”. 
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188 A.4 Results for epoch 3 

Figure A.15: Node strength (min-max normalised) measured with CBS 
in epoch 3 of HC (blue) and AD (orange): mean with 95% confdence 
intervals. The input frequency is on the vertical facets, and the output 
frequency is on the horizontal. Signifcant diferences (p ≤ 0.05) observed 
in at least ten thresholded networks are encoded by asterisks. The number 
of asterisks corresponds to the p-value (FDR corrected), i.e. p ≤ 0.0001 
“****”, p ≤ 0.001 “***”, p ≤ 0.01 “**”, and p ≤ 0.05 “*”. 
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196 A.4 Results for epoch 3 

Figure A.16: Importance of each type of frequency coupling of HC (blue) 
and AD (orange) measured by edge betweenness in epoch 3. Signifcant 
diferences (p ≤ 0.05) observed in at least ten thresholded networks are 
encoded by asterisks. The number of asterisks corresponds to the p-value 
(FDR corrected), i.e. p ≤ 0.0001 “****”, p ≤ 0.001 “***”, p ≤ 0.01 “**”, 
and p ≤ 0.05 “*”. 



197 A.4 Results for epoch 3 

Figure A.17: Global vulnerability of HC (blue) and AD (orange) in epoch 
3. Signifcant diferences (p ≤ 0.05) observed in at least ten thresholded 
networks are encoded by asterisks. The number of asterisks corresponds 
to the p-value (FDR corrected), i.e. p ≤ 0.0001 “****”, p ≤ 0.001 “***”, 
p ≤ 0.01 “**”, and p ≤ 0.05 “*”. 

Figure A.18: Local vulnerability of HC (blue) and AD (orange) in epoch 
3. Signifcant diferences (p ≤ 0.05) observed in at least ten thresholded 
networks are encoded by asterisks. The number of asterisks corresponds 
to the p-value (FDR corrected), i.e. p ≤ 0.0001 “****”, p ≤ 0.001 “***”, 
p ≤ 0.01 “**”, and p ≤ 0.05 “*”. 
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Figure A.19: Importance of each type of frequency coupling of HC (blue) 
and AD (orange) measured by weighted edge betweenness in epoch 3. Sig-
nifcant diferences (p ≤ 0.05) observed in at least ten thresholded networks 
are encoded by asterisks. The number of asterisks corresponds to the p-
value (FDR corrected), i.e. p ≤ 0.0001 “****”, p ≤ 0.001 “***”, p ≤ 0.01 
“**”, and p ≤ 0.05 “*”. 

Figure A.20: Weighted global vulnerability of HC (blue) and AD (orange) 
in epoch 3. Signifcant diferences (p ≤ 0.05) observed in at least ten 
thresholded networks are encoded by asterisks. 

The number of asterisks corresponds to the p-value (FDR corrected), i.e. p ≤ 0.0001 
“****”, p ≤ 0.001 “***”, p ≤ 0.01 “**”, and p ≤ 0.05 “*”. 
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Figure A.21: Weighted local vulnerability of HC (blue) and AD (orange) 
in epoch 3. Signifcant diferences (p ≤ 0.05) observed in at least ten 
thresholded networks are encoded by asterisks. The number of asterisks 
corresponds to the p-value (FDR corrected), i.e. p ≤ 0.0001 “****”, p ≤ 
0.001 “***”, p ≤ 0.01 “**”, and p ≤ 0.05 “*”. 
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Appendix B 

Additional results from EEG-based 

Graph Neural Network 

Classifcation: An Empirical 

Evaluation of Functional 

Connectivity Methods (Chapter 5) 

B.1 Comparison of node features - power spectral 

density 

Figure B 1: Averaged node features 
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B.3 Efect of frequency bands on model performance 

Figure B.3: Efect of frequency band 

Table B.1: Performance of the GNN model across fve frequency bands 
and the full frequency range. Values are based on 20-times repeated 20-fold 
cross-validation. Diferences might occur between the main-text results and 
the supplementary results as the main-text results are based on 50-times 
repeated 20-fold cross-validation. 

Band area under curve (AUC) Accuracy Sensitivity Specifcity 
delta 0.98 - 0.003 90.59% ±0.77 93.43% ±1.65 87.79% ±2.08 
theta 0.983 - 0.003 90.59% ±0.77 93.43% ±1.65 87.79% ±2.08 
alpha 0.984 - 0.002 90.59% ±0.77 93.43% ±1.65 87.79% ±2.08 
beta 0.984 - 0.003 90.59% ±0.77 93.43% ±1.65 87.79% ±2.08 
gamma 0.984 - 0.003 90.59% ±0.77 93.43% ±1.65 87.79% ±2.08 
full 0.983 - 0.002 90.59% ±0.77 93.43% ±1.65 87.79% ±2.08 
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Table B.2: Performance of the CNN model across fve frequency bands 
and the full frequency range. Values are based on 20-times repeated 20-fold 
cross-validation. Diferences might occur between the main-text results and 
the supplementary results as the main-text results are based on 50-times 
repeated 20-fold cross-validation. 

Band AUC Accuracy Sensitivity Specifcity 
theta 0.937 - 0.004 85.51% ±0.6 82.77% ±1.24 88.22% ±1.45 
beta 0.904 - 0.009 85.51% ±0.6 82.77% ±1.24 88.22% ±1.45 
full 0.902 - 0.005 85.51% ±0.6 82.77% ±1.24 88.22% ±1.45 
delta 0.898 - 0.005 85.51% ±0.6 82.77% ±1.24 88.22% ±1.45 
gamma 0.873 - 0.019 85.51% ±0.6 82.77% ±1.24 88.22% ±1.45 
alpha 0.867 - 0.01 85.51% ±0.6 82.77% ±1.24 88.22% ±1.45 

Table B.3: Performance of the SVM-NS model across fve frequency bands 
and the full frequency range. Values are based on 20-times repeated 20-fold 
cross-validation. Diferences might occur between the main-text results and 
the supplementary results as the main-text results are based on 50-times 
repeated 20-fold cross-validation. 

Band AUC Accuracy Sensitivity Specifcity 
delta 0.67 - 0.017 63.54% ±1.05 62.91% ±1.19 64.22% ±1.02 
theta 0.801 - 0.013 63.54% ±1.05 62.91% ±1.19 64.22% ±1.02 
alpha 0.69 - 0.042 63.54% ±1.05 62.91% ±1.19 64.22% ±1.02 
beta 0.725 - 0.068 63.54% ±1.05 62.91% ±1.19 64.22% ±1.02 
gamma 0.761 - 0.056 63.54% ±1.05 62.91% ±1.19 64.22% ±1.02 
full 0.752 - 0.037 63.54% ±1.05 62.91% ±1.19 64.22% ±1.02 
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B.4 Efect of edge flters on model performance 

Figure B.4: Efect of edge flters 

Table B.4: Performance of the GNN model across the graph flters used. 
Values are based on 20-times repeated 20-fold cross-validation. Difer-
ences might occur between the main-text results and the supplementary 
results as the main-text results are based on 50-times repeated 20-fold cross-
validation. 

Edge Filter AUC Accuracy Sensitivity Specifcity 
Top 10% 0.984 - 0.003 91.74% ±1.1 95.13% ±1.31 88.4% ±2.02 
MST-1 0.983 - 0.002 91.74% ±1.1 95.13% ±1.31 88.4% ±2.02 
Top 20% 0.984 - 0.002 91.74% ±1.1 95.13% ±1.31 88.4% ±2.02 
MST-2 0.981 - 0.004 91.74% ±1.1 95.13% ±1.31 88.4% ±2.02 
Top 30% 0.984 - 0.003 91.74% ±1.1 95.13% ±1.31 88.4% ±2.02 
MST-3 0.981 - 0.003 91.74% ±1.1 95.13% ±1.31 88.4% ±2.02 
Full 0.983 - 0.003 91.74% ±1.1 95.13% ±1.31 88.4% ±2.02 
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Table B.5: Performance of the CNN model across the edge flters used. 
Values are based on 20-times repeated 20-fold cross-validation. Difer-
ences might occur between the main-text results and the supplementary 
results as the main-text results are based on 50-times repeated 20-fold cross-
validation. 

Edge Filter AUC Accuracy Sensitivity Specifcity 
Full 0.937 - 0.004 85.51% ±0.6 82.77% ±1.24 88.22% ±1.45 
MST-3 0.911 - 0.004 85.51% ±0.6 82.77% ±1.24 88.22% ±1.45 
Top 10% 0.902 - 0.005 85.51% ±0.6 82.77% ±1.24 88.22% ±1.45 
Top 30% 0.896 - 0.005 85.51% ±0.6 82.77% ±1.24 88.22% ±1.45 
MST-2 0.887 - 0.004 85.51% ±0.6 82.77% ±1.24 88.22% ±1.45 
MST-1 0.88 - 0.004 85.51% ±0.6 82.77% ±1.24 88.22% ±1.45 
Top 20% 0.872 - 0.006 85.51% ±0.6 82.77% ±1.24 88.22% ±1.45 

Table B.6: Performance of the SVM-NS model across the edge flters 
used. Values are based on 20-times repeated 20-fold cross-validation. Dif-
ferences might occur between the main-text results and the supplementary 
results as the main-text results are based on 50-times repeated 20-fold cross-
validation. 

Edge Filter AUC Accuracy Sensitivity Specifcity 
Top 10% 0.77 - 0.011 71.86% ±1.05 72.21% ±1.06 71.55% ±1.22 
MST-1 0.772 - 0.013 71.86% ±1.05 72.21% ±1.06 71.55% ±1.22 
Top 20% 0.772 - 0.03 71.86% ±1.05 72.21% ±1.06 71.55% ±1.22 
MST-2 0.785 - 0.014 71.86% ±1.05 72.21% ±1.06 71.55% ±1.22 
Top 30% 0.779 - 0.014 71.86% ±1.05 72.21% ±1.06 71.55% ±1.22 
MST-3 0.801 - 0.013 71.86% ±1.05 72.21% ±1.06 71.55% ±1.22 
Full 0.759 - 0.008 71.86% ±1.05 72.21% ±1.06 71.55% ±1.22 
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Additional results from Adaptive 

Gated Graph Convolutional 

Network for Explainable Diagnosis 

(Chapter 6) 

C.1 Hyperparameters of proposed model 

The optimised and allowed values of the various hyperparameters of the proposed 

AGGCN are reported in Tables C.1 and C.2, respectively. 

Table C.1: Hyper-parameter values of the optimised model 

LCNN kernel size CNN flters hCNN dropCNN kKNN 

1 4 84 403 0.024 16 
R hGNN activation aggregation dropGNN 

4 372 Tanh mean 0.9 
kpool droppool negative slope LMLP hMLP dropM LP 

3 0.75 0.085 3 16 0 
learning rate momentum weight decay γ σ pnoise 

0.063 0.859 0.076 0.896 0.346 0.1 
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Table C.2: Hyper-parameter value ranges allowed during optimisation 

Hyperparameter Values 
LCNN [1, . . . , 4] 

kernel size [2, . . . , 4] 
CNN flters [16, . . . , 100] 

hCNN [16, . . . , 1024] 
dropCNN [0, 0.9] 
kKNN [1, . . . , 23] 
R [1, . . . , 10] 

hGNN [16, . . . , 1024] 
activation ReLU, T anh, ELU, LeakyReLU 

aggregation add, mean, max 
dropGNN [0, 0.9] 
kpool [1, . . . , 23] 

droppool [0, 0.9] 
negative slope [0, 0.5] 

LMLP [1, . . . , 5] 
hMLP [16, . . . , 2048] 

dropMLP [0, 0.9] 
learning rate [0.001, 0.1] 
momentum [0, 0.9] 

weight decay [0, 0.1] 
γ [0.8, 0.95] 
σ [0, 0.5] 

pnoise [0, 0.6] 

C.2 Parameter sensitivity experiments 

Multiple parameter sensitivity experiments were performed to test the infuence of 

the selected crucial hyperparameters of AGGCN. The results of these experiments 

are reported in Figures C.1, C.2, C.3 and C.4 for the number of GGCN iterations, K-

nearest neighbour edges kept in the sparse learned graph structure, size of the coarsened 

(pooled) graph and aggregation function, respectively. 
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Figure C.1: Sensitivity of the proposed model to the number of iterations 
of the GGCN encoder. The error bars show the standard deviation of 
accuracies measured across ten repetitions. The optimal value is shown in 
blue. 

Figure C.2: Sensitivity of the proposed model to the k-nearest-neighbour 
edges kept in the learned graph structure. The error bars show the standard 
deviation of accuracies measured across ten repetitions. The optimal value 
is shown in blue. 
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Figure C.3: Sensitivity of the proposed model to the size of the pooled 
graph. The error bars show the standard deviation of accuracies measured 
across ten repetitions. The optimal value is shown in blue. 

Figure C.4: Sensitivity of the proposed model to the choice of the aggre-
gation function. The error bars show the standard deviation of accuracies 
measured across ten repetitions. The optimal value is shown in blue. 
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C.3 Explainability of AGGCN: Adjacency-based vi-

sualisations 

The main manuscript shows the AGGCN-learned graphs and the node pooling patterns 

as a graph. In order to facilitate a diferent view of the same results, we report the 

averaged adjacency matrices in Figure C.5 that correspond to Figure 6.3 in the main 

text. Similarly, we report the diferences between the learned graphs together with 

efect sizes (Wilcox permutation efect size) to quantify the strength of these diferences 

(Figure C.6, corresponding to Figure 6.4 in the main text). Finally, we report an 

adjacency-like view of the node pooling attention scores (Figure C.7) corresponding to 

Figure 6.8 in the main text. 
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Figure C.5: Average adjacency matrix of learned graphs of AD and HC 
cases in EC and EO conditions. 
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Figure C.6: Diference of averaged adjacency matrices of learned graphs 
of AD and HC cases (AD − HC) in EC and EO conditions (A). 

(B) The efect size for the non-parametric Mann-Whitney U tests comparing AD and 
HC with values set to 0 where p-value > 0.05, 
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Figure C.7: Average adjacency matrix of attention scores obtained by the 
node pooling module for AD and HC cases across EC and EO conditions. 
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	Chapter 1 
	Introduction 
	1.1 Background 
	Alzheimer’sdisease(AD)istheleadingcauseofdementiaamongolderindividuals,posingagrowingchallengetohealthcaresystemsandeconomies.Thereareapproximately47millionpatientsworldwidediagnosedwithAD,afigureprojectedtotripleby2050[82].TheincreaseofpatientsdiagnosedwithADislikelyrelatedtotheaverageageincreasinggloballybecausetheprevalenceofADincreasesrapidlywithage.ADisaprogressiveneurologicaldisordercharacterisedbythebuildupofamyloidplaquesandneurofibrillarytangles[211,259,252].Thispathologyleadstoneuronalcelldeath,lo
	-

	Despiteongoingresearch,theexactcausesofADremainlargelyunknown;itisestimatedthatabout79%ofthecasesoflate-onsetADarehereditaryandareoftenlinkedtospecificgenes[15],whileonlyaround1%ofearly-onsetcasesarefamilial[111].Additionally,alterationsinbraincorticalactivityhavebeenobservedprecedingtheonsetofcognitivesymptoms[67,14],suggestingthepotentialforearlydetection.AlthoughthereiscurrentlynocureforAD,anearlydiagnosismightbecrucialtoinitialiseprocedurestomitigatethesymptomseverityandpotentiallydelayorevenpreventthep
	However,thecurrentprocessfordiagnosingADisexpensive,time-consumingandmaybeinaccessibleduetotheneedforspecialisedequipmentandtrainedclinicians.
	1
	1.1 Background 
	Thisprocessentailsvariousneuroimagingscanssuchasmagneticresonanceimaging(MRI),computerisedtomography(CT),positronemissiontomography(PET)andcerebrospinalfluidanalysis,aswellasabatteryofcognitivetestsassessingabilitiessuchasshort-termmemory,attentionandspatialorientation[64,110,13].Therefore,thereisanurgentneedforareliable,economical,portableandautomatedalternativediagnosticmethod.Despitethedesirabilityofanautomatedmethod,itiscrucialtoprovideaccurateandeasy-to-understandexplanationssothatexpertscanvalidatethe
	Electroencephalography(EEG)isasuitablecandidateforaddressingthisneed.EEGisanon-invasiveneuroimagingtechniquethatmeasuresthesumofelectricalpotentialsgeneratedbyneuronalpopulationswithinthebrain.Specifically,EEGfunctionsbyplacingelectrodesonthesubject’sscalp.Comparedtootherneuroimagingmethodscapableofcapturingbraindynamics,suchasfunctionalmagneticresonanceimaging(fMRI)andmagnetoencephalography(MEG),EEGisportableandrelativelyaffordable.However,becauseofrecordingatthescalplevelwithalimitednumberofelectrodes,the
	-

	AlthoughEEGisnotcurrentlyusedinaclinicalsettingforADdiagnosis,ithasbeenwidelyusedforstudyingchangesinducedbyneurodegenerativediseases[13,14].ThereisevidenceofalterationsofbrainoscillatorypatternsinearlyADwhencomparedtoage-matchedhealthycontrol(HC)priortoobservinganystructuralchangessuchassignalslowingandcomplexityreduction[14,67].Additionally,EEGhasbeensuccessfullyusedtomeasurebrainconnectivity,i.e.relationshipsbetweenpairsofbrainregions.AsthepathologyofADcauseswidespreaddisconnectionsbetweenbrainareas,itca
	-

	Forthesereasons,theresearchpresentedinthisthesisfocusesonexaminingthedisruptionsinconnectivityinducedbyAD.Specifically,theaimistoexaminenovelwaystodesignagraph-basedapproachtocharacterisethecomplexchangesinthebrainduetoADandutilisethesecharacteristicstogenerateaccurateandinterpretable
	1.2 Motivation 
	predictions.
	1.2 Motivation 
	Itiswellknownthatthebrainisacomplexnetworkofneuralunitsinteractingacrossmultiplespatialandtemporalscales[21].ThepatternsofbrainoscillationsacquiredfrommultipleEEGelectrodeshavetraditionallybeenanalysedinisolation,grand-averagedacrosselectrodesortheirpairwiseinteractions.However,usingsuchanapproach,itisnotpossibletoquantifythefunctionoftheentirebrain[23].Networkneuroscience(NW)isanemergingapproachinneurosciencewhichaimstoaddressthisissue.Unlikeotherneuroscienceapproaches,NWstudiesthebrainfromanintegrativeper
	-
	-
	-

	Networksonvariousscalesofthebraincanbedefinedfrommolecularandcellularlevelsuptomacro-regionsofthebrain[23].TheresearchpresentedinthisthesisispositionedatthefarendofthisdimensionasEEGprovidesonlyacoarsespatialresolution,
	-

	i.e.electricalpotentialsmeasuredonthelevelofmacro-regions[204,14].Specifically,thenodesaremodelledattheelectrodelevelsuchthateachnodecorrespondstoanEEGelectrode.
	Theedgesconnectingbrainregionscanbedefinedinmultipleways.Structuralconnectivity(SC)edgesrepresentthephysicalconnectionsbetweenregionsretrievedfrommethodssuchasMRIorCT[40,22].However,informationaboutSCisunavailableinelectrophysiologicalsignalssuchasEEG.Incontrast,edgesmodelledasfunctionalconnectivity(FC)andeffectiveconnectivity(EC)representastatisticaldependencyandcausalrelationshipbetweenregions,respectively[27,40,22].ThisthesisfocusesonFC-basedmethodstoreconstructbraingraphsfromEEGrecordings.
	-

	FCmeasurescanaimtoquantifyvarioustypesofdependenciesbetweenpairsofsignals.Therearelinearandnonlinearapproaches[224],timeandfrequencydomainapproaches[3],andphaseandamplitudeapproaches[35].Additionally,FCcanbecomputedonfullfrequencysignals(approximatelybetween0.5Hz and100Hz)orspecificfrequencybands.StudiesshowthatAD-relatedchangescanbeobservedmainlyinδ (0.5− 4Hz),θ (4− 7Hz)andβ (15− 31Hz)bands[13].StudieshaveshownthatADaffectsdistributedbrainnetworks,altersFCanddisruptsinformationprocessing
	-

	1.2 Motivation 
	acrossmultiplescales[207,150,76,128].
	Besidesthistypeofwithin-frequencycoupling(WFC),thereisagrowingamountofevidencethatcross-frequencycoupling(CFC)serveacrucialroleinthebrain[45,42].CFCquantifiesFCbetweensignalswithdifferentfrequencies.ItishypothesisedthatCFCplaysaroleinsynchronisinglocalandglobalprocessesandrelatestotheinformationintegrationacrossdistributedsystems[135].Specifically,varioustypesofCFChavebeendetectedinthebrain[126],suchasamplitudetoamplitude[126,73,39,135],phasetophase[126,42,251,135]andphasetoamplitude[126,59,257,135].However
	AfterabraingraphisreconstructedfromEEG,thenextchallengeistodesignaneffectivemodeltodeliveraccuratepredictionsaboutthegraphs.Feature-basedmachinelearning(ML)isoneoftheavailableapproaches.Graphtheorycanbeleveragedtoengineerfeaturesdescribingvariousbraingraphpropertiesmanually[40].Suchfeaturescanbenodal,i.e.definedforeachnodeofagraph,orglobal,i.e.anindexdescribingthegraphasawhole[3,27].Nodalfeaturesarecommonlyusedtoidentifyinfluentialnodesinthegraph.InthecontextofAD,nodedegree[197],andclusteringcoefficient[273
	-
	-
	-

	Deeplearning(DL)modelsofferanalternativeapproachwithautomaticfeatureextraction,althoughtheyrequiretheselectionofalargenumberofhyperparameterscomparedtoML.However,mosttraditionalDLarchitecturesareill-suitedforgraph-structuredinputs[37].Modelssuchasmultilayerperceptrons(MLPs),convolutionalneuralnetworks(CNNs),andrecurrentneuralnetworks(RNNs)weredesignedforEuclidianinputssuchastimeseriesandimages.Graphneuralnetworks(GNNs)havebeenproposedtoaddressthislimitationandofferanefficientextensionoftheconvolutionalmecha
	1.2 Motivation 
	forEEGtasksarerelativelylimitedwithoutaclearsetofguidelinesfordesigningsuchmodels.Thus,anotheraimofthisthesisistosystematicallyreviewthisemergingsubfieldofNWandproposecategorisationofthevariousapproachesexperimentedwithintheliterature.
	-

	Asdiscussedabove,variousFCmeasuresareutilisedintheliterature.However,selectinganappropriatemeasureofFCforsubsequentgraphanalysisandclassificationremainsambiguous.Toourknowledge,thisistrueforbothMLandDLapproaches.ThisthesisaimstofillthisgapbyproposinganempiricalevaluationoftheeffectanFCmeasurehasontheperformanceofvariousMLandDLmodels,includingGNNsintheADdiagnosistask.
	Acrucialareaforimprovementofthemodellingapproachesmentionedpreviouslyistheirexplicitlackofexplainability,i.e.itisusuallypossibletogeneratesomeexplanationsviapost-hocanalysis.Foramodeltobesuccessfullydeployedinareal-worldclinicalsetting,itisvitaltoproduceconsistentanddetailedexplanationsofitspredictionsthatmedicalexpertscanvalidate.ForADpredictiontask,suchexplanationsneedtobegeneratedformultiplespatialscalesasAD-relateddisruptionsarewellknowntopresentonbothlocalandgloballevels[6].GNNsareanidealarchitecturefo
	-
	-

	UnlikeotherDLmodels,theinputtoGNNsformsthecomputationalgraphsimultaneously,i.e.graphstructureisleveragedbothforlearningandinformationpropagation[285].WhethertheinputgraphstructureistheoptimalcomputationalgraphhasbeenacentralpointofinterestinGNNliterature[31].Apopularapproachhasbeentodecouplethecomputationalgraphfromtheinputwithmethodssuchasgraphrewiring[256,137],graphliftingtohigherdimensionaltopologicalspaces[31]andtransformer-basedmethods[152,292].However,preservingtheFC-basedgraphstructureisessentialforb
	-
	-
	-

	1.3 Aims and Objectives 
	theunderlyingbrain-graphstructure.
	1.3 Aims and Objectives 
	Generallyspeaking,themainaimofthisresearchthesisistomodelhigh-dimensionalEEGsignalsfromagraphperspectiveinordertoquantifythechangesinthebrainconnectivitycausedbyneurodegenerativediseasesandtodevelopnovelbiomarkersfordiagnosisandcharacterisationofneurodegenerativediseases.SuchresultscanpotentiallyimprovethediagnosticprocessofADduetotheaccessibility,ease-of-useandlowcostofEEG.Thismainobjectiveisconciselycapturedwithinthefollowingresearchquestion:
	-

	How can reconstructed complex brain graphs from EEG signals be used for diagnosing and characterising neurodegenerative diseases? 
	Inordertoprovideadetailedanswertotheresearchquestion,multipleobjectiveswereidentified,highlightingthekeyelementsandpotentialfornovelcontributionsofthisresearchproject.Theobjectiveslistedbelowaimtoresearchthebrainstructureandfunctionchangesinducedbyneurodegenerativedisease.Thisaimisnotexplicitlyformulatedintheobjectivestoavoidrepetition.Althoughthereareothertypesofneurodegenerativediseases,thisresearchprojectisgoingtofocusonADasthisdiseaseaffectsthelargestportionofthehumanpopulation.
	1.
	1.
	1.
	Assessthepredictivepowerofnonlinearandcross-frequencybrainconnectivitycomparedtolinearandwithin-frequencyalternatives.

	2.
	2.
	Developmethodsforanalysingcross-frequencycouplingfromagraphperspectiveusingamultilayergraphanalysisframework.

	3.
	3.
	Investigatetheuseofgraphrepresentationlearningalgorithmsandgraphneuralnetworkstostudyneurodegenerativediseasesandfacilitatethediagnosticprocess.
	-



	(a)
	(a)
	(a)
	SystematicallyreviewgraphneuralnetworksforEEGclassificationinordertofacilitateacurrentoverviewofthefieldandaidininnovation.

	(b)
	(b)
	ExaminetheusabilityofcommonfunctionalconnectivitymethodstoconstructinginputEEGbraingraphstographneuralnetworks.
	-



	1.5 Overview of the Thesis 
	4.
	4.
	4.
	Assessthepotentialofgraphneuralnetworksforautomaticallyreconstructingbraingraphstructures.

	5.
	5.
	Developgraphneuralnetworkarchitectureforexplainablepredictionofneurodegenerativediseases.
	-



	1.4 Overview of the Thesis 
	Thisthesisisorganisedintosevenchaptersandcoversthefollowingcontent:
	• 
	• 
	• 
	Chapter 2 examinespriorresearchconnectedtothisthesis.ItbeginsbyexploringdifferentmethodsforreconstructingbraingraphsfromEEG.ItthendelvesintounderstandingestablishedchangesinAD,focusingongraph-levelalterations.Lastly,itcriticallyassessestheutilisationofGNNsinanalysingEEG.Overall,thischapterpinpointsseveralresearchgapsthisthesisintendstoaddress.
	-


	• 
	• 
	Chapter 3 describesthedetailsoftheEEGdatasetthatissubsequentlyutilisedinchapters4,5and6.

	• 
	• 
	Chapter 4 presentsworkonutilisingthehigher-ordernonlinearbispectrumtoreconstructmultilayerbraingraphsincorporatinginformationaboutbothWFCandCFCinteractions.Itevaluatesthebenefitsofthisapproachagainstasingle-layerlinearalternativeintermsofstatisticalcharacterisationandML-basedpredictionofAD.
	-


	• 
	• 
	Chapter 5 presentsthepracticalassessmentoftheinfluencesofdifferentFCmeasureontheperformanceofmultipleMLandDLalgorithmsinADdiagnosistask.

	• 
	• 
	Chapter 6 introducesadaptivegatedgraphconvolutionalnetwork(AGGCN),anovelGNNarchitecturedesignedforADclassification.Unliketraditionalgraph-basedapproachesdependentonspecificFCmeasures,thisarchitectureemploysadata-drivenapproachforreconstructingbraingraphs.Demonstratingoutstandingperformanceincontrasttoseveralstate-of-the-artmethods,itgeneratesdiversepredictionexplanationsatgraph,node,andedgelevels.
	-
	-


	• 
	• 
	Chapter 7 summarisesthepresentedcontributionsandoutlinespotentialfutureresearchdirections.


	1.5 Contributions and Research Outputs 
	1.5 Contributions and Research Outputs 
	Thisthesisintroducesoriginalcontributionsfocusedonutilisingmachinelearning,deeplearning,andgraphtheorymethodstocharacteriseADfromgraphperspective.Thisresearchaimstocontributetodevelopingadata-drivenframeworkforanalysingandunderstandingneurodegenerativediseases.
	1.Chapter 2 reviewspreviousresearchongraphapproachtoreconstructandclassifybraingraphsofADcasesfromEEGsignals.ThemaincontributionofthischapterisasurveyofapplicationsofGNNsforEEGclassification.
	Basedonpartsofthiswork,areviewpaperhasbeenpublished:
	• DominikKlepl,MinWu,andFeiHe.GraphNeuralNetwork-BasedEEGClassification:ASurvey.IEEE Transactions on Neural Systems and Rehabilitation Engineering,32:493–503,2024.ISSN1558-0210.doi:10.1109/TNSRE.2024.3355750
	-

	2.Chapter 4 introducesnovelmultilayergraphanalysistoelucidatetherolesofvariousbrainrhythmsinenablinginformationintegrationandsegregationwithinthebrainandhowtheserolesaredisruptedduetoAD.ThisinformationisthenusedforML-basedpredictionofAD.
	Basedonthiswork,ajournalpaperandaconferencepaperhavebeenpublished:
	• 
	• 
	• 
	DominikKlepl,FeiHe,MinWu,DanielJ.Blackburn,andPtolemaiosG.Sarrigiannis.Cross-FrequencyMultilayerNetworkAnalysiswithBispectrumbasedFunctionalConnectivity:AStudyofAlzheimer’sDisease.Neuroscience,521:77–88,June2023.ISSN0306-4522.doi:10.1016/j.neuroscience.2023.04.008
	-
	-


	• 
	• 
	DominikKlepl,FeiHe,WuMin,DanielBlackburn,andPtolemaiosSarrigiannis.Bispectrum-basedCross-frequencyFunctionalConnectivity:ClassificationofAlzheimer’sdisease.In2022 44th Annual International Conference of the IEEE Engineering in Medicine & Biology Society (EMBC),pages305–308,July2022.doi:10.1109/EMBC48229.2022.9871366
	-
	-
	-



	3.Chapter 5 reportstheeffectofcommonlyusedFCmeasuresontheperformanceofMLandDLmodelsinADclassificationtask.ThemainfocusisonGNNs.
	Basedonthiswork,ajournalpaperhasbeenpublished:
	1.5 Contributions and Research Outputs 
	• DominikKlepl,FeiHe,MinWu,DanielJ.Blackburn,andPtolemaiosSarrigiannis.EEG-BasedGraphNeuralNetworkClassificationofAlzheimer’sDisease:AnEmpiricalEvaluationofFunctionalConnectivityMethods.IEEE Transactions on Neural Systems and Rehabilitation Engineering,30:2651–2660,2022.ISSN1558-0210.doi:10.1109/TNSRE.2022.3204913
	-

	4.Chapter 6 introducesanovelGNNarchitecturewithalearnablegraphstructure,thusavoidingtheissueofFCmeasureselection.Thefocusisonacquiringexplainablepredictions.
	-

	Basedonthiswork,ajournalpaperhasbeenpublished:
	• DominikKlepl,FeiHe,MinWu,DanielJ.Blackburn,andPtolemaiosSarrigiannis.AdaptiveGatedGraphConvolutionalNetworkforExplainableDiagnosisofAlzheimer’sDiseaseUsingEEGData.IEEE Transactions on Neural Systems and Rehabilitation Engineering,31:3978–3987,2023.ISSN1558-0210.doi:10.1109/TNSRE.2023.3321634
	-

	Moreover,additionalresearchoutputshavebeenpublishedduringthisPhDproject:
	• 
	• 
	• 
	DominikKlepl,FeiHe,MinWu,MatteoDeMarco,DanielJ.Blackburn,andPtolemaiosG.Sarrigiannis.CharacterisingAlzheimer’sDiseaseWithEEG-BasedEnergyLandscapeAnalysis.IEEE Journal of Biomedical and Health Informatics,26(3):992–1000,March2022.ISSN2168-2208.doi:10.1109/JBHI.2021.3105397
	-


	• 
	• 
	SivasharminiGaneshamoorthy,LauraRoden,DominikKlepl,andFeiHe.GeneRegulatoryNetworkInferencethroughLinkPredictionusingGraphNeuralNetwork.In2022 IEEE Signal Processing in Medicine and Biology Symposium (SPMB),pages1–5,December2022.doi:10.1109/SPMB55497.2022.10014835


	Chapter 2 Literature Review 
	AlthoughEEGiscurrentlynotusedaspartofthediagnosticprocessofneurodegenerativediseasessuchasAD,itspotentialforcharacterisationanddiagnosishasrecentlygainedattentioninresearch[19].IncontrasttootherneuroimagingmethodssuchasCT,fMRIandPET,EEGoffersanexcellenttemporalresolution(onthescaleofmilliseconds)butsuffersfromrelativelylowspatialresolution.AnalternativetoEEGisMEG,whichmaintainsacomparabletemporalresolutionandallowsforhigherspatialresolution.However,EEGisconsiderablycheaperandmoreportablethanMEG,makingitanid
	-
	-
	-

	EEGrecordsthegrosssumofelectricalpotentialsgeneratedbyneuralassembliesincorticalandsub-corticalareas[204].However,thepositioningofEEGelectrodesonasubject’sscalpwilllikelyemphasisethecontributionofcorticalregionstothesignalsmeasuredbyEEG.EEGsignalsaretypicallyfurtherdecomposedintoseveralfrequencybandscorrespondingtodifferentbrainrhythms.Namelytheseareδ,θ,α,β andγ bands.Differentprocessesinthebraingenerateeachfrequencyband.Generally,highfrequenciesarerelatedtolocalcommunication,whilelowfrequenciessupportcommu
	VariousalterationsofthesebrainrhythmshavebeenreportedinADusingelectrode-levelmethods[114,9,139,221,222,227,200].ThiscategoryofEEGanalysistypicallyquantifiesthealterationsonasingleelectrodelevelwithoutconsideringpairwiseinteractions.Thesepatternsofbrainoscillatoryrhythmsarereviewedinsection2.1.
	-

	Networkneuroscienceextendstheanalysisofbrainoscillationstoquantifyinteractionsbetweenbrainregions.Suchinteractionscanbereconstructedfromneuroimagingdatausingconnectivityanalysis.Specifically,threetypesofconnectivitycanbetypi
	-
	-

	10
	2.1 Brain Oscillation Changes in Alzheimer’s disease 
	callyreconstructed:functional(FC),structural(SC)andeffective(EC).FCmeasuresstatisticaldependencybetweenpairsofsignalsindicatingfunctionalinteractionandisthemainfocusofthisthesis[231].SCquantifiesthephysicalconnectionbetweenneuronalpopulationsandbrainregions.However,EEGsignalsdonotcontainanyinformationaboutbrainstructure;thus,SCisnotapplicable.Finally,EC,consideredasubcategoryofFC,measuresthecausalityorflowofinformationbetweenregions.
	Uponselectinganappropriateconnectivitymeasure,abraingraphcanbereconstructedfromEEGbycomputingtheconnectivitybetweenallpairwisecombinationsofavailableelectrodes.Insection2.2,atypicalpipelineforreconstructingbraingraphsfromEEGisreviewedwithafocusoncommonFCmeasures,braingraphpreprocessingandgraphmeasures.
	-

	Then,graph-levelpatternsrelatedtoADarereviewedinsection2.3togetherwithvariousMLandDLmethodsforutilisinggraphinformationforautomateddiagnosisofAD.Amongtheseclassificationmethods,GNNsemergeasapowerfulmethodforlearningongraph-structuredobjectssuchasEEG-basedbraingraphs.Thus,GNNsmodelsproposedforvariousEEGclassificationtasksarereviewedinsection2.4.
	2.1 Brain Oscillation Changes in Alzheimer’s disease 
	-

	ThissectionreviewsthefindingsonbrainoscillationchangesinducedbyAD.Brainoscillationsinfluencethetimingofindividualneuronalfiringonamicroscopiclevelwhilecoordinatingtheinteractionamongwidelydispersedcorticalnetworksonamacroscopicscale[302].SignalsrecordedbyEEGcanthenbecharacterisedinthetimeorfrequencydomainstostudytheoscillatoryactivity.
	-
	-

	IdentificationofoscillationsinEEGmeasurementsistypicallycomputedacrossdifferentEEGchannels,i.e.electrodes,eitherinisolationorbyobtainingagrand-averagedsignalofthewholebrainoraparticularregionofinterest.Theseoscillatorypatternsaretypicallyanalysedinfrequencybands,thusallowingthestudyoftheprocesseslinkedtolow-frequencyandhigh-frequencyoscillationsinisolation.FivecanonicalfrequencybandsaredefinedforEEGsignals:δ (0.5−4Hz),θ (4−7Hz),α(7− 15Hz)andβ (15−31Hz).Ithasbeenshownthateachbandsupportsvariouscognitivefunct
	2.1 Brain Oscillation Changes in Alzheimer’s disease 
	Generally,low-frequencyoscillationsenablelong-rangeglobalneuralcommunication,whilehigh-frequencyoscillationssupportlocalcommunication[231,266].Forinstance,δ rhythmbecomesdominantduringsleepandθ oscillationsinthefrontalregionarelinkedtoinhibitoryregulationofotherregions,memoryandexecutivefunction[117].α bandisrelatedtomemoryandtemporalattention[105],β islinkedtomotorplanning,imageryandexecution[199],andγ isrelatedtoconsciousinformationprocessing[232]andactivememory[109].
	-
	-

	Healthyageingischaracterisedbyprogressivechangesinbrainwavefrequency,power,anddistributionduringrest[121].Inparticular,healthyageingisassociatedwithanincreaseofpowerinδ andθ bands[222]andslowingdownofdominantactivityofα band[121].Cognitivedeclinerelatedtoneurodegenerationfurtherenhancesthealterationsofbrainoscillatoryactivity[193].ThehallmarkEEG-basedbiomarkerofADistheslowingdownofbrainsignals.Thisismanifestedbythereductionofthepowerofhigh-frequencyrhythmsandanincreaseinthepoweroflow-frequencycomponents[114
	Aglobalδ powerincreasehasbeenobservedinAD[49,11,46]whereasθ powerincreaseislimitedtocentralandoccipitalregions[47,140].Reducedα powerhasbeenobservedinoccipital,parietalandtemporalregions[11,179,157,140].Similarly,reducedβ powerhasbeendetectedincentral,frontalandoccipitalregions[140].Findingsrelatedtoγ bandchanges,suchaspowerandsynchronisation,areconsideredcontroversialduetotheirinconsistency[101],withsomestudiesreportingadecrease[148,239].Incontrast,othersreportanincreaseofγ [20,275,221].Interestingly,aninc
	-

	SlowingdownofEEGsignalshasalsobeenshowntobeapotentialindicatorofconversionfrommildcognitiveimpairment(MCI)stagetoAD[102].Theratioofθ andγ correlateswithADconversionanddecreasedmemorytestscores[219,192].ChangesinpoweralsocorrelatewithseveralbiomarkersofADandcorticalneurodegeneration.Thereisacorrelationbetweencerebrospinal-fluid-basedbiomarkerssuchasAβ,p-tauandt-tau,andglobalpowerofδ,θ,α andβ frequencybands[233].Studiesalsoreportalinkbetweenvolumetricneurodegeneration[10,193],withoccipitalα powercorrelatingwi
	BasedontheseoscillatorypatternsofADcases,multipleattemptstodesignML-andDL-basedclassificationmodelshavebeenpublished.supportvectormachine(SVM)classifierhasbeentrainedontime-frequencydomain[188]andwavelettrans
	-

	2.2 Graph-based EEG Analysis 
	formfeaturesextractedtodistinguishbetweenADandHCcases[154].Next,multiplestudiesonusingartificialneuralnetworkshavebeenpublished.
	RawEEGsignalcanbeusedasaninputtoaneuralnetworktoclassifyAD[62].In[7],theEEGsignalfromasingleEEGelectrodeistransformedintoavisibilitygraphandclassifiedusinganeuralnetwork.Alternatively,aneuralnetworkcanbetrainedonfeaturesderivedfromwavelettransformandshort-timeFouriertransform[218].SomeapproacheshavebeendevelopedtotransformEEGsignalsfrommultipleelectrodesintoimagestoleveragetheimage-classificationadvantagesofCNNs.powerspectraldensity(PSD)vectorsacrossallelectrodesarecomputedandstackedtoformaninputmatrix,i.e.
	AsignificantlimitationoftheseclassificationapproachesisthelackofincorporatinginformationaboutrelationshipsbetweenEEGelectrodes.Network-based(i.e.graph-based)approachesseektoaddressthislimitationbyusingconnectivitymethodstomodeltheseinteractions.
	2.2 Graph-based EEG Analysis 
	Graph-basedapproachesformodellingEEGsignalsaimtoutilisetheinformationfromallavailableelectrodesbyconsideringthecomplexpairwiseinteractions.Thissectionreviewsthecorestepsinthepipelineofgraph-basedapproaches.First,themethodsforreconstructingbraingraphstructurefromEEG,i.e.FCmeasures,arereviewed.Then,themethodsforgraphpreprocessingarereviewed.Finally,wereviewthemostusedgraphmetricsforcharacterisingbraingraphs.
	2.2.1 Graph Inference via functional connectivity 
	Thereisnoconsensusonhowtheedgesofabraingraph,i.e.connectivity,shouldbeinferredfromEEG.InthecaseofEEG,thisconnectivityisreferredtoasFCastheedgescapturemerelyinformationaboutstatisticaldependencybetweennodes[201].Thisisincontrasttostructuralconnectivity,whichmodelsthephysicalconnectionsbetweenbrainregions,e.g.whitematterfibres[23].AlthoughFCdoesnotindicateaphysicalconnectionbetweenbrainregions,itstilldescribesaninterestingpropertyofthebrainasithasbeenshownthatsynchronisedEEGoscillationsoftwodistantbrain
	2.2 Graph-based EEG Analysis 
	Table
	TR
	Linear
	Nonlinear
	TimeDomain
	FrequencyDomain
	Phase
	Amplitude
	Cross-frequency

	Pearson’scorrelationcoefficient(PCC)
	Pearson’scorrelationcoefficient(PCC)
	✓ 
	✓ 

	Coherence(COH)
	Coherence(COH)
	✓ 
	✓ 
	✓ 

	Waveletcoherence(WCOH)
	Waveletcoherence(WCOH)
	✓ 
	✓ 
	✓ 
	✓ 

	PartialCoherence
	PartialCoherence
	✓ 
	✓ 
	✓ 

	Amplitude-envelopecorrelation(AEC)
	Amplitude-envelopecorrelation(AEC)
	✓ 
	✓ 
	✓ 

	Imaginarypartofcoherency(iCOH)
	Imaginarypartofcoherency(iCOH)
	✓ 
	✓ 
	✓ 

	Phaselaggedindex(PLI)
	Phaselaggedindex(PLI)
	✓ 
	✓ 
	✓ 
	✓ 

	Weightedphaselaggedindex(wPLI)
	Weightedphaselaggedindex(wPLI)
	✓ 
	✓ 
	✓ 
	✓ 

	MutualInformation(MI)
	MutualInformation(MI)
	✓ 
	✓ 
	✓ 
	✓ 

	TransferEntropy
	TransferEntropy
	✓ 
	✓ 
	✓ 

	n:mPhasesynchronisation
	n:mPhasesynchronisation
	✓ 
	✓ 
	✓ 
	✓ 

	Phaselockingvalue(PLV)
	Phaselockingvalue(PLV)
	✓ 
	✓ 
	✓ 

	MeanVectorLength
	MeanVectorLength
	✓ 
	✓ 
	✓ 
	✓ 
	✓ 

	ModulationIndex
	ModulationIndex
	✓ 
	✓ 
	✓ 
	✓ 
	✓ 

	Cross-bispectrum(CBS)
	Cross-bispectrum(CBS)
	✓ 
	✓ 
	✓ 
	✓ 
	✓ 
	✓ 

	Table 2.1: Categorisation of methods for estimating FC 
	Table 2.1: Categorisation of methods for estimating FC 


	regionsindicateafunctionalinteraction[231].
	FCcanbedividedintotwocategories:directedandundirected[27,24].DirectedFCisreferredtoaseffectiveconnectivityandmodelsthecausaleffectsthatnodeshaveoneachother.Ontheotherhand,undirectedFCmodelsthedependenciesbutnotthedirectionalityofinformationflow.ThisreviewfocusesonundirectedmeasuresofFC.
	ThesimplestmethodforestimatingFCisPearson’scorrelationandisoftenusedwithdifferenttypesofneuroimaging[220,33]includingcharacterisingAD[276].However,EEGsignalsaretypicallynon-stationaryandexhibitcomplexnonlinearinteractions;thus,correlationisnotawell-suitedmethodforusewithEEGasitcapturesonlylinearrelationshipsandassumesstationarity.Thus,othermethodsarecommonlyemployedtoestimateFC,whichconsidertheinteractions’complexity.ThevariousFCmethodsarelistedinTable2.1.TheFCmethodsarecategorisedbasedonwhethertheymeasurel
	-
	-

	Althoughthebrainsignalsarenonlinear,manylinearmethodsbasedoncorrelationareapopularchoiceforFCestimation.Anextensionofcorrelationtofrequencydomainiscoherence,measuringphasesynchronisationoftwosignals[4,69,248].Similarly,correlationisextendedtomeasurerelationshipsbetweenamplitudesofthesignals,i.e.envelopecorrelation[60].Typically,thesemethodsrelyontheHilberttransformtoextracttheinstantaneousphaseandamplitudeoftheEEGsignal.
	Thelimitationsofcoherencecanberesolvedbyusingwavelettransformtoobtainwaveletcoherence,whichissensitivetononlinearrelationshipsinadditiontolinear[127].However,theinferredFCcanbearesultofanindirectrelationship,e.g.twosignalsarerelatedviaathirdsignal,partialcoherenceattemptstoresolvethisissueby
	2.2 Graph-based EEG Analysis 
	removinglineareffectsofallothersignals[18].Theimaginarypartofcoherencecanalsobeusedasitremoveszero-lagdependenciesandthusiswellsuitedforsensor-levelEEGFC,whichcansufferfromvolumeconduction,i.e.spatialinformationleakagebetweenadjacentEEGelectrodes[203].
	Similartocoherence,thephaselagindexfamilyofFCmethodsaimstomeasurephasesynchronisation[241],whichutilisesasymmetriesoftheprobabilitydistributionofdifferencesbetweenphasesoftwosignalsandthuscancapturenonlinearrelationships.Weightedphaselagindexincorporatestheimaginarypartofcoherencebyusingittoweightthephaselags[265],resultinginmorerobustFCestimateswithrespecttonoise.Aninterpretationmightbedifficultasitmixesinformationaboutthemagnitudeandconsistencyofthephase.
	-

	ThelastcommonfamilyofmethodstoinferFCarebasedoninformationtheory:mutualinformation[129]andtransferentropy[189].MutualinformationestimatesFCastheamountofinformationaboutonesignalexplainedbyanothersignalandviceversa,utilisingtheirmarginalandjointprobabilitydistributions.Ithasbeenshownthatmutualinformationcancapturebothlinearandnonlineardependencies[129,119].
	However,alloftheFCmethodsintroducedaboveshareonemajorlimitation:theyrelyonsplittingEEGsignalsintofrequencybands,whicharesubsequentlyanalysedinisolation.WerefertothesetypesofFCasWFCastheinferredinteractionscanoccuronlybetweensignalswithinthesamefrequencyband.Recently,therehasbeenincreasingevidencethatbrainsignalsbecomeentangledacrossfrequencybands,givingriseCFC[125].CFCishypothesisedtobetheunderlyingmechanismofinteractionoflocalandglobalprocesses[135],thusfacilitatingtheintegrationofinformation,whichisoneoft
	BothWFCandCFCaregenerallyquantifiedascouplingbetweentwocomponentsofEEGsignals,suchasphasetophase,amplitudetoamplitude,andphasetoamplitude.Othercouplingtypesweredocumentedbutpoorlyunderstoodandthusomittedinthisreview,e.g.phase-frequency[125]andamplitude-frequency[282].MostofthefollowingmeasuresarenotFCmeasurespersebutcanbeeasilyadoptedassuch.
	-

	Amplitude-amplitudecouplingismostcommonlystudiedusingamplitudeenvelopecorrelationdescribedabove[39,74]andisusuallyobservedbetweenhigh-frequencyrhythms.n:mphasesynchronisationisusedforquantifyingphase-phasecoupling[268,226,58]andistheonlyCFCmeasurethathas,tothebestofourknowledge,been
	2.2 Graph-based EEG Analysis 
	usedasFCmeasure[42].
	Phase-amplitudecouplingreferstoacouplingwherethephaseofalow-frequencysignaliscoupledwiththeamplitudeofahigh-frequencysignalandispossiblythemoststudiedtypeofCFCasithasbeendemonstratedtooccurfrequentlybothinhumanandanimalbrains[194,258].Specifically,θ − γ phase-amplitudecouplingplaysacrucialroleinmultiplecognitiveprocessessuchasperception,learningorcomputation[125,44,45].Multiplephase-amplitudecouplingmeasuresarereportedintheliterature,suchasmeanvectorlength,phaselockingvalueandmodulationindex[116].
	2.2.2 Graph Pre-processing 
	InordertoreconstructthebraingraphstructurefromEEG,achosenFCmeasureiscomputedforallpairwisecombinationsofavailableEEGchannels.SinceFC(x, y)=
	N(N−1)
	N(N−1)

	FC(y, x),givenN channels,thisresultsinafullyconnectedgraphwithedges.However,usingafullyconnectedgraphforfurtheranalysiscanposeseveralissues:(1)falsepositiveedgesand(2)graph-measurescalculatingunweightedshortestpathsareinvalid.
	2 

	Theformercanstemfrommultiplereasons,suchassignalnoise,volumeconductionorspuriouscoupling.Theseissuescanbecontrolledbyappropriatesignalpreprocessing,selectingarobustFCmeasureandusingfalse-positivecorrectionssuchassurrogatetesting.Thelattercanbeaddressedonlybytransformingthefullyconnectedgraphtoasparseversionofitself,i.e.discardingacertainnumberofedges.Thechoiceofgraphpreprocessingmethodiscrucial,especiallyforunweightedgraphanalysis,i.e.edgesdonothaveastrength,asitmightalterthegraphstructuresignificantly.Some
	-
	-

	Asimplegraph-filteringmethodischoosingaspecificthresholdvalueofconnectivityandremovinganyedgesthatarebelowthisthreshold[273,262,172,225].SuchamethodrequiresanormalisedFCmeasuretoestablishameaningfulthresholdvalue.However,theresultinggraphscanhavevaryingdensities,i.e.thenumberofedges,andbecomedisconnectedsuchthatanodecannotbereachedfromallothernodes.Thus,comparisonsofsuchgraphsmightbedifficultandbiased.
	2.2 Graph-based EEG Analysis 
	Manystudiesoptinsteadforadata-drivengraphpreprocessingmethod.Edgedensitythresholdingisapopularandstraightforwardapproach[5,271,123,236,190,294,122,42].Thisapproachestablishesacertainedgedensitylevelforeachgraphbykeepingthetopx%strongestedges.Itis,however,challengingtodeterminetheoptimaledgedensityvalue.Typically,theanalysisisrepeatedwithmultipleedgedensitiestoprovethattheresultsareindependentoftheedgedensityvalue.Alternatively,themedianFCvaluecanbeused[295].Adrawbackoftheedgedensitythresholdisthattheactualm
	Minimumspanningtree(MST)addressesthelimitationsofedgedensitythresholding[294,122,297,180,65,208].MSTisanalgorithmforextractingthe”backbone”ofagraphbyproducingatreewhichminimisesthesumofedgeweights(providededgeweightrepresentsadistance).Thus,forFCgraphs,amaximumspanningtreeistypicallyusedinstead.Specifically,anMSTofagraphwithN nodescontainsN − 1edges.MST-basedgraphthresholdinghasbeenproventoprovideanunbiasedmethodforgraphcomparisons[253].However,apotentiallimitationisthelownumberofedgespreservedinanMST.
	-

	TheorthogonalMST(OMST)methodhasbeenproposedtosolvethelimitednumberofedgesofMST[78,79].OMSTisaniterativeextensionofMST.ThefirstiterationequalsanMST,andtheselectededgesareremovedfromthecandidatesetofedges.TheMSTalgorithmisthenrunagain,repeatingthestepuntilthedesirednumberofiterationsisachieved.Thus,I iterationsofOMSTyieldagraphwithI(N − 1)edges.OMSTthuscombinedtheadvantagesofMSTandedgedensitymethods,i.e.guaranteeofaconnectedgraphandfixednumberofedges.
	-

	2.2.3 Graph Measures 
	Therearevariouswaystoquantifythepropertiesofagraph.Thissubsectionreviewsthemeasuresbasedongraphtheorycommonlyusedinbraingraphanalyses.Graphmeasurescanbedividedintonode-levelandgraph-level.Node-levelmeasurescanbecomputedindividuallyforeachnode,thusallowingonetoevaluatetheimportanceofeachnodeinthecontextoftheentiregraph.Incontrast,graph-levelmeasurescharacterisethegraphasawholebyasinglevalue.Besidesgraph-theory-basedmeasures,one
	-
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	cananalyseandcomparegraphsbysummarisingtheadjacencymatrixviadescriptivestatisticsorperformingedge-wisecomparisons.Suchapproachesare,however,infeasiblewithlargegraphsasthenumberofcomparisonsgrowstoolarge.
	-

	Standardnode-levelmeasuresusedinbraingraphliteraturearenodedegree(ND),nodestrength(NS),clusteringcoefficientandbetweennesscentrality.NDisdefinedasthesumofedgesofagivennode,thusgivingarudimentarymeasureofnodecentralitysinceamoreconnectednodeimpliesmoreinformationflowsthroughit[165].NSistheweightedextensionofND,i.e.thesumofedgeweightsofagivennode,andhavingasimilarinterpretation[106,84].
	Theclusteringcoefficientmeasuresthetendencyofanodetoformclusterswithothernodes[273,172,52,84].Theclusteringcoefficientofnodei iscomputedasfollows:
	P
	1
	Ci =Aij AjkAki, (2.1)
	NDi(NDi − 1)
	NDi(NDi − 1)

	jk 
	whereA istheadjacencymatrix.Theaverageclusteringcoefficientcanbeusedtoassessthedegreeofinformationsegregationofagraph,acrucialpropertyofthebrain[223].
	Finally,betweennesscentrality(BW)isameasureofnodeimportanceintermsoftheinfluencethenodehasoninformationflowingthroughthegraph[122,42].BWofnodei iscomputedasfollows
	 
	djk(i)
	djk(i)

	BW (i)=, (2.2)
	djk 
	i≠ j≠ k 
	wheregjk isthetotalnumberofshortestpathsbetweennodesj andk,anddjk)(i)isthetotalnumberofdjk passingthroughnodei.
	Commonlyusedgraph-levelmeasuresareaveragepathlength,localefficiency(EL),globalefficiency(EG)andsmall-worldness.Averagepathlengthquantifiestheefficiencyofinformationtransportthroughoutthegraph[273,262,156].Itisdefinedastheaveragelengthofallpossiblepathsbetweenallpairsofnodes.
	-

	EG measurestheinformationintegrationacrosstheentiregraph[273,172,5,186,
	93].Itiscomputedas
	P
	11
	EG(G)=, (2.3)
	N(N − 1)d(ij)
	N(N − 1)d(ij)

	i̸=j∈G 
	whereN isthenumberofnodesinnetworkG andd(ij)istheshortestpathlength
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	betweennodesi andj.
	EL measurestheinformationsegregationinthegraph[273,5,123,42]andiscomputedasfollows:
	-

	P
	1
	EL(G)=EG(Gi), (2.4)
	N 
	i 
	whereGi isthesubgraphcontainingnodei anditsneighbours.
	Asmall-worldgraphisagraphwithhighclusteringandshortdistancesbetweennodes,i.e.,neighbouringnodestendtoconnectwithsimilarnodes,andeachnodecanbereachedviaarelativelyshortpathfromanyothernode.Small-worldnessmeasureshowclosetoasmall-worldgraphthegivengraphis[273,180,42].
	Aparticularcaseofgraphmeasuresaremeasuresofvulnerability.Thesemeasurescomputethechangeofagraph-levelmeasureafteranodeisremoved.Inotherwords,vulnerabilitymeasuresquantifytheimportanceoftheremovednodetofacilitatethegivenpropertyofagraph.Forexample,characteristicpathlengthvulnerabilityhasbeenpreviouslyusedtocharacterisebraingraphs[273].
	Additionalmeasurescanbeemployedtocharacteriseagraphstructure,suchasvariousgraphcomplexitymeasuresandalternativenodecentralitymeasures.However,thegraphmeasuresdescribedinthissectionarethemostcommonlyusedtocharacterisebraingraphs.
	-

	2.3 Graph-based Alzheimer’s disease patterns 
	ThissectionreviewsADdisruptionsfromagraphperspective.First,globalchangesinFCarereviewed.Next,ADdisruptionsexpressedasglobal-levelgraphmeasuresareexamined.Then,weexaminetheregionalchangesinbraingraphsofADcases.ThechangesrelatedtoconversionfromMCIstagetoADarealsoreviewed.Finally,graphMLclassificationapproachesaresummarised.
	2.3.1 Global changes in functional connectivity 
	AsdiscussedinSection2.1,brainoscillatorychangesduetoADareobservedasadecreaseinhigh-frequencyactivityandanincreaseinlow-frequencyactivity.AsimilarpatterncanbeobservedintheglobalaverageFCstrengthofADbraingraphs.AverageFCstrengthisreducedintheα frequencyband[71,165,238,273,286,297]andβ frequencyband[71,165,238,273,286].Moreover,thenetworkstructureinα ofAD
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	caseshasbeenreportedtodisintegrateundereyes-open(EO)[65].Awhole-scalphypo-connectivityoflong-rangeconnectionsindependentofafrequencybandhasalsobeenreported[236].Incontrast,averageFCstrengthinθ isincreasedinADcases[297].
	Interestingly,ithasbeendemonstratedthatα connectivity,measuredbyAEC,increasesafterADpatientshavebeenadministeredmedicationtoreducecognitivesymptoms[34].ThissuggestsaplausibilityofusingFC-basedapproachesformonitoringandevaluationofADtreatments.
	-

	Thereisalsosomeevidencethatwhole-scalpCFCisdisruptedinADbraingraphs[42,79].Meanphase-phaseCFCisnegativelycorrelatedwithmeanWFCinAD[42].However,adetailedexaminationofcombinedWFCandWFCbraingraphsisnecessarytocharacterisethemorecomplexAD-relateddisruptions.
	2.3.2 Changes in Global-level Graph Metrics 
	Themoststudiedpropertiesofbraingraphsarerelatedtoinformationintegrationacrosstheentiregraphandinformationsegregation,i.e.,thepresenceofspecialisedandlocalisedinformationprocessingunits.EG isoneofthemeasuresofinformationintegration.DecreaseofEG valueshasbeenreportedinADbraingraphs[297,5,186,93].Moreover,thisdecreasedinformationintegrationinα bandcorrelateswithverbalfluencytestscores[52].AveragepathlengthfurthersupportsdecreasedintegrationinADgraphs.ItsinverseisrelatedtoEG.Thus,anincreaseinaveragepathlengthob
	FindingsrelatedtoinformationsegregationinADbraingraphsarenotasclear.However,theevidenceseemstoaccumulateinfavourofadecrease[5,93,296,186,156,52,2]ratherthananincrease[123].BothEL andtheclusteringcoefficientcanbeusedtoquantifythesegregationofagraph.OnestudyreportsanincreaseofEL [123].Incontrast,multiplestudiesusingvariousFCmeasurestoreconstructbraingraphsreportreductionofEL [5,93,296].CharacterisationofinformationsegregationinADmeasuredwithclusteringcoefficientismoreconsistentwithallstudiesindicatingdecrease
	-

	[93]andscoreofverbalfluency[52].
	2.3 Graph-based Alzheimer’s disease patterns 
	ADbraingraphshavealsobeenshowntohavereducedmodularity[123],which
	mightbeinconflictwiththeclusteringcoefficientfindings.LoweraveragenodedegreehasalsobeenreportedinADgraphs[93].Overall,itseemsthatADgraphsarefurtherfromoptimalsmall-worldgraphs,withmultiplestudiesreportingreducedsmall-worldindexes[240,261,273,295,156].Thispatternseemstoreverse,however,whenCFCinformationisincludedinthereconstructedgraph[42].
	ADgraphshavealsobeenreportedtobemorehomogeneous[295],lessrobust[66],andmorevulnerablethantheirHCcounterparts[261,273,2,5].IncreasedvulnerabilityofADgraphsinα andβ frequencybandshasbeendemonstratedbyquantifyingtheeffectofnoderemovalonEG values[5].However,thedifferencesinvulnerabilityofCFCgraphsremainunclear.
	2.3.3 Regional Changes of Brain Graphs 
	MultiplelocalisedgraphdisruptionsinADhavebeenreported.Anoveralllossofnetworkorganisationhasbeenobservedinparietalandoccipitalareas[297].Similarly,theaveragewPLIstrengthisreducedinα andβ bandsinoccipitalandorbitofrontalregions[165].
	Coherencebetweenhemispheresinthesefrequencybandsisreducedaswellinfrontal,temporalandparietallobes[91,90,147,310]whichreflectsthegenerallossoflong-distanceconnectivityinAD[237].Intrahemisphericcoherenceisalsodisruptedbetweencentralandoccipitalregionsinδ band[147,310].Thestrengthofedgeswithinthefrontallobeandbetweenleft-frontalandright-occipitalregionshavebeenshowntobestrongpredictorsofAD[236].Additionally,theinformationflowfromposteriortoanteriorregionsisreducedinAD[85].Incontrast,centraltoposteriorinformati
	2.3.4 Graph Biomarkers of Alzheimer’s Disease Progression 
	AfewstudiesproposemethodstoautomaticallyclassifyMCIcasesthatwill,overtime,converttoAD[212,288,185].Awhole-scalpdecreaseoffunctionaldissimilarity(canbeconsideredaninverseofFC)inδ andθ frequencybandshavebeenidentifiedaspredictorsofMCI-ADconversion[185].
	Region-specificpredictorsofMCI-ADconversionhavebeenidentifiedusingMIinα frequencybandacrosstemporal,parietalandfrontallobes[288].Furthermore,differencesintheparahippocampalcortexhavebeensuggestedtobelinkedtothe
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	degradationofvisualmemory[288].
	Node-levelgraphmetricsalsorevealvariousAD-relatedalterations.AninformationhubofagraphlocatedinthefrontallobeisdamagedinAD[236].ReducedhubstrengthinthecentralareahasalsobeenobservedinADwhenperformingacognitivelydemandingtask[65].
	Furthermore,lowerNDsandclusteringcoefficientsacrossallfrequencybandsinfrontalandorbitofrontalareasshowfurtherevidenceofdamagedhubsintheseregions[165].Reducedclusteringcoefficientshavealsobeenreportedinδ-β CFCinparietal,occipitalandtemporalregions[43].
	2.3.5 Graph ML for Alzheimer’s Disease Diagnosis 
	MultipleMLclassifiershavebeenproposedtousefeaturesextractedfromreconstructedbraingraphstodiagnoseAD.ClassifierstrainedusinggraphmeasuresareapopularchoiceintheliteraturewithmethodssuchasSVM[225,123,295,236,1,43,43],MLP[225],lineardiscriminantclassifier[5]andfuzzynetworkclassifier[296].
	Discriminatoryelectrodeshavebeenidentifiedpredominantlyinparietalandoccipitalregions[225].TheSVM-basedapproachhasevenbeenextendedtothe3-wayclassificationofAD,MCI,andHCusingnodedegreefeatures[1].
	-

	Thepredictiveutilityofmultiplexbraingraphshasalsobeentested.Multiplexgraphsareconstructedsuchthatalayerrepresentseachfrequencyband,andinterlayeredgesareinsertedtoconnectthesameelectrodesacrosslayers.Usingsuchgraphconstructionmethod,SVMhasbeentrainedwithmultiplexclusteringcoefficientasfeatures[43].
	-

	Finally,onestudyhasdemonstratedtheimportanceoflinearandnonlinearFCgraphs.Comparisonsofk-nearest-neighbourclassifierstrainedusinglinearandmixed(linearandnonlinear)FCvaluesshowthatmixedFCperformssignificantlybetter[306].Inthissection,GNN-basedmethodshavebeenomittedsincethosemethodsrequireadetailedreviewtoelucidatehowsuchmethodsshouldbeutilisedforADclassification.
	2.4 Graph Neural Networks for EEG Classification 
	2.4 Graph Neural Networks for EEG Classification 
	GNNsemergeasapowerfultoolformodellingEEGdata[167]withintheNWframework.GNNsarespecificallydesignedtooperateongraph-structureddata.TheycaneffectivelyleveragethespatialstructurewithinEEGdatatoextractfeatures,uncoverpatterns,andmakepredictionsbasedoncomplexelectrodeinteractions.DesigningGNNmodelsforEEGclassificationwilllikelyimproveclassificationtasksandpotentiallyuncovernewinsightsinneuroscience.
	1
	-
	-

	MotivatedbythepotentialofGNNsandanincreasingnumberofrecentpapersproposingGNNforvariousEEGclassificationtasks,thereisanurgentneedforacomprehensivereviewofGNNmodelsforEEGclassification.Themainaimsofthissectioninclude:
	• 
	• 
	• 
	IdentifyingemergingtrendsofGNNmodelstailoredforEEGclassification.

	• 
	• 
	ReviewingpopulargraphconvolutionallayersandtheirapplicabilitytoEEGdata.

	• 
	• 
	ProvidingaunifiedoverviewofnodefeatureandbraingraphstructuredefinitionsinthecontextofEEGanalysis.

	• 
	• 
	Examiningtechniquesfortransformingsetsofnodefeatureembeddingsintoasinglegraphembeddingforgraphclassificationtasks.


	Thisreviewwillprovideacomprehensiveandin-depthanalysisoftheapplicationofGNNmodelsforEEGclassificationbyaddressingtheseessentialaspects.Thefindingsandinsightsgainedfromthisreviewwillidentifypromisingfutureresearchdirections.
	2.4.1 Overview of Graph Neural Networks 
	Graphsarewidelyusedtocapturecomplexrelationshipsanddependenciesinvariousdomains,suchassocialnetworks,biologicalnetworks,andknowledgegraphs.Theproblemofgraphclassification,whichaimstoassignalabeltoanentiregraph,hasgainedattentioninrecentyears.GNNsofferapromisingsolutiontothisproblembyextendingtheconceptofconvolutionfromEuclideaninputstograph-structureddata.
	The content presented in this section has been published in Dominik Klepl, Min Wu, and Fei He. Graph Neural Network-Based EEG Classification: A Survey. IEEE Transactions on Neural Systems and Rehabilitation Engineering, 32:493–503, 2024. ISSN 1558-0210. doi: 10.1109/TNSRE.2024.3355750 
	1

	2.4 Graph Neural Networks for EEG Classification 
	Figure
	Figure 2.1: The general architecture of a graph neural network model for classification of EEG. (A) The input to the model consists of node features and a possibly learnable brain graph structure. (B) Optionally, the node features can undergo preprocessing via a neural network. (C) Next, the node features are passed to a block of graph convolutional layers, where node embeddings are learned. (D) Then, a node pooling module can be utilised to coarsen the graph. Node pooling may contain learnable parameters a
	-

	GNNshavebeensuccessfullyappliedinawiderangeoffields,suchasbiology[167],bioinformatics[304],networkneuroscience[26],chemistry[280,216],drugdesignanddiscovery[287,243],naturallanguageprocessing[184,283],recommendationsystems[95,284],trafficprediction[134,182]andfinance[274].
	Ingraphclassificationproblems,theinputisasetofgraphs,eachwithitsownsetofnodes,edges,andnodefeatures.LetG =(V, E, H)denoteafeaturedgraph,whereV representsthesetofnodes,E representsthesetofedgesconnectingthenodes,andH representstheV × D matrixofD-dimensionalnodefeatures.InthecaseofEEG,theEEGchannelsarethenodes,andedgesrepresentstructuralorfunctionalconnectivitybetweenpairsofnodes.EachgraphG isassociatedwithalabely,indicatingitsclass.Thegoalistolearnafunctionf(G)→ y thatcanpredicttheclasslabely givenaninputgra
	MultipletypesofGNNshavebeenwellintroducedin[285,312].Inthissurvey,webrieflyintroducethetwomainbranchesofGNNs,namely,spatialandspectralGNNs(Figure2.2).OthertypesofGNNs,suchasattentionGNNsGAT[264],recurrentGNNs[228],andgraphtransformers[230],canbeviewedasspecialcasesofspatialGNNs,andthuswewillnotprovidedetaileddiscussioninthissurvey.Bothspatial
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	andspectralGNNsaimtoextendtheconvolutionmechanismtographdata.Fora
	detailedreviewoftheirsimilaritiesanddifferences,see[55].
	SpatialGNNsaggregateinformationfromneighbouringnodes,similartotraditionalconvolutionappliedtoimagedataaggregatinginformationfromadjacentpixels.StackingmultiplespatialGNNlayersleadstoinformationaggregationfromvariousscalesgoingfromlocaltoglobalpatternsbeingcapturedinearlyandlaterlayers,respectively.Incontrast,spectralGNNsperforminformationaggregationinthegraphfrequencydomain,withlow-frequencyandhigh-frequencycomponentscapturingglobalandlocalpatterns,respectively.However,bothapproacheslearntocapturelocalandgl
	-
	-
	-
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	Figure
	Figure 2.2: Illustration of core mechanisms of spatial and spectral GNNs. 
	Figure 2.2: Illustration of core mechanisms of spatial and spectral GNNs. 


	A) An undirected featured graph is given as an example input graph with node features. B) Spatial GNNs operate in the graph domain using message passing to update node embeddings. 1) Messages, i.e. transformed node features, are sent along edges. For simplicity, only one direction of the flow of messages is shown. 2) The collected messages at each node are aggregated using a permutation-invariant function and are fused with the original node embedding to form an updated node embedding. Thus, one spatial GNN
	-

	C) In contrast, spectral GNNs operate in the graph spectral domain. 1) Node features are treated as signals on top of a graph and are deconstructed into graph frequencies given by the eigendecomposition of the graph Laplacian. Graph frequency can be interpreted as a variation of the signal. 2) The contribution of each graph frequency is weighted by the set of learn-able kernels G, i.e. graph filters. 3) Node embeddings are obtained by aggregating the filtered graph frequencies and projecting them back to th
	-
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	Spatial GNNs 
	SpatialGNNsdirectlyoperateonthegraphstructureviatheadjacencymatrixoperator.Givenasetofnodesandassociatedfeatures,spatialGNNsperformneighbourhoodaggregationtoderivenodeembeddings.Thisprocessisreferredtoasmessagepassing.Intuitively,nodesconnectedbyedgesshouldhavesimilarnodeembeddings,i.e.localnodesimilarity.Messagepassingimplementsthisideabyupdatingnodeembeddingswithaggregatedinformationcollectedfromthenode’sneighbourhood.Formally,thenodeupdateequationinllayerofspatialGNNwithL layersisdefinedasfollows:
	-
	th 

	  
	(l+1) (l)(l)(l)(l)
	h=σ Wh+Wheji, (2.5)j∈N (vi) 
	i 
	
	1 
	i 
	2 
	j 
	 

	wherehi isthenodeembeddingvector,orwhenl =1,thisistheinputnode
	 
	featurevector.σ istheactivationfunction,istheaggregationfunction,N (vi)istheneighbourhoodofnodevi,W ∈ Risalearnableparametermatrixprojectingnodeembeddingsfrominputdimensiondtohiddendimensiondandeji istheedgeweight(eji =1forunweightedgraphs).
	d
	1
	×d
	2 
	1 
	2 

	AsinglespatialGNNlayeraggregatesinformationfromthe1-hopneighbourhood.Thus,toincreasethereceptionfieldofthemodel,L spatialGNNlayerscanbestackedtoaggregateinformationfromuptoL-hopneighbourhoods.AdisadvantageofspatialGNNsisthedifficultyoftrainingdeepmodelswithmanylayers.Withanincreasingnumberoflayers,thenodeembeddingsbecomeincreasinglysmooth,i.e.varianceamongembeddingsofallnodesdecreases.Thishappenswhenthemessagesalreadycontainaggregatedinformationfromthewholegraph;continualpassingofsuchsaturatedmessagesleadst
	-
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	Spectral GNNs 
	SpectralGNNscanalsobeappliedtoEEGclassificationtasksbyleveragingthespectraldomainanalysisofgraph-structureddata.TheEEGgraphistransformedintothespectraldomainusingtheGraphFourierTransform(GFT)andGraphSignalProcessing(GSP)techniques.ForadetailedreviewofspectralGNNmethods,pleasereferto[30].
	-
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	ThegraphspectrumisdefinedastheeigendecompositionofthegraphLaplacian
	ˆ ˆ
	U

	matrix.TheGFTisthendefinedasH =UH,itsinverseasH =H,whereU 
	T 
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	istheorthonormalmatrixofeigenvectorsofthegraphLaplacianL andH ∈ RisthematrixofnodefeaturevectorswithN andD beingthenumberofnodesanddimensionalityofnodefeatures,respectively.ThegraphLaplacianisdefinedasL =D − A,butoftenthenormalizedversionispreferred:L=I − DAD(A andD aretheadjacencyanddegreematrices,respectively).
	N×D 
	ˆ 
	−1/2
	−1/2 

	SpectralGNNisthentypicallydefinedastheconvolution(∗)ofasignaldefinedongraphH andaspatialkernelg inthespectraldomain,thusbecominganelement-wisemultiplication(⊙):
	  
	H ∗ g =UUH ⊙ Ug. (2.6)
	T 
	T 

	Generally,Ug isdefinedasalearnablediagonalmatrixG =diag(g, ..., gV )spectralfilter[30].
	T 
	1
	-

	However,thefullspectralgraphconvolutioncanbecomputationallyexpensive.ApopularapproximationistheChebConv[75],whichperformslocalisedspectralfilteringonthegraph.ThenodeembeddingupdateequationofaChebConvisdefinedas:
	K
	 
	H ∗ g ≈ ΘiTi(L), (2.7)
	ˆ
	′

	i=1 
	whereΘ ∈ Rarelearnableparameters,Ti(L)=2Ti−1(L)−Ti−2(L),T(L)=H,T(L)=LH,andL=− I (λmax isthelargesteigenvalueofL,oftenapprox
	K×d×d 
	ˆ
	′
	ˆ
	′
	ˆ
	′
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	ˆ
	′
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	ˆ
	′
	ˆ
	′
	ˆ
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	L
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	ˆ
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	λmax imatedasλmax =2).TheK parametercontrolsthesizeoftheChebyshevfilter.However,spectralGNNsarelimitedtoinputgraphswithafixednumberofnodes.ThisisbecauseoftheexplicituseofthegraphLaplacian.ThisisincontrasttospatialGNNs,whichdonotrelyonexplicitlymaterialisingtheadjacencymatrix.
	2.4.2 Survey Results 
	Thissurveyisbasedonareviewof63articles.ThesearticleswereselectedbytitleandabstractscreeningfromasearchonGoogleScholarandScienceDirectqueriedonNovember1st,2022.Thesearchqueryforcollectingthearticleswasdefinedas:(”Graphneuralnetwork”OR”Graphconvolutionalnetwork”)AND(”Electroencephalography”OR”EEG”).Bothpeer-reviewedarticlesandpreprintsweresearchedandutilised.AlltypesofEEGclassificationtaskswereincluded.WesummarisethevarioustypesofEEGclassificationtasksidentifiedinthesurveyedpapersinFig2.3.Themostcommonclassif
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	Figure
	Figure 2.3: Classification tasks presented in the current EEG-GNN literature. 
	Figure 2.3: Classification tasks presented in the current EEG-GNN literature. 
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	detectionandmotorimagery.However,thetypeofclassificationtaskshouldhavearelativelyminoreffectontheGNNarchitecturedesign.Thus,wedonotanalyseanddiscussthisindetail.Instead,wesurveythevariousGNN-basedmethodsforEEGclassification,intendingtosystematicallycategorisethetypesofGNNmodulesandidentifyemergingtrendsinthisfieldindependentofthespecificclassificationtask.
	Intheremainingportionofthissection,wereportthecategoriesofcomparisonsweidentifiedinthesurveyedpapers.ThesearebasedonthedifferentmodulesofGNN-basedmodels.Specifically,theseare:
	• 
	• 
	• 
	Definitionofbraingraphstructure

	• 
	• 
	Typeofnodefeatures

	• 
	• 
	Typeofgraphconvolutionallayer

	• 
	• 
	Nodefeaturepreprocessing

	• 
	• 
	Nodepoolingmechanisms

	• 
	• 
	Formationofgraphembeddingfromthesetofnodeembeddings


	2.4.3 Definition of Brain Graph Structure 
	ThefirstpartoftheinputtoaGNNmodelisthebraingraphstructureinferredfromtheEEGdataitself(Figure2.1A).Wesummarisethemethodsfordefiningthe
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	braingraphsinTable2.2.Thesemethodscanbegenerallycategorisedaslearnableor
	pre-defined.
	Analternativecategorisationofthebraingraphstructuresisthefunctionalandthe”structural”connectivity.Generally,SCgraphsarepre-defined,whereasFCgraphscanbebothpre-definedandlearnable.SCintheclassicalsenseofphysicalconnectionsbetweenbrainregionsisnotpossibletoobtainusingEEGsignalssincethesearerecordedatthescalpsurface.Instead,weusethetermtodescribemethodsthatconstructbraingraphsbasedonthephysicaldistancebetweenEEGelectrodes.Incontrast,FCreferstopairwisestatisticalrelationshipsbetweenEEGsignals.
	SCgraphispre-definedsuchthatelectrodesareconnectedbyanedgeinthefollowingway:
	-

	 
	1or1/dij , ifdij ≤ t 
	eij =, (2.8)
	
	0, otherwise
	whereeij istheedgeweightconnectingnodesi andj,dij isameasureofdistance
	betweenEEGelectrodes,andt isamanuallydefinedthresholdcontrollingthegraphsparsity.
	Suchanapproachoffersseveraladvantages.First,theSCgraphisinsensitivetoanynoiseeffectsofEEGrecordingsinceitisindependentoftheactualsignals.Second,alldatasamplesshareanidenticalgraphstructure,providedthesameEEGmontagewasutilisedduringtherecording.ThisoffersexplainabilityadvantageswhencombinedwithspectralGNNsincethegraphfrequencycomponentsdefinedbytheeigenvectorsofgraphLaplacianarefixed.Ontheotherhand,theSCgraphislimitedtoshort-rangerelationships.Thus,itmightnotaccuratelyrepresenttheunderlyingbrainnetwork.Somep
	Incontrast,anFCgraphcanbeobtainedfromeitherclassicalFCmeasures(FCmeasureinTable2.2orlearnablemethods(e.g.featureconcatenation/distanceandattentionmethodsinTable2.2).WerefertoallofthesemethodsasFCbecausetheyallmeasurethedegreeofinteractionbetweentwonodes,thusfallingwithinthetraditionaldefinitionofFC.UnlikeSC,theFCgraphisuniqueforeachdatasampleandcancontainbothshort-andlong-rangeedges.Ontheotherhand,sinceitisderiveddirectlyfromEEGsignals,itmightbenoise-sensitive.
	LearnableFCbasedonnodefeaturedistanceorfeatureconcatenationaregenerally
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	Table 2.2: Overview of methods for obtaining the brain graph structure. 
	Table 2.2: Overview of methods for obtaining the brain graph structure. 
	Table 2.2: Overview of methods for obtaining the brain graph structure. 

	Method
	Method
	Learnable
	Predefined
	-

	Papers

	DistancebetweenelectrodepositionsFunctionalconnectivitymeasureManuallydefinedSharedlearnablemaskFeaturesimilarityFeaturedistanceTransformer-styleattentionConcatenationattentionDenseprojectionLSTM-basedMultiple/Combinedgraphdefinitions
	DistancebetweenelectrodepositionsFunctionalconnectivitymeasureManuallydefinedSharedlearnablemaskFeaturesimilarityFeaturedistanceTransformer-styleattentionConcatenationattentionDenseprojectionLSTM-basedMultiple/Combinedgraphdefinitions
	✗ ✗ ✗ ✓ ✓ ✓ ✓ ✓ ✓ ✓ -
	✓ ✓ ✓ ✗ ✗ ✗ ✗ ✗ ✗ ✗ -
	[311,177,77,214,249,291,242,83,289,124,80,308,300,130,210,131,54,164,133][178,177,155,48,28,214,8,305,249,53,166,99,138,272,112,113,124,149,130,250,270,173,16,86,108,131,246,142,229][311,161,83,289,308,300,54][311,160,8,166,244,303,174,290,16,164][162,161,166,80,290,164,181][132,281,301,133][313,170][168,173][234,235,176][81][250,177,48,161,214,8,166,235,83,289,308,290,300,130,250,173,16,131,54,164,133]


	computedas:
	eij =θ(|hi − hj |)and(2.9)
	1

	eij =θ(hi ∥ hj ), (2.10)
	2

	respectively,whereθ(·)andθ(·)areneuralnetworkswithinput-outputdimensionsof
	1
	2

	R :d → 1andR :2×d → 1,respectively;|·| denotesabsolutevalue;∥ denotesconcatenationandhi isthenodefeature/embeddingofnodei.Wediscusstheattention-basedgraphsandthetypesofgraphconvolutionallayersinSection2.4.5andthusskipthesemethodsinthissection.
	-

	Specialcasesofbraingraphdefinitionaretheshared-maskmethods.Thesemethodsdefinedamatrixoflearnableparameterswiththesameshapeastheadjacencymatrixoftheinputgraphsthatactsasamask/filterbymultiplyingitwiththeadjacencymatrix.Thislearnablematrixisapartofthemodel.Thus,thesamemaskisapplied
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	Table 2.3: Overview of methods in defining the input node features 
	Table 2.3: Overview of methods in defining the input node features 
	Table 2.3: Overview of methods in defining the input node features 

	Method
	Method
	Timedomain
	Frequencydomain
	Graphdomain
	Papers

	DifferentialentropyRawsignalFourierTransformPowerSpectralDensity/BandPowerGraphtheorymetricsDescriptivestatistics
	DifferentialentropyRawsignalFourierTransformPowerSpectralDensity/BandPowerGraphtheorymetricsDescriptivestatistics
	✓ ✓ ✗ ✗ ✗ ✓ 
	✗ ✗ ✓ ✓ ✗ ✗ 
	✗ ✗ ✗ ✗ ✓ ✗ 
	[311,162,162,161,291,53,166,132,281,234,235,83,244,272,301,303,124,149,308,290,173,313,16,170][77,155,48,171,8,307,242,166,168,112,113,174,80,210,250,270,81,86,108,54,164,181,133,229][160,249,61][214,303,124,149,308,300,130,131,246,142][178,99][177,300,131]


	toallinputgraphs.However,asharedmasklimitsthesizeoftheinputgraphs,i.e.thenumberofnodesmustremainfixedsothattheadjacencymatrixcanbemultipliedwiththesharedmask.
	Inthecurrentstage,thepreferredmethodforbraingraphclassificationtasksremainsunclear.Someauthorsattempttoavoidthisissuebycombiningmultiplemethods.However,weinsteadsuggestthattheresearcherscarefullyconsidereachofthepresentedmethodsinthecontextofthegivenclassificationtask,aseachmethodposesitsuniquesetofstrengthsandweaknesses.
	-
	-

	2.4.4 Node Feature Definitions 
	ThesecondpartoftheinputtoaGNNmodelisthenodefeaturematrix(Figure2.1A).WesummarisethevariousdefinitionsofnodefeaturesinTable2.3.Wecategorisethesedefinitionsbasedonwhichdomaintheyarecomputed,i.e.time,frequencyandgraphdomains.
	Thetime-domainmethodsarethemostcommonlyusedinthecurrentliterature.Inparticular,thesearethedifferentialentropy(DE)andrawsignalmethods.The
	2.4 Graph Neural Networks for EEG Classification 
	Table 2.4: Overview of node feature pre-processing before GNN layers. 
	Table 2.4: Overview of node feature pre-processing before GNN layers. 
	Table 2.4: Overview of node feature pre-processing before GNN layers. 

	Method
	Method
	Trainedseparately
	Papers

	1DCNNFeature-wiseattentionweightingbidirectionalLSTMTemporalCNNWaveletCNNSincCNNMLPCNNFeatureExtractor
	1DCNNFeature-wiseattentionweightingbidirectionalLSTMTemporalCNNWaveletCNNSincCNNMLPCNNFeatureExtractor
	✗ ✓ ✗ ✗ ✗ ✗ ✓ 
	[77,162,307,168,83,210,81,181][99][112][174,80,181][174][210][246][133]


	popularityofDEisgivenbythefactthatmanyoftheopenEEGdatasetsincludethisfeature,suchastheSEED[309]emotionrecognitiondataset.DEdescribesthecomplexityofacontinuousvariableandisdefinedas:
	 
	DE(X)=− f(x)log(f(x))dx (2.11)
	X 
	whereX isarandomcontinuousvariableandf(x)istheprobabilitydensityfunction.
	ManypapersdefinethenodefeatureastherawEEGsignal.However,therawsignalcanbetoolongforaGNNtoprocesseffectively.Thus,itisoftencoupledwithnodefeaturepreprocessingmoduleandspatio-temporalGNNs(See2.4.4and2.4.5respectively)toeitherreducethedimensionalityortoextractthetemporalpatternscontainedwithinthesignaleffectively.Analternativetotherawsignalnodefeatureisdescriptivestatistics,suchasmean,medianorstandarddeviation.
	Frequency-domainnodefeaturesareusuallydefinedastheFourierfrequencycomponentsobtainedbytheFouriertransformorthepowerspectraldensity.ThesemethodsattempttoquantifythestrengthofvariousfrequencycomponentswithintheEEGsignal.Anadvantageoftheserepresentationsistheirrelativelylowdimensionalitycomparedtotherawsignaldescribedpreviously.
	-
	-

	Finally,graph-theoreticalfeaturescanbeutilisedtodescribethenodes,e.g.meannodeweight[178]andbetweennesscentrality[99,178].Aseverelimitationofthismethodisthatthegraphstructureneedstobedefinedpriortonodefeatureextraction.Thus,thisnodefeaturetypeisincompatiblewithlearnablebraingraphmethods.
	2.4 Graph Neural Networks for EEG Classification 
	Node Feature Preprocessing 
	Anoptionalnextstepafternodefeaturesconstructionissomekindofnodefeaturepre-processingmodule(NFP)(Figure2.1B).WesummarisetheNFPstypesinTable2.4.
	MostoftheNFPsareintegratedwithintheGNNarchitecture,thusallowingthemodeltobetrainedinanend-to-endmanner.Theexceptionsaremethodsthatutiliseapre-trainedfeatureextractionneuralnetworkimplementedasabidirectionallongshort-termmemory(LSTM)[112]oraCNN[133].
	ThesurveyedNFPsareallbasedonaneuralnetwork.Inmostcases,thesearevariantsofaCNNandMLP.Thesemodulesaimto(1)reducethedimensionalityofthenodefeaturesand(2)enhancethenodefeatures,includingpotentiallysuppressingnoiseorredundantinformation.
	2.4.5 Type of Graph Convolutional Layer 
	AcorepartofaGNNmodelaretheGCNlayers(Figure2.1C).WesummarisetheutilisedtypesofGCNsinTable2.5.WefurthercategorisethembasedonthetypeofGNNasintroducedinSection2.4.1,i.e.spatial,spectral.Additionally,weaddthetemporalcategory,whichisnotatypeofstandaloneGCNlayerbutmustbecombinedwithspatialorspectralGCN.
	Interestingly,ChebConvisusedinthemajorityofthesurveyedpapers(countingbothChebConvandspectralspatio-temporalGNNinTable2.5).SinceEEGtypicallyuses128electrodesinhigh-densitymontages,thesizeofthebraingraphsisrelativelysmall.Insuchcases,evenafullspectralGNNwouldnotbetoocomputationallyexpensiveforEEGclassification.Therefore,whymanyauthorsoptfortheChebConvapproximationofspectralGNNremainsunclear.WespeculatethattheinfluenceofclassicalsignalprocessingtoolsinEEGanalysismightalsoserveasasufficientargumentforusingspect
	Ontheotherhand,theotherhalfofthesurveyedpapersexperimentwithawiderangeofspatialGNNs.The(simplified)GCNisapopularmethodamongstthese,whichisequivalenttoa1st-orderChebConv(K =1).AspecialcaseofspatialGNNisthegraphattentionnetwork(GAT).GATallowsadjustingthegraphbyre-weightingtheedgesusinganattentionmechanism.Generally,theattentionmechanismforcom
	-

	2.4 Graph Neural Networks for EEG Classification 
	Table 2.5: Overview of graph convolutional layers. 
	Table 2.5: Overview of graph convolutional layers. 
	Table 2.5: Overview of graph convolutional layers. 

	Method
	Method
	Spatial
	Spectral
	Temporal
	Papers

	GraphIsomorphismNetwork(Simplified)GraphConvolutionNetworkChebyshevGraphConvolutionGraphAttentionNetworkDiffusionrecurrentgatedSpatio-temporalGNN(Spectral)Spatio-temporalGNN(Spatial)PowersofAdjacencyMatrixGNNGraphSAGESpectralGNNB-SplineKernelGCNResidualGCNMultibrancharchitectures
	GraphIsomorphismNetwork(Simplified)GraphConvolutionNetworkChebyshevGraphConvolutionGraphAttentionNetworkDiffusionrecurrentgatedSpatio-temporalGNN(Spectral)Spatio-temporalGNN(Spatial)PowersofAdjacencyMatrixGNNGraphSAGESpectralGNNB-SplineKernelGCNResidualGCNMultibrancharchitectures
	✓ ✓ ✗ ✓ ✗ ✗ ✓ ✓ ✓ ✗ ✓ ✓ -
	✗ ✗ ✓ ✗ ✓ ✓ ✗ ✗ ✗ ✓ ✗ ✗ -
	✗ ✗ ✗ ✗ ✗ ✓ ✓ ✗ ✗ ✗ ✗ ✗ -
	[178,77,250][311,305,307,166,83,244,272,289,80,300,86,131,142][155,48,214,8,291,53,138,301,112,303,113,124,149,308,130,270,81,16,170,246][160,99,168,210,313,108,54,181][249][242,61,173,229,132,281][171,164][234,235][77,61][162,161][177][174][168,301,290,300,270,164]


	putingthenewsoftmax-normalisededgeweighteij isdefinedasfollows:
	  
	expσ w[Whi ∥ Whj ]
	⊤

	ei,j = , (2.12)
	exp(σ (w[Whi ∥ Whk]))
	⊤

	k∈N (i) 
	wherew andW arethelearnableparametersofthemodel,σ isanactivationfunction,h isthenodefeaturevector/embedding,andN(i)isthesetofnodesconnectedtonode
	i.TheresultingedgeweightscanthenbepassedtoEquation2.5.
	Next,thespatio-temporalGNNsweretestedforEEGclassificationinseveralinstances.Aspatio-temporalblockconsistsofoneGCNlayerandone1D-CNNappliedtemporally.Thisstructureallowsthemodeltoextractbothspatial(i.e.graph)and
	-

	2.4 Graph Neural Networks for EEG Classification 
	Table 2.6: Overview of node pooling mechanisms. 
	Table 2.6: Overview of node pooling mechanisms. 
	Table 2.6: Overview of node pooling mechanisms. 

	Method
	Method
	Learnable
	Papers

	TopKHierarchicaltreepoolingSortPoolEdgePoolSAGPoolSet2SetManualClusteringGraclusClustering
	TopKHierarchicaltreepoolingSortPoolEdgePoolSAGPoolSet2SetManualClusteringGraclusClustering
	✓ ✓ ✓ ✓ ✓ ✓ ✗ ✗ 
	[48,54][178][77][77][77,289][77][234,235][113,270]


	temporalpatterns.Therearebothspatialandspectralvariantsofspatio-temporalGNN,andthereisnoindicationastowhichoneshouldbepreferredasnocomparativestudyexiststodate.
	Finally,severalpapersadoptmulti-brancharchitectures.ThesemethodsutilisemultipleGCNlayersappliedinparalleltoallowthemodeltofocusonvariousaspects(alsoviews)oftheinputgraph.Anexampleofsuchamodelutilisestwo-branchGNNtolearnfrombothFC-andSC-basedbraingraphstructure[164].Alternatively,theindividualfrequencybandsofEEGsignalscanbeusedtoconstructvariousgraphviews[246].
	2.4.6 Node Pooling Mechanisms 
	Insomeinstances,reducingthenumberofnodesinthegraphmightbedesirable.Thiscanbeachievedwithanodepoolingmodule(Figure2.1D).WesummarisethenodepoolingmodulesutilisedinthesurveyedpapersinTable2.6.
	Therearebothlearnableandnon-learnablenodepoolingmodulesintheliterature.Pleaseseethecorrespondingpapersforadetaileddescriptionofthesemethods(Table2.6).NodepoolingmodulesremainarelativelyunexploredtopicintheEEG-GNNclassificationmodels.Nodepoolingcan(1)removeredundantnodes,(2)reducethesizeofthegraphembeddinginasettingwheretheconcatenationofnodeembeddingsformsit,and(3)aidintheexplainabilityofthemodelbyidentifyingnodeimportancewithrespecttotheclassificationtask.
	2.4 Graph Neural Networks for EEG Classification 
	Table 2.7: Overview of methods for the formation of graph embedding from a set of node embeddings 
	Table 2.7: Overview of methods for the formation of graph embedding from a set of node embeddings 
	Table 2.7: Overview of methods for the formation of graph embedding from a set of node embeddings 

	Method
	Method
	Learnable
	Papers

	SumreadoutAveragereadoutMaximumreadoutConcatenatenodeembeddingsCNN-likeAverage/MaximumPoolingSortPoolAttentionweightedCNNLSTMCapsuleNetworkTransformerBidirectionalLSTM
	SumreadoutAveragereadoutMaximumreadoutConcatenatenodeembeddingsCNN-likeAverage/MaximumPoolingSortPoolAttentionweightedCNNLSTMCapsuleNetworkTransformerBidirectionalLSTM
	✗ ✗ ✗ ✗ ✗ ✓ ✓ ✓ ✓ ✓ ✓ ✓ 
	[178,311,16][214,166,289,61,131,54,246][307,289,112,54,142][177,162,155,48,161,305,234,235,138,168,303,113,124,174,80,308,290,300,130,210,270,173,313,81,133,229][171,86][28][160,301,164][8,242,149][291,170][99][244][168,86,108]


	2.4.7 From Node Embeddings to Graph Embedding 
	Theoutputofthegraphconvolutionsisasetoflearnednodeembeddings.Nodeembeddingsinthisformaresuitablefortaskssuchasnodeclassificationandlinkprediction.However,forgraphclassification,thesetofnodefeaturesneedstobetransformedintoaunifiedgraphrepresentation(Figure2.1E).WesummarisethemethodsforthistransformationinTable2.7.
	-

	Themoststraightforwardmethodtoformagraphembeddingistosimplyconcatenatethenodefeatures.Thisapproachposesafewlimitations.First,theresultinggraphembeddinggrowswiththenumberofnodes.Thus,theclassificationlayerrequiresalargenumberofparameters.Second,allinputgraphsmusthavethesamenumberofnodes,limitingthemodel’sgeneralisationtootherdatasets.Finally,suchanapproachislikelytoincluderedundantorduplicatedinformationinthegraphembeddingsinceGNNproducesnodeembeddingsbyaggregatinginformationfromneighbouringnodes.
	-
	-

	Areadoutfunctionisoneofthemethodstoformagraphembeddingthataddressestheseissues.Areadoutformstheembeddingbypassingthenodefeaturesthroughapermutation-invariantfunction.Ageneraldefinitionofareadouttoobtaingraph
	2.4 Graph Neural Networks for EEG Classification 
	embeddingofagraphGi fromasetofV nodeembeddingsH =[h, ..., hV ]isgivenby:
	1

	V
	 
	Gi =hk, (2.13)k=1 
	 
	wherecanbeanypermutation-invariantfunction.Inthesurveyedpapers,thesefunctionsweresum,averageandmaximum.Afewpapersalsoexperimentwithattention-weightedsumtoattenuatetheroleofunimportantnodeswithinthegraphembedding[160].AninterestingalternativeistoapplyCNN-styleaverageormaximumpoolingnode-wise[171].
	Alternatively,researchersexploredvariousneuralnetworkmodelstoobtaingraphembeddings,suchasCNN[8,242,149],(bi-)LSTM[291,170,168,86,108],Transformer
	[244]andcapsulenetworks[99].Additionally,graphpoolingmethods,suchasDiffPool[293],SAGPool[159],iPool[97],TAP[96]andHierCorrPool[279]canbeusedforthis
	purpose.
	2.4.8 Discussion of EEG-GNN Approaches 
	Despitemostofthesurveyedpapersbeingrelativelyrecent,awiderangeofGNN-basedmethodshavealreadybeenproposedtoclassifyEEGsignalsinadiversesetoftasks,suchasemotionrecognition,brain-computerinterfaces,andpsychologicalandneurodegenerativedisordersanddiseases(Fig2.3).ThisrecentriseinpopularityofGNNmodelsforEEGmightbeattributedto(1)thedevelopmentofnewGNNmethodsand(2)advancesinnetworkneuroscienceinspiredanextensionofthisframeworktodeeplearning.GNNsofferuniqueadvantagesoverotherdeeplearningmethods.Thisismainlythepossib
	ThissurveycategorisestheproposedGNNmodelsintermsoftheirinputsandmodules.Specifically,thesearebraingraphstructure,nodefeaturesandtheirpreprocessing,GCNlayers,nodepoolingmechanisms,andtheformationofgraphembeddings.ThiscategorisationallowsustoprovideaquickandsimpleoverviewofthedifferentmethodspresentedintheEEG-GNNliterature,appreciatethecurrentstateoftheartinthisfieldandidentifypromisingfuturedirections.
	-
	-
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	Limitations of Surveyed Papers 
	Surprisingly,wehaveidentifiedtheleastvarietyandinnovationinthecategoryofGCNlayers(Table2.5).AsignificantproportionofthesurveyedpapersutiliseeitherChebConvor”vanilla”spatialGCN.ThismightbeduetotherelativenoveltyoftheEEG-GNNfield,andthus,manypapersexploreotherareasofmodeldesign,suchasnodefeaturesandbraingraphdefinitions.AfewpapersseemtosuccessfullyexperimentwithmorecomplextypesofGCNlayers[177,174,249]andmulti-brancharchitectures[168,301,290,300,270,164].
	AmajorlimitationofmostsurveyedpapersisthelackofgeneralisabilitytoexternaldatasetsthatmightuseadifferentnumberofEEGsignals.Thisiscausedby(1)theuseofChebConvand(2)forminggraphembeddingbynodefeatureconcatenation[177,162,155,48,161,305,234,235,138,168,303,113,124,174,80,308,290,300,130,210,270,173,313,81,133,229].(1)canbeaddressedbyutilisingspatialGCNlayersassuggestedabove,and(2)canbesolvedbyusingareadoutfunctionorasuitablenodepoolingmechanism,whichcoarsensthegraphtoafixednumberofnodes.Additionally,thereisagene
	Finally,wehaveidentifiedaninterestinggapinEEG-GNNresearch:thelackofutilisingfrequencybandinformationinamorecomplexway.Afewpaperstrainseparatemodelsforeachfrequencybandinisolation[178,311,177].Alternatively,theyproposeconcatenatingthegraphembeddingsgeneratedfromthefrequency-band-GNNbranches[161,234,242].
	Future Directions 
	SeveralpromisingdirectionscanbeidentifiedintherapidlyevolvinglandscapeofEEG-GNNresearch.First,acomprehensivecomparisonofthevariousGCNlayers
	(e.g.spatialGNN,ChebConv,GATandgraphtransformer)withrespecttotheirinfluenceonclassificationperformanceshouldbecarriedouttoaddressthiscrucialdesignquestionsystematically.
	Second,enhancingthegeneralisabilityofmodelsbyaddressingissuesrelatedtothevaryingnumberofEEGsignals/electrodesandexploringtransferlearningapproachescanopennewavenuesforresearch.Forinstance,pre-trainedGNNmodelsoncheap-toobtainlargedatasets,suchasopendatabasesforemotionrecognitionorbrain-computerinterface(BCI)applications,wouldallowtheapplicationofcomplexGNNarchitectures
	-
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	toproblemswithlimiteddataavailabilityduetothehighcostsorsmallpopulations
	(e.g.clinicaldata,rarediseasesanddisorders).FocusingontheseissueswouldlikelyimprovethegeneralisabilityofthemodelswhenevaluatedonadiversesetofEEGdatasetsanddifferentclassificationtasks.
	Lastly,therichfrequencyinformationofEEGsignalsshouldbeexploredmore.Forinstance,wesuggestaplausibleutilityofintegratingCFCapproachesintoEEG-GNNmodels.Thereisgrowingevidenceintheliteratureconcerningtheadvancedbrainfunctions(e.g.learning,memory)enabledbyCFC[135].Thus,integratingfindingsfromneuroscienceresearchintotheEEG-GNNdesignpromisesbothperformanceandexplainabilitygains.
	2.5 Chapter Summary 
	2.5 Chapter Summary 
	ThischapterreviewsdisruptionsofbrainactivityinADcasesanddiscussesthemethodologyforgraph-basedanalysisofEEG.Thesereviewshighlighttheneedforgraph-basedapproachestocharacteriseandaccuratelydistinguishADusingEEGmultivariatesignals.Furthermore,thisthesisexaminesfindingsonADfromoscillatoryandgraphperspectivestorelatetotheexplainabilitycapabilitiesoftheresearchpresentedinthisthesis.
	-

	Graph-basedmethodsforEEGanalysisarereviewed.First,wefocusonbraingraphinference,graphpreprocessing,andstandardgraph-theoreticalmeasurestocharacterisevariouspropertiesofthebrain,suchasregionimportance,informationintegration,andsegregation.Then,theADdisruptionsrelatedtoFCandgraphapproacharesummarised.ThemainresearchgapidentifiedistheneedforcloserexaminationofCFCfromagraphperspective.
	Finally,GNNarchitecturesforEEGclassificationarereviewed.Thesurveyedpaperswerecategorisedbasedonmodelinputsandmodules,includingbraingraphstructureinference,definitionsofnodefeatures,typesofGCNlayers,nodepoolingmechanisms,andgenerationofgraphembeddings.Severallimitationsandareasforimprovementwereidentified.ThereisalackofvarietyandinnovationinGCNlayers,withmanypapersutilisingChebConvor”simple”spatialGCNwithoutclearjustification.IntegrationofCFCinformationandevaluationofmethodsforbraingraphinferenceareidentifie
	-
	-
	-
	-

	Chapter 3 Data 
	ThischapterintroducestheEEGdatasetusedinChapters4,5and6.
	EEGrecordingswerecollectedfrom20ADpatientsand20HCparticipantsyoungerthan70years.Adetaileddescriptionoftheexperimentaldesignandconfirmationofthediagnosisisprovidedin[29].AlltheADparticipantswererecruitedfromtheSheffieldTeachingHospitalmemoryclinic.ADparticipantswerediagnosedbetweenonemonthandtwoyearsbeforedatacollection.Allofthemwereinthemildtomoderatestageofthediseaseatthetimeofrecording,withanaverageMMSEscoreof
	20.1(sd=4).High-resolutionstructuralMRIscansofallADpatientswereacquiredtoeliminatealternativecausesofdementia.
	Ageandgender-matchedHCparticipantswithnormalneuropsychologicaltestsandstructuralMRIscanswererecruited.ThisstudywasapprovedbytheYorkshireandTheHumber(LeedsWest)ResearchEthicsCommittee(referencenumber14/YH/1070).Allparticipantsgavetheirinformedwrittenconsent.
	-

	Allpatientsunderwentexaminationviahigh-resolutionstructuralMRIscanstoeliminatemajorunderlyingcausesthatcouldexplaintheirclinicalsymptoms.Noneexhibitedsignificantsmallvesselischemicdisease,asevidencedbyFLAIRMRIscans.
	Eachparticipantprovidedconsentfora3TeslaMRIscanningprocedureusingaPhilipsIngeniascanner,encompassingstructuralandresting-statefunctionalscans.Additionalscans,includingdiffusion,T2weighted,andFLAIRacquisitions,confirmedtheabsenceofexclusioncriteria.MRIassessmentswereconductedonaverage79dayspriortotheirinclusioninthestudy.Thepurposeofthestructuralandfunctionalneuroimagingwassolelytocharacterizebrainstructureandfunctioninthesepatients,ensuringtheywererepresentativeoftheclinicalpopulationunderinvestigation.
	AnatomicalT1-weightedimageswereacquiredwiththefollowingparameters:voxel
	42
	sizeof0.94× 0.94× 1.00mm,fieldofviewof256mm,matrixsizeof256× 256× 124,repetitiontimeof8.2s,echodelaytimeof3.8ms,andflipangleof8°.Followingaseriesofdummyscanstoachieveelectromagneticequilibrium,aT2*-weightedscanwasconductedtoassesscerebralhemodynamicsatrest.Thisscancomprised120volumes,eachcontaining35axialslicesacquiredinascendingorder.Participantswereinstructedtokeeptheireyesclosedthroughoutthescan.Thescanparametersweresetasfollows:repetitiontimeof2.6s,totalacquisitiontimeof4minutesand30seconds,echodelaytim
	ThecognitivefunctionofADpatientsandHCwasevaluatedusingacomprehensivebatteryofneuropsychologicaltestsdesignedtodetectcognitiveimpairmentstypicallyassociatedwithAD.Thesetestscoveredareassuchasshortandlong-termmemory(verbalandnon-verbal),abstractreasoning,attentionandexecutivefunction,languagecomprehension,andfluencyinnaming,category,andletterretrieval.
	EEGdatawereacquiredusinganXLTEK128-channelheadbox,Ag/AgCLelectrodeswithasamplingfrequencyof2kHzusingamodified10-10overlappinga10-20internationalelectrodeplacementsystemwithareferentialmontagewithalinkedearlobereference.Therecordingslasted30minutes,duringwhichtheparticipantswereinstructedtorestandnotthinkaboutanythingspecific.Incasetheparticipantsshowedsignsofdrowsiness,theywereprompted.Withineachrecordingwerefive-minute-longepochsduringwhichtheparticipantshadtheireyesclosed,alternatingwithanequaldurationofe
	-
	-

	AlltherecordingswerereviewedbyanexperiencedneurophysiologistontheXLTEKreviewstationwithtime-lockedvideorecordings(OptimaMedicalLTD).Foreachparticipant,three12-second-longartefact-freeepochswereisolated.Finally,thefollowing23bipolarchannelswerecreated:F8–F4,F7–F3,F4–C4,F3–C3,F4–FZ,FZ–CZ,F3–FZ,T4–C4,T3–C3,C4–CZ,C3–CZ,CZ–PZ,C4–P4,C3–P3,T4–T6,T3–T5,P4–PZ,P3–PZ,T6–O2,T5–O1,P4–O2,P3–O1andO1–O2[29].Bipolarmontagewasselectedtolimitthevolumeconductioneffectstoacertainextent.
	-

	AsaneurophysiologistconfirmedtheEEGsignaltobeartefact-free,wedidnotfurthercleanthesignals.Thesignalsarefilteredusingaband-passButterworthfiltertoarangeof0.5Hzand45Hz.
	TheutilisationofarelativelysmallEEGdatasetintheexperimentsdescribedinthisthesiswasdrivenbytheabsenceoflarger,open-accessdataofEEGforADatthetimeofperformingtheexperiments.Whilethisdatasetundoubtedlyposedlimitations
	TheutilisationofarelativelysmallEEGdatasetintheexperimentsdescribedinthisthesiswasdrivenbytheabsenceoflarger,open-accessdataofEEGforADatthetimeofperformingtheexperiments.Whilethisdatasetundoubtedlyposedlimitations
	intermsofitsscopeandgeneralisability,itnonethelessprovidedavaluablefoundationforinitialexplorationandanalysis.

	However,sincethen,anopen-accessdatasetforEEGinADhasbeenreleased[191].Thispresentsanexcitingopportunitytoenhancetherobustnessoffutureresearchbyincorporatingsuchadatasetforexternalindependentvalidation.Byleveragingamoreextensiveanddiversedataset,researcherscanstrengthenthereliabilityandgeneralisabilityoftheirfindings.
	Chapter 4 
	Cross-Frequency Multilayer Graph Analysis with Bispectrum-based Functional Connectivity 
	4.1 Introduction 
	ThemainEEGcharacteristicsassociatedwithADaretheslowingofsignals,andalteredsynchronisation[128,98,150,68,267,13].However,thesecharacteristicsaretypicallymeasuredatasinglechannelorbetweenchannelpairs.Incontrast,thegraph-basedanalysisconsidersallEEGchannelsandrevealsADcharacteristicssuchasreducedintegrationofinformation[136,63],andlossofsmall-worldness[247].However,thesecharacteristicsareoftenanalysedonlywithinspecificfrequencybands.
	1

	ThischapteraimstoextendtheFCbeyondWFC,takingtheCFC[135]intoaccount.WFCgraphsofADwereanalysedpreviouslybyusingcoherence(linear)[4]andwaveletcoherence(nonlinear)[127].OnlyoneCFCmeasure,i.e.phasesynchronisationindex(PSI),hadbeenusedforthegraphanalysisofCFCgraphsinAD[42].Thisworkextendedthefindingsofreducedintegrationandlossofsmall-worldnesstoCFCmultilayergraphs.However,itdoesnotconsidertherolesofdifferentfrequencycomponentsinthegraphs.Themultilayer-graphframeworkhadbeenusedpreviouslyforbraingraphanalysis.Losso
	-
	-

	The content presented in this chapter has been published in Dominik Klepl, Fei He, Min Wu, Daniel J. Blackburn, and Ptolemaios G. Sarrigiannis. Cross-Frequency Multilayer Network Analysis with Bispectrum-based Functional Connectivity: A Study of Alzheimer’s Disease. Neuroscience, 521: 77–88, June 2023. ISSN 0306-4522. doi: 10.1016/j.neuroscience.2023.04.008 
	1
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	4.1 Introduction 
	Figure
	Figure 4.1: A conceptual schematic of implementing the proposed CBS multilayer graph analysis. (A) Each EEG signal is cleaned and scaled. 
	Figure 4.1: A conceptual schematic of implementing the proposed CBS multilayer graph analysis. (A) Each EEG signal is cleaned and scaled. 


	(B) For each pair of EEG electrodes, a cross-bispectrum is estimated. The frequency bands coupling edge weights are given by the average value within the respective CBS window, e.g. δ-δ (red). Note that CBS estimates are directed, e.g. δ-γ ̸= γ-δ (both in grey). Thus, from each CBS, 25 edges are inferred. (C) Using the edge weights inferred from CBS, a multilayer graph is constructed with layers representing the frequency bands of EEG. Such a graph has both intra-layer and inter-layer edges, representing wi
	multiplexgraphs[103,298],wheretheinter-layeredgesareinsertedwithfixedweightonlybetweenthesamenodesacrosslayers.AlterationsinmultilayergraphhubshavebeenreportedinmultimodalgraphsinAD[104],andfMRIfrequency-bandgraphsinschizophrenia[70].MultilayergraphsintegratingWFCandCFChavebeenusedtoanalyseMEGdatafromhealthy[254],andschizophrenicsubjects[38].Tewarieetal.
	[254]showthatfrequency-bandgraphlayersinteractviaCFC,shareacertainamountofstructureandoperateattheedgeofindependenceandinterdependence.However,thesestudiesanalysethelayerrelationshipsmainlyasthecorrelationoftheiradjacencymatricesorasdifferencesinglobalaveragecouplingstrength.
	Bispectrumisahigher-orderspectralanalysisandquantifiesquadraticcouplingbetweentwofrequencycomponentsandtheiralgebraicsum[107].Ithasbeenshowntodetectamplitude-amplitudeandphase-amplitudeCFCinadditiontothephase-phasecoupling[135,151].Thebispectralcouplingalsoindicatesanincreaseinnon-Gaussianity[278].Featuresderivedfrombispectrumwereproposedasbiomarkersofepilepsy[183,32],Parkinson’sdisease[299],autism[206]andAD[278,275,187].Mostofthesestudiescompute(cross-)bispectraofonlyafewchannelsorpairsofchannels.Althougha
	4.2 Methods 
	isanalysedinisolation[275]orsingle-channelbispectraareaveragedacrossnodestoderivecertainglobalproperties[187].Incontrast,thisstudycomputescross-bispectrabetweenallpairsofEEGchannelstoestimatethewidelydistributedFCbraingraphsandperformgraph-theoreticalanalysis.
	Inthischapter,thecross-bispectrumestimatesofFCarecomputed.WeaimtoinvestigatethecontributionofnonlinearWFCandCFCindifferentiatingbetween(AD)andHCincomparisontotheequivalentlinearWFCmeasuredwithcross-spectrum(CS)(Figure4.1).Wereportamultilayergraph-basedanalysistoelucidatetherolesofthetraditionalEEGfrequencybandsandtheirCFCinthesensor-levelEEGgraphsofHCandAD.Moreover,weusethereconstructedbraingraphstoclassifyADusinganSVMclassifier.
	4.2 Methods 
	4.2.1 EEG pre-processing 
	EEGsignalswereconfirmedtobeartifact-free.Thus,noadditionalartefactremovalwasundertaken.Thesignalswereband-passfilteredtobebetween0.1and100Hzusingazero-phase5orderButterworthfilter;50Hzrelatingtothepowerlinenoisewasremovedusingazero-phase4orderButterworthstop-bandfilter,andthedataweredown-sampledto250Hzusinganorder8ChebyshevtypeIfilter.Finally,thesignalswerenormalised(tozeromeanandunitstandarddeviation).
	th 
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	4.2.2 Cross-spectrum and Cross-bispectrum 
	ThespectrumSX ofasignalX iscalculatedviaasmoothedperiodogram.FastFouriertransform(FFT)isusedtoestimatetheperiodogramwithDaniellsmoothers.Theperiodogramiscomputedover256frequencybins(0.98Hzbandwidth).CSatfrequencyf isthencomputedas:CSXY (f)=SX (f)· SY (f).AnabsolutevalueofCSiscalculated.AdirectFFT-basedmethodisusedtoestimatetheabsolutevalueofCBS:
	-
	-

	CBSXY (f,f)=|⟨XT (f)· YT (f)· Y(f,f)⟩|, (4.1)
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	where⟨·⟩ denotesaveraging,XT (f)isanFFTofsignalX overanintervalT andYisthecomplexconjugate.256-pointFFTisused.CBSiscomputedover1-secondlongwindowswith50%overlapoverthewholefrequencyrange(0.5-100Hz).The
	T 
	∗ 
	-

	4.2 Methods 
	windowsizeandoverlapwerechosenempiricallytobalancethespectralandtemporalresolutions.TheestimatedCBSisthensmoothedinthefrequencydomainusingtheRao-Gabrwindow(size5).
	CSandCBSwerecomputedforallpairsofEEGchannels.Fivefrequencybandsb areconsidered:δ (0.5− 5Hz),θ (5− 8Hz),α (8− 16Hz),β (16− 32Hz)andγ (32− 100Hz).
	TheconnectivitybetweenchannelsX andY andfrequencybandsbX andbY iscomputedas:FC(4.2)
	CS 

	XY (b)=⟨CSXY (f ∈ b)⟩, 
	FC
	FC
	CBS 

	(bX ,bY )=⟨CBSXY (f∈ bX ,f∈ bY )⟩, (4.3)
	XY 
	1 
	2 

	forCSandCBS,respectively,where⟨.⟩ denotesaveraging.ThisresultedinfiveWFC(CSandCBS)and20CFC(CBSonly)measuresperchannelpair.ItisofnotethattheCBSisdirected.
	Inordertoensurethereliabilityoftheestimatedconnectivity,surrogatethresholdingwasused[255].Foreachpairofchannels,200surrogatesignalsweregeneratedusingtheFFTsurrogate,whichscramblesthephaseofthesignal,andtheirCSandCBSarecomputed.The95%confidenceintervalofsurrogatevaluesiscomputedandusedasathreshold.Couplingvaluesbelowthethresholdaresettozero.Wechosethisapproachtoensurethereliabilityofestimatedbraingraphs.Incontrast,Wangetal.[275]usednosuchthresholdingwhenanalysingbicoherencecoupling.Alternativeapproachesexist
	-

	WeobtainasetofconnectivitymatricesforeachEEGrecording,i.e.N × N matrices(N =23).ForCSandCBS,therearefiveand25connectivitymatrices,respectively.Aglobal(averagedpersubject)connectivityiscomputedforeach23× 23matrixandcomparedbetweengroupsusingatwo-samplet-testifnormallydistributedandaMann-Whitneytestotherwise.
	4.2.3 Graph Measures 
	Toidentifytheimportantchannelsinthegraph,wecomputeacoupling-specificNS
	[17]foreachchanneli anddifferenttypesoffrequencycouplingsc,
	 
	NS(i, c)=wij , (4.4)j∈Π(i,c) 
	4.2 Methods 
	whereΠ(i, c)arethenodesconnectedtochanneli viaedgetypec andwij istheedgeweight,i.e.CSorCBSconnectivitygivenbyijthentryoftheN × N connectivitymatrix.ThismeasureiscomputedforbothCSandCBS,resultingin5(5frequencybands)and25(5× 5frequencybands)valuesperchannel,respectively.
	Inordertoanalysetheimportanceofthedifferentfrequencycouplingswithintheglobalbraingraph,werepresentthemasamultilayergraph.Inthisgraph,nodesarelocatedwithinlayersrepresentingthedifferentfrequencybands.WFCrepresentstheedgesbetweennodeswithinasinglelayer,i.e.intra-layer,andCFCrepresentstheedgesbetweennodeslocatedindifferentlayers,i.e.inter-layer.Inthiswork,theCSgraphsarenotanalysedasmultilayergraphssincesuchgraphswouldhavenointerlayeredgesandthuswouldnotbecomparabledirectlywiththeCBSgraphs.Thefollowingmeasuresa
	-

	Wemeasuretheimportanceofeachtypeoffrequencycouplingwithinthemultilayergraphbymeasuringthecontributionofeachedgetoenabletheefficientpassingofinformationthroughthegraph.Forthispurpose,wedefinecouplingbetweennesscentrality(CBW)centralitybasedonanadjustedversionofedgebetweenness[100]:
	E
	P
	1
	CBW (c)=BW (e), (4.5)
	E 
	i=1 
	whereE isthetotalnumberofedgesofcouplingtypec andBW (e)isedgebetweenness
	centralitygivenby:
	 
	gij (e)
	gij (e)

	BW (e)=, (4.6)
	gij
	i̸=j 
	wheregij isthenumberofshortestpathsbetweennodesi andj,andgij (e)isthenumberofthosepathsthatgothroughedgee.Theshortestpathisdefinedasapathwiththeleastsumofwij .CBWquantifiesthecontributionofeachcouplingtypetotheinformationintegration[245],i.e.theamountofinformationflowthroughedges.NotethattheCBWofaweightedandunweightedversionofthesamegraphresultsindifferentvalueofCBW.Therefore,weanalysebothweightedandunweightedCBW.
	CBWassumesthattheessentialprocesseswithinthegraphoccuralongtheshortestpaths.However,theremightbealternativepathswithonlyminorlengthdifferences,
	4.2 Methods 
	whichCBWignores.Incaseofadisruptionofthegraphstructure,thesealternativepathsmightenabletherecoveryoffunctionwithnegligibledifferences.Wequantifythisasthevulnerabilityofthegraphtotheremovalofonetypeoffrequencycoupling.Thevulnerabilityismeasuredintwoways:thelossofabilitytointegrateinformation
	[158]andthelossofsegregation.
	TheintegrationpropertyofgraphG,i.e.theabilityofagraphtocommunicateinformationglobally,isapproximatedwithglobalefficiency(EG)givenby:
	P
	11
	EG(G)=, (4.7)
	N(N − 1)d(ij)
	N(N − 1)d(ij)

	i̸=j∈G 
	whereN isthenumberofnodesingraphG andd(ij)istheshortestpathlengthbetweennodesi andj.EG isrelatedtoCBW.CBWmeasurestheinformationflowonthemoredetailededgelevelwhileEG takesthenode-levelperspective.
	ThesegregationpropertyofgraphG,i.e.thepresenceofdenselyconnectedclustersandsparseconnectionsbetweenthem,isapproximatedwithalocalefficiencygivenby:
	P
	1
	EL(G)=EG(Gi), (4.8)
	N 
	i∈G 
	whereGi istheneighbourhoodofnodei,i.e.subgraphofnodesdirectlyconnectedtoi,withoutnodei itself.
	Inordertomeasurethevulnerabilityofthegraphanditsdependenceondifferenttypesoffrequencycoupling,EG andEL arecomputedforthefullgraph.Thetwomeasuresarethenre-computedforaperturbedgraphwhereonetypeoffrequencycoupling
	-

	(i.e.asetofedges)isremoved.ThechangeinEG andEL givetheglobalandlocalvulnerabilitymeasuresVG(Gc)=1− (EG(Gc)/EG(G))andVL =1− (EL(Gc)/EL(G)),whereG isthefullgraphandGc istheperturbedgraphwiththeedgesofcouplingtypec removed.
	4.2.4 Graph Thresholding and Statistical Analysis 
	Inordertofilterouttheunimportantedgesthatmightresultfromaspuriouscoupling,theweightedmultilayergraphsarethresholdedthroughrelativequantile-basedthresholding.GivenaquantileQ,alledgeswithaweightlowerthanQ areremovedfromthegraph.Thereareconsiderabledifferencesbetweentheweightsofeachfrequencycouplingtype(e.g.meanofγ-β =1.627comparedtothemeanofα-α =8.975);thus,
	-

	4.2 Methods 
	aseparatethresholdQ isused.Asaresult,thegraphsretainQ%ofthestrongestedges.ToensurethattheobserveddifferencesbetweenthegraphsarenotduetothechoiceofthresholdQ,allofthegraphmeasuresarecomputedover20thresholdvalues(Q ∈ [0, 0.95]inincrementsof0.05),andonlysignificantdifferencesobservedoveratleasttenthresholdsaredeclaredsignificant.ThereportedplotsandnumericalresultsaregeneratedfromsuchthresholdlevelsofQ thatthebetween-groupdifferenceismaximised(i.e.largesteffectsize).However,theeffectofchoiceofthisthresholdshoul
	-

	Additionally,toimprovethereliability,weperformepoch-wisetest-retestexperiments.Foreachparticipantincludedinthisstudy,therearethreeepochs.Thus,werepeatthefullanalysisreportedinthischapterforeachepochseparately.Consequently,onlysignificantdifferencesobservedconsistentlyacrossallthreeepochsaredenotedassignificant.Ananalysisofstatisticalpowergivenoursamplesizewasperformedtoidentifythethresholdeffectsizewhere80%isreached(A.1).
	-
	-
	-

	Furthermore,weconverttheCBSgraphfromdirectedtoundirectedbytakingthemeanweightforeachpairofdirectededges,thuscollapsingthemintoasingleedge.Suchanapproachisthemostconservativesincethepotentialeffectofoutliersisminimisedcomparedtothealternativeoftakingthemaximumweight.
	NSislog-transformedtoreduceskewness.WedonotthresholdthegraphsforNScomputation,asthismightleadtoisolatednodeswithnoedges.WetestwhethernodestrengthsarenormallydistributedseparatelyforeachcouplingandchannelwithaShapirotest.Nodestrengthsthatpassthetestarethencomparedwithatwo-samplet-test,andthosethatdonotpassthetestarecomparedwithaMann-WhitneyUtest.
	ThemultilayergraphmeasuressuchasCBW,globalvulnerability(vG)andlocalvulnerability(vL)aimtoanalysetherolesoffrequencycouplingtypesintermsofthegraph’sproperties.However,whethersuchmultilayergraphsshouldbeweightedorunweightedisunclear.Thus,weexaminethepatternsinbothweightedandunweightedmultilayergraphs.Theweightedgraphscanbeconvertedintounweightedgraphsbysettingtheweightsofalledgesto1.Additionally,theselectedgraphmetrics,exceptforNS,assumeedgeweightsrepresentthedistancebetweenweights.Sincefunctionalconnectivity
	w˜ij =max(W )+min(W )− wij (4.9)
	,wherew˜ij isthetransformededgeweightconnectingnodesi andj,W istheedge
	4.3 Results and Discussion 
	weightdistributionofthegraphandmax(·)andmin(·).
	WetestwhetherCBW,vG andvL ofbothweightedandunweightedgraphsarenormallydistributedusingtheShapiro-Wilktestforeachcouplingtypeseparately.Atwo-samplet-testisusedfornormallydistributedvariablesandMann-WhitneyUfornon-normallydistributedvariablestocomparebetweengroups.Furthermore,bothweightedandunweightedCBWandvG arelog-transformedtoreduceskewness.
	4.2.5 Graph Classification 
	Finally,wetrainclassifiersusingthegraphmetricstoevaluatethepredictivepowerofthesebiomarkersofAD.ThreeclassifiersaretrainedusingtheCS,CBS,andcombinedfeatures,respectively.Inotherwords,theCSclassifieristrainedusingNS,theCBSclassifierusestheNSandmultilayergraphmetrics,andthecombinedclassifierusesalloftheprevious.Additionally,thesefeaturesarecollectedacrossallfilteredgraphs.
	Asthisleadstoalargefeaturespace,weintroduceaneffect-size-basedforwardfeatureselection.Thefeaturesareorderedbytheabsolutevalueofeffectsize(Cohen’sd [57])andsequentiallyaddedtothefeaturevector,whichisthenusedtotraintheclassifier.Thefirst100featuresareevaluatedinthismanner.NotethatcomparingtheCSandCBSclassifiersislikelyunfairastheCSutilisesconsiderablysmallerandlesscomplexfeatures,astheNSisarelativelysimplegraphmeasure.Instead,theCSclassifiershouldbeviewedasanaivebaseline.
	SVMclassifierwithradialbasiskernelisusedastheclassifier.Moreover,featuresarescaledtozeromeanandunitstandarddeviation.10-foldcross-validationrepeated100timesisusedtotrainandevaluatetheclassifier.
	Finally,weusethefeaturesetsofCSandCBSclassifiersthatachievedthebestperformanceandtrainacombinedclassifier.WehypothesisethattheinformationcapturedbyCSandCBSgraphsisatleastpartiallyunique.Thusaclassifiertrainedonthecombinedfeaturesetsshouldoutperformtheclassifierstrainedonindividualgraphs,asitcanleveragetheinformationfrombothfunctionalconnectivitymeasures.
	4.3 Results and Discussion 
	Wedenoteastatisticaltestassignificantonlyifitisconsistentlydetectedacrossatleasttengraphthresholdsandinallthreeepochs.Therefore,forsimplicity,onlyresultsfromepochtwoarereportedinthefollowingsections,exceptfortheclassificationresults,
	4.3 Results and Discussion 
	Figure
	Figure 4.2: The difference between average connectivity matrices (AD − HC) measured with cross-spectrum in epoch 2. For visualisation purposes, the values were min-max normalised. Digits in black denote a p-value (FDR corrected) testing for the difference in global coupling (p< 0.05 in bold, in italics otherwise). 
	Figure 4.2: The difference between average connectivity matrices (AD − HC) measured with cross-spectrum in epoch 2. For visualisation purposes, the values were min-max normalised. Digits in black denote a p-value (FDR corrected) testing for the difference in global coupling (p< 0.05 in bold, in italics otherwise). 


	wheredatafromallepochsareutilised.Epochtwowasselectedrandomly,whichdoesnotaffectthereportedresultsasallresultswererequiredtobeobservedacrossallthreeepochs.Moreover,forvisualisationpurposes,weselectthegraphthreshold,wherethestrongestdifferenceisobservedforeachcomparisonseparately.
	Theresultsandvisualisationsfromepochs1and3areincludedinA.2andA.4,respectively.Thenumericalresultsfromepoch2areincludedinA.3.
	4.3.1 Connectivity Matrices and Average Connectivity 
	Differencesinaveragedconnectivitymatrices(Figure4.2and4.3)indicatethatbothmethodsseemtodetectvariationsinthetopologyofFCgraphs.TheresultsofstatisticaltestsarereportedinA.3(TablesA.11andA.12).ByusingCS,significantdifferencesintheaverageconnectivityarefoundinδ andθ bands,whereADcaseshaveincreasedconnectivity.Additionally,CSrevealsadecreaseinβ connectivityofADcases.
	-

	UsingCBS,differencescanbeobservedinmultiplefrequencybandsandtheircouplings.IncreasedglobalconnectivityisobservedinADcasesinθ WFCandθ-δ,δ-θ andδ-α CFC.Incontrast,decreasedglobalconnectivityinADcasesisfoundinβ WFCandalpha-beta,α-γ,β-α,β-γ,γ-α andγ-β CFC.Overall,ADcasesshowincreasedconnectivityinlow-frequencycomponentsandtheirCFCinteractionsanddecreasedconnectivityinhigh-frequencycomponents.
	-

	Thesefindingsareconsistentwiththeliteraturereportingincreasedactivityinδ andθ inAD[128,150].Anincreaseinδ WFCandlow-frequencyCFCinADwasalsoreportedusingbicoherence[275].Similarly,Maturanaetal.[187]reportincreasedbispectralpowerinADinδ andθ andadecreaseinα,βandβ.Theyalsoreport
	1 
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	4.3 Results and Discussion 
	Figure
	Figure 4.3: The difference between average connectivity matrices (AD − HC) measured with cross-bispectrum in epoch 2 with input frequency on the vertical facets and output frequency on the horizontal. For visualisation purposes, the values were min-max normalised. Digits in black denote a p-value (FDR corrected) testing for the difference in global coupling (p< 0.05 in bold, in italics otherwise). 
	lowerbispectralentropyinδ andθ suggestingfewerfrequencycomponentsinteractwiththesefrequencybands.Incontrast,Caietal.[42]reporttheoppositedifferencesinthesameWFCandCFCusingPSI,i.e.decreaseinδ andθ.
	Moreover,thevisiblestructuredistortionwithinmultiplefrequencybandsdetectedbybothCSandCBSsuggestsconnectionstothedisconnectionsyndromeanddisturbedinformationprocessinginAD.
	4.3.2 Coupling-wise Node Strength 
	InordertostatisticallytestthedifferencesinconnectivitymeasuredbybothCSandCBSandtolocalisethebrainregionswhichshowthemostpronounceddifferencesbetweenADandHC,NSismeasuredforeachchannelandcouplingtypeseparately.WeshowtheresultsinFigs.4.2and4.3forCSandCBS,respectively.ThedetailsofthesestatisticaltestsarereportedinA.3(TablesA.13andA.14).
	4.3 Results and Discussion 
	Figure
	Figure 4.4: NS (min-max normalised) measured with CS of HC (blue) and AD (orange): mean with 95% confidence intervals. Significant differences observed across all epochs are encoded by asterisks. The number of asterisks corresponds to the p-value (FDR corrected), i.e. p ≤ 0.0001 “****”, p ≤ 
	Figure 4.4: NS (min-max normalised) measured with CS of HC (blue) and AD (orange): mean with 95% confidence intervals. Significant differences observed across all epochs are encoded by asterisks. The number of asterisks corresponds to the p-value (FDR corrected), i.e. p ≤ 0.0001 “****”, p ≤ 


	0.001 “***”, p ≤ 0.01 “**”, and p ≤ 0.05 “*”. 
	ThedifferencesinWFCdetectedbyCSandCBS(Figure4.4anddiagonalelementsinFigure4.5)aregenerallysimilar.Bothmethodsshowincreasedθ NSinADcasesacrossmostchannels.BothCSandCBSshowdecreasedβ coupling.However,eachdetectsthesechangesindifferentregions,i.e.CSacrossallchannelsexceptforoccipital,whileCBSonlyincentralchannels.Interestingly,CBSfailstocapturetheincreasedNSinδ inADcasesthatcanbeseeninCS.ThesedifferencesshowcasetheimportanceofassessingbothlinearandnonlinearcouplinginunderstandingthevariationsinADbraingraphs.
	MultipledifferencesintheCFC(off-diagonalelementsinFigure4.5)aredetected,highlightingtheneedtoanalysetheinteractionsoffrequencycomponentsinbothhealthyandADbraingraphs.ADcasesshowaglobalincreaseinδ-θ andθ-δ,andinfrontalandtemporalareasinδ-α.ThisisincontrasttothefindingsinWangetal.[275],whereanincreaseofδ-θ onlyinfrontalchannelsisreported.Theyalsoreportanincreaseinmidlineparietal-occipitalθ-γ thatwedonotdetect.Furthermore,weobserveafrontal,occipitalandtemporaldecreaseinα-β andβ-α,frontocentralandfrontotemporal
	Caietal.[42]reportcomparabledifferencesusingPSI,butincontrasttoourresults,theyshowmainlydecreasedNSinADcases.ThismightbebecauseCBSisinfluencedbytheamplitude,whilePSIisapurephasecouplingmeasure.Fragaetal.[92]reportanincreaseoftheδ-θ andδ-β amplitude-amplitudeCFCinADcaseswhichissimilartoourresults.ThissuggeststhatCBSindeedmeasuressomemixture
	4.3 Results and Discussion 
	Figure
	Figure 4.5: NS (min-max normalised) measured with CBS of HC (blue) and AD (orange): mean with 95% confidence intervals. The input frequency is on the vertical facets, and the output frequency is on the horizontal. Significant differences observed across all epochs are encoded by asterisks. The number of asterisks corresponds to the p-value (FDR corrected), i.e. p ≤ 0.0001 “****”, p ≤ 0.001 “***”, p ≤ 0.01 “**”, and p ≤ 0.05 “*”. 
	ofCFCtypes[135]sinceourresultsarepartiallyinlinebothwithphase-phaseandamplitude-amplitudeCFCstudies.
	4.3.3 Multilayer Graph Analysis 
	Inordertoelucidatetherolesofthefrequencybandsandtheircoupling,bothWFCandCFC,weanalysetheCBSgraphsasmultilayergraphswithfivelayersrepresentingthetraditionalfrequencybandsofEEG.Moreover,boththeweightedandunweightedversionsofthesegraphsareanalysed.
	First,weightedandunweightedCBWareusedtoassesstheimportanceofeachtypeofcouplingforbothlocalandglobalcommunicationsinthegraph.ResultsofstatisticaltestscomparingtheunweightedCBWarereportedintheappendix(Table
	A.15)andvisualisedinFigure4.6a.ResultsofstatisticaltestscomparingtheweightedCBWarereportedintheappendix(TableA.18)andvisualisedinFigure4.6b.
	TheunweightedCBWshowsonlyadecreaseinADcasesintheδ-β CFC(Fig4.6a.Incontrast,theweightedCBWshowsmultipledecreasesinADcases,specificallyinα-α andβ-β WFCandδ-α,α-δ,α-β,α-γ,β-α andβ-γ CFC.Asthesedecreasesinvolvehigh-frequencycomponents,wespeculatethatthisfindingislikelylinkedto
	4.3 Results and Discussion 
	Figure
	(a) Importance of each type of frequency measured by edge betweenness. 
	Figure
	(b) Importance of each type of frequency coupling measured by weighted edge betweenness. 
	Figure 4.6: Significant differences observed between HC (blue) and AD (orange) in at least ten thresholded graphs and across all epochs are encoded by asterisks. The number of asterisks corresponds to the p-value (FDR corrected), i.e. p ≤ 0.0001 “****”, p ≤ 0.001 “***”, p ≤ 0.01 “**”, and p ≤ 0.05 “*”. 
	-

	thecharacteristicslowingdownofsignalsinAD,i.e.adecreaseofhigh-frequencypower[128,98].Ontheotherhand,weobserveanincreaseofweightedCBWofθθ WFCandθ-δ andγ-θ CFCinADcases.Interestingly,previously,adecreaseinγ-θ phase-amplitudecouplingwasreportedtosignifyprogressionfrommildcognitiveimpairmenttoAD[198].However,ourresultsindicateanoppositepattern.
	-

	Then,weightedandunweightedvG areusedtoassessthevulnerabilityofinformationintegrationofthegraphtotheremovalofaspecificcouplingtype.NumericalresultsofcomparingunweightedvG arereportedintheAppendix(TableA.16)andvisualisedinFigure4.7a.NumericalresultsofcomparingweightedvG arereported
	-

	4.3 Results and Discussion 
	Figure
	(a) Global vulnerability 
	Figure
	Figure 4.7: Significant differences observed between HC (blue) and AD (orange) in at least ten thresholded graphs and across all epochs are encoded by asterisks. The number of asterisks corresponds to the p-value (FDR corrected), i.e. p ≤ 0.0001 “****”, p ≤ 0.001 “***”, p ≤ 0.01 “**”, and p ≤ 0.05 “*”. 
	Figure 4.7: Significant differences observed between HC (blue) and AD (orange) in at least ten thresholded graphs and across all epochs are encoded by asterisks. The number of asterisks corresponds to the p-value (FDR corrected), i.e. p ≤ 0.0001 “****”, p ≤ 0.001 “***”, p ≤ 0.01 “**”, and p ≤ 0.05 “*”. 
	-



	(b) Weighted global vulnerability 
	andvisualisedinAppendix(TableA.19)andvisualisedinFigure4.7b.
	TheADbraingraphsseemmorevulnerabletoremovingmultipletypesofcouplings.WeightedvG failstodetectanyreliabledifferences.Wespeculatethismightbecausedbyedgeweightdifferencesacrossdifferentcouplingtypes,thusbiasingtheresults.vG islikelymoresensitivetowardssuchanissue,asitisaglobalmeasureincontrasttotheothermeasures,whichconsiderpredominantlylocalrelationships.AsignificantincreaseinunweightedvG inADcasesisobservedinδ-δ WFCandδ-θ andγ-β CFC.Interestingly,theremovalofWFCgenerallycausesalargerincreaseinvulnerabilityco
	4.3 Results and Discussion 
	Figure
	(a) Local vulnerability 
	Figure
	Figure 4.8: Significant differences observed between HC (blue) and AD (orange) in at least ten thresholded graphs and across all epochs are encoded by asterisks. The number of asterisks corresponds to the p-value (FDR corrected), i.e. p ≤ 0.0001 “****”, p ≤ 0.001 “***”, p ≤ 0.01 “**”, and p ≤ 0.05 “*”. 
	Figure 4.8: Significant differences observed between HC (blue) and AD (orange) in at least ten thresholded graphs and across all epochs are encoded by asterisks. The number of asterisks corresponds to the p-value (FDR corrected), i.e. p ≤ 0.0001 “****”, p ≤ 0.001 “***”, p ≤ 0.01 “**”, and p ≤ 0.05 “*”. 
	-



	(b) Weighted local vulnerability 
	Finally,weightedandunweightedvL areusedtoassessthevulnerabilityofsegregationofthegraphtotheremovalofaparticularcouplingtype.ResultsofstatisticaltestscomparingunweightedvL arereportedinAppendix(TableA.17)andvisualisedinFigure4.8a.ResultsofstatisticaltestscomparingweightedvL arereportedinAppendix(TableA.20)andvisualisedinFigure4.8b.
	-
	-

	γ-γ isthemostrobustlylinkedtosegregationmeasuredwithunweightedvL,whichfitswellwiththeevidenceofhigh-frequencyoscillationsbeingrelatedtolocalprocessing[41].Moreover,thiscouplingissignificantlymorevulnerableinweightedgraphsofHCcases,whichislikelyrelatedtothedecreasedγ activityinAD[128].Likelyforsimilarreasons,theremovalofα-α WFCandβ-α CFCcausesasignificantincreaseof
	4.3 Results and Discussion 
	Figure
	Figure 4.9: Average accuracy (points) with standard deviation (ribbons) of the classifiers trained with graph-theory features using a 10-fold stratified cross-validation repeated 100 times. Specifically, the features considered are NS for cross-spectrum (orange) and NS, CBW, vG and vL cross-bispectrum (blue) graphs. The features are sequentially added to the classifier based on their effect size. 
	weightedvL inHC,suggestingthesegregationfunctionenabledbythesehigh-frequencycomponentsislikelydisruptedinAD.Ontheotherhand,β-δ andγ-δ CFCremovalcauseasignificantincreaseofweightedvL inADcases.ThissuggeststhatinADcases,thehigh-frequencyCFCtakesovertheroleofenablinggraphsegregationasthehigh-frequencyWFCisattenuated.
	4.3.4 Classification Results 
	SVMclassifiersweretrainedusinggraphfeaturesextractedfromCSandCBSseparatelytomeasurethepredictivepowerofCSandCBS-basedgraphsandevaluatethemultilayergraphfeatures(Figure4.9).AdetailedperformancesummaryofthebestmodelsisreportedinTable4.1.
	-

	AllCBS-basedmodelsoutperformtheCS-basedmodels,suggestingthatinformationrelatedtononlinearandCFCcouplingmightbecrucialforthemodellingandclassificationofAD.However,suchaconclusionmightbebiasedastheCS-basedmodelsaretrainedusingasmallersetoffeatures,i.e.nodestrengths.Thus,thecomparisonislikelyunfairandshouldbeinterpretedconservatively.
	-

	ThebestCS-basedmodelreachesitshighestaccuracyof79.71%(SD=1.94)using
	4.3 Results and Discussion 
	Table 4.1: Performance of the best models trained using graph features identified via forward feature selection. The feature sets contain 2, 48 and 50 features for the spectrum, bispectrum and combined models, respectively. 
	-

	Model
	Model
	Model
	Accuracy
	Sensitivity
	Specificity

	Spectrum
	Spectrum
	79.71%(SD=1.94)
	86.42%(SD=2.95)
	74.62%(SD=4.48)

	Bispectrum
	Bispectrum
	83.32%(SD=1.83)
	86.62%(SD=2.95)
	80.71%(SD=3.9)

	Combined
	Combined
	81.39%(SD=2.09)
	85.97%(SD=2.45)
	78.91%(SD=3.28)


	Table 4.2: Features included in the best cross-bispectrum-based classifier. For multilayer graph metrics, the graph thresholds are in parentheses. This is not necessary for the node strengths as these are obtained from the unthresholded graphs. 
	Table 4.2: Features included in the best cross-bispectrum-based classifier. For multilayer graph metrics, the graph thresholds are in parentheses. This is not necessary for the node strengths as these are obtained from the unthresholded graphs. 
	Table 4.2: Features included in the best cross-bispectrum-based classifier. For multilayer graph metrics, the graph thresholds are in parentheses. This is not necessary for the node strengths as these are obtained from the unthresholded graphs. 

	coupling
	coupling
	Nodestrength
	Multilayergraphmetric

	α-β β-α δ-α δ-θ γ-α θ-δ θ-θ δ-δ α-δ α-γ 
	α-β β-α δ-α δ-θ γ-α θ-δ θ-θ δ-δ α-δ α-γ 
	C4P4,CZPZ,P3O1,T5O1C4P4,P3O1F4C4C3P3,C4P4,CZPZ,FZCZ,O1O2F4FZCZPZ,FZCZ,P4PZF4C4
	weightedCBW(0.7)weightedCBW(0.4,0.45,0.5,0.55,0.6)vG (0.55)weightedCBW(0.4,0.45,0.5,0.55,0.6,0.65,0.7,0.75,0.8,0.85)vG (0.65)weightedCBW(0,0.05,0.1,0.15,0.2,0.25)weightedCBW(0.5,0.55,0.6,0.65,0.7,0.75,0.8)


	onlytwofeatures.ThesefeaturesarethenodestrengthsofchannelsF4-C4andC3-P3intheθ frequencybandWFC.Incontrast,theCBS-basedmodelsrequireconsiderablymorefeaturestoachievethehighestaccuracyof83.32%(SD=1.83)with48features(Table4.2).Interestingly,themajorityofthesefeaturesareCFC.Furthermore,theweightedCBWseemstoprovidethemostinformationtotheclassifierfromthemultilayergraphmeasuresintroducedinthisstudy,asitisincludedmultipletimesinthefinalfeatureset.Nodestrengthsfromallareasareutilised,butthecentral-parietalchannelsa
	-
	-

	Finally,wetrainedacombinedmodelwiththesetsofbestfeaturesconcatenatedfromtheCS-andCBS-basedmodels,i.e.using50features.However,theaccuracyofsuchamodelisonly81.39%(SD=2.09),whichislowerthantheCBS-basedmodel
	4.4 Conclusions and Future Work 
	suggestingthattheadditionofCS-basedfeaturesintroducesredundantinformationintothemodel.
	4.4 Conclusions and Future Work 
	WehavedemonstratedthatCBSandCSdetectsimilardifferencesbetweenADandHCgraphs,butCBShasanadvantageoverCSbyincludingcross-frequencyandnonlinearinteractions.WereportseveralsignificantdifferencesinCFCbothgloballyandonanodelevel,suggestingthatincludingCFCinagraph-theoreticanalysisofbraingraphsiscrucialtoobtainingamoredetailedinsightintotheirstructureandfunction.Furthermore,weshowthatmultilayergraphanalysisprovidesasimpleyetpowerfulframeworkforrepresentingandanalysingtheroleofCFCinbraingraphs.Usingthisframework,wep
	CFChasbeensuggestedtoberelatedtomodulatoryactivity,i.e.slowbandmodulatingtheactivityoffastoscillations.However,itremainsunclearwhylow-frequencyCFCwouldbeincreasedinADandrequiresfurtherin-depthstudy.
	-

	Next,although(cross-)bispectrumwasshowntobeapowerfultooltodetectvarioustypesofWFCandCFC,suchasphase-phaseorphase-amplitude,CBSseemstocaptureanunknownmixtureofthesetypesofcouplings.Therefore,acombinationofbispectrumwithothertypesofCFCmethodsmightbeaplausibledirectionforfutureresearch.
	-

	Furthermore,byrelyingontraditionalfrequencybandstodefinethelayersofthegraphs,ourframeworkmightmisssomeCFCoccurringonfinerscales,e.g.interactionwithinoneband.However,consideringtheCFCwithinonlyafewbandsallowsustoconstructmultilayergraphswitharelativelysmallnumberoflayers.Thus,wearguethatrelyingonthefivebandsisnecessarytointroducetheCFCintographanalysiswithoutincreasingthecomplexitysignificantly.
	Thepresentedmultilayergraphanalysisfocusedonlyonhowdependentorvulnerablethegraphsareondifferenttypesoffrequencycouplingtoenableintegrationandsegregationproperties.Althoughthesetwopropertiesarehypothesisedtobecrucialinbraingraphs,theiranalysisisnotsufficienttoelucidatethefunctionsthefrequencycouplingsmightenableacrossvariousspatio-temporalscalesinnormalbrainsandhowthesefunctionsdisappearorchangeinAD.Thus,wesuggestfocusingonothergraph
	-
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	4.4 Conclusions and Future Work 
	theoreticmeasuresbeyondintegrationandsegregationinfuturework.
	Alimitationofourstudyistherelativelysmallsamplesize.Thisleadstosomeoftheobservedsignificantdifferencesbeingunderpowered.Thus,thesmalldifferenceswereportinthisstudyshouldbeinterpretedmoreconservatively.However,despitethislimitation,weidentifyasetofreliablebiomarkersasevidencedbytheclassificationresults.Infutureresearch,itmightalsobeimportantandinterestingtoexploremorecomplexgraph-basedfeaturesthatwouldcapturethedifferencesbetweenADandHCinalower-dimensionalspacemoreefficiently.
	4.5 Chapter Summary 
	4.5 Chapter Summary 
	ThischapterextendstheFCgraphanalysisbeyondWFC,incorporatingCFCinformation.Thisworkexpandsonpreviouslyreportedgraph-baseddisruptionsofbraingraphsofADtomultilayergraphscontainingbothWFCandCFCinformation.Theframeworkofmultilayergraphanalysisallowsustoconsiderthedifferentfrequencycomponents’rolesinenablingwell-knownbraingraphpropertiessuchasinformationintegrationandinformationsegregation.
	-

	BispectrumanalysishaspreviouslybeenusedtoquantifyEEGinteractionsonapairwiselevel.Incontrast,themethodologyproposedinthischaptercomputescrossbispectrabetweenallpairsofEEGchannelstoreconstructamultilayerbraingraphwithalayerforeachfrequencyband.Insuchagraph,intra-layerandinter-layeredgesdenoteWFCandCFCinteractions,respectively.
	-

	BycomparingCBSgraphstoCSgraphs,thelinearcounterpartofCBS,intermsofnodestrengthandclassificationperformance,theadvantagesofincorporatingnonlinearandCFCinformationweredemonstratedshowingasignificantlyimprovedprediction.
	StatisticalanalysisofCBS-basedgraphmetricsindicategraphvariationsofADandHCcases.ADcasesshowincreasedconnectivityinlow-frequencycomponentsandtheirCFCinteractionsbutdecreasedconnectivityinhigh-frequencycomponents.
	Wedemonstratethatagraph-theoreticanalysisofCFCbraingraphsiscrucialtoobtainamoredetailedinsightintotheirstructureandfunction.VulnerabilityanalysisrevealsthatdifferentfrequencycouplingsinADgraphsenabletheinformationintegrationandsegregationpropertiescomparedtoHCs.
	-

	Inconclusion,thestudydemonstratesthesignificanceofCBSincapturingnonlinearandCFCinteractions,providinginsightsintoAD-relatedFCalterations.Futureresearchshouldaddresslimitationslikesamplesizeandexploremorecomplexgraph-basedfeaturestounderstandAD-relatedbraingraphalterationsbetter.
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	Chapter 5 
	EEG-based Graph Neural Network Classification: An Empirical Evaluation of Functional Connectivity Methods 
	5.1 Introduction 
	Inthischapter,weevaluateanumberofcommonlyusedmethodstoquantifyFCfromEEGdata.
	1

	GNNextendsthelogicofconvolutionoperationtographsbyaggregatinginformationfromconnectednodesbasedontheassumptionthatnodesconnectedbyanedgearesimilar.However,thereisalimitednumberofGNNapplicationsforEEGbraingraphclassification.ItremainsunclearwhichmethodshouldbeusedtoinferthegraphstructurefortheGNNapplication.Afullyconnectedgraphiscommonlyusedintheliterature[77].However,suchanapproachdoesnotleverageanyinformationencodedbyFCbraingraphs.AsecondoptionisusingthedistancesbetweenspatialpositionsofEEGelectrodestodefi
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	The content presented in this chapter has been published in Dominik Klepl, Fei He, Min Wu, Daniel J. Blackburn, and Ptolemaios Sarrigiannis. EEG-Based Graph Neural Network Classification of Alzheimer’s Disease: An Empirical Evaluation of Functional Connectivity Methods. IEEE Transactions on Neural Systems and Rehabilitation Engineering, 30:2651–2660, 2022. ISSN 1558-0210. doi: 10 .1 10 9/ TN SRE.20 22 .3 20 49 13 
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	5.1 Introduction 
	Figure
	Figure 5.1: Overview of model architectures developed for classification of AD from EEG-FC-based graphs. (A) A GNN takes weighted featured brain graphs with N nodes represented by a weighted adjacency matrix and a node feature matrix (R,D = 100) where the node features consist of power spectral densities (PSD, 0 − 100Hz). The N-GCN hyper-parameter controls the number of graph convolutional layers. (B) SVM trained using the node strengths (i.e. the sum of edge weights of neighbouring nodes) as input features
	N×D
	-
	-
	N×D
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	mightberedundantorevenintroduceadditionalnoise,thushinderingthemodelfromlearningtheoptimalsolution.OnlyahandfulofstudiesuseFCmeasures,suchascoherence[269]andwPLI[178].Additionally,Liuetal.[178]useaMSTalgorithmtoproducesparsebraingraphs.Thisisincontrasttothreshold-basededgefiltering,asMSTcanselectedgeswithvariousedgeweightsandensurethattheresultinggraphisconnected.Additionally,Zhongetal.[311]utilisealearnablemaskinordertolearntheoptimalgraphstructureforaspecificclassificationtaskwithoutrelyingonanyFCmeasure.
	Othergraph-basedapproachesweresuccessfullyusedtotrainmachinelearningclassifierstodiagnosebraindisordersusingEEGautomatically.Manuallyengineeredgraphfeatures,suchasnodestrength[202]andvectorisedadjacencymatrix[197],
	5.2 Methods 
	couldbepromisinggraph-basedbiomarkersofAD,asbothapproachesachievehighclassificationaccuracy.Additionally,thereweresomeattemptstoutilisedeeplearning,CNNs,forautomaticgraph-basedfeatureextraction.Specifically,CNNwastrainedtoclassifyADandschizophreniausingadjacencymatrices,whichareimage-likerepresentationsofFCgraphs[217].However,animagerepresentationofagraphcannoteffectivelycapturealltheproperties,asagraphisanon-euclideanobject.
	-

	Inthischapter,wesystematicallyevaluatetheeffectsofusingvariousFCmethodstoinferEEGbraingraphsintrainingGNNfortheclassificationofADpatients.TwotypesofedgefilteringareusedtoinducegraphsparsityinordertoimprovetheperformanceofGNN.TocompareandevaluatetheclassificationperformanceofvariousFC-basedGNNs,aGNN-basedbaselineistrainedusingafixedgraphstructureforallbraingraphs,representedbytheEuclideandistancebetweenspatialpositionsofEEGsensors.Threeadditionalbaselinemodelsareestablished:twoSVMbaselinestrainedonnodestreng
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	5.2 Methods 
	5.2.1 EEG Pre-processing 
	First,azero-phase5orderButterworthfilterisemployedtoremovefrequenciesbelow
	th 

	0.1Hzandabove100Hz;azero-phase4orderButterworthstop-bandfilterisusedtoremovefrequenciesbetween49and51Hzrelatedtopower-noise.TheEEGdatawerethendown-sampledto250Hzusingan8orderChebyshevtypeIfilterandscaledtozeromeanandunitstandarddeviation.
	th 
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	Inordertoincreasethesamplesizeandtodemonstratethattheclassificationperformanceisepoch-independent,the12-seconds-longepochsweresplitinto3-secondlongnon-overlappingsegments.Thus,foreachsubject,thereare12EEGsegments.Finally,frequencybandsarecreatedfromeachEEGsegmentusingazero-phase5orderButterworthfilter.Sixfrequencybandsareconsidered:δ (0.5−4Hz),θ (4−7Hz),α (7− 15Hz),β (15− 31Hz),γ (31− 100Hz)andfull(0.5− 100Hz).
	-
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	5.2 Methods 
	5.2.2 Functional-Connectivity-based Brain Graph Inference 
	Inthischapter,weselectedeightcommonlyusedmethodsforconstructingbraingraphsfromEEGsignals,namely:theabsolutevalueofPCC,spectralCOH,iCOH,PLI,wPLI,PLV,MIandAEC.
	WeestimateFCbraingraphsforeachEEGsegmentandfrequencybandseparately.Thus,foreachsubject,weobtain72braingraphs(12segments× 6frequencybands).AbraingraphG canberepresentedbyanN × N adjacencymatrixA whereN =23.AsweconsideronlyFCmeasures,alledgesareundirected,andthusthenumberofinferrededgescanbereducedfromNto[N × (N − 1)/2].However,forsimplicity,wekeeptheNedgesintheN ×N adjacencymatrixA.Thus,eachentryoftheadjacencymatrixArepresentstheedgeweightbetweennodes,i.e.thedependencyofEEG
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	FC 

	xy 
	signalsx ∈ Randy ∈ RaremeasuredbytheconnectivitymeasureFC whereT isthesignallength.Alloftheselectedmeasuresarenormalisedto[0, 1]where0indicatesnocouplingand1indicatesaperfectcoupling.
	T 
	T 

	TheadjacencymatrixusingtheabsolutevaluesofPearson’scorrelationcoefficientsbetweennodesx andy isgivenby:
	 
	(x(t)− x¯)(y(t)− y¯)
	PCC t 
	A

	=  , (5.1)(x(t)− x¯)(y(t)− y¯)
	xy 
	t
	2 
	t
	2 

	wherex(t)isthevalueofsignalx attimet,andx¯isthemeanofx.Theabsolutevalueiscalculatedasweareonlyinterestedinthecouplingmagnitude.Next,theadjacencymatrixofCOHisgivenby:
	|CSxy(f)|
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	COH 
	A

	(f)=, (5.2)
	xy 

	CSxx(f)CSyy(f)
	whereCSxy andCSxx arecross-spectralandauto-spectraldensitiesrespectivelyatfrequencyf.ThecoherencewithinafrequencybandB isthencalculatedasthemeanCOH 
	ofA

	(f)wheref ∈ B.TheiCOHmeasuresphaseconsistencysimilartoCOHandaccountsforvolumeconductioneffects.TheadjacencymatrixusingiCOHiscomputedas:
	xy 

	ℑ(CSxy(f))
	A
	iCOH 

	(f)= , (5.3)
	xy 
	CSxx(f)CSyy(f)

	whereℑ denotestheimaginarycomponent.TheiCOHwithinafrequencybandB is
	5.2 Methods 
	thencalculatedasthemeanofA(f)wheref ∈ B
	iCOH 

	xy 
	ThephaseandamplitudeofanEEGsignalattimet canbecalculatedfromtheanalyticrepresentationz ofsignalx 
	z(t)=x(t)+i˜x(t), (5.4)
	whereiistheimaginarycomponentandx˜(t)isthecorrespondingHilberttransform.Thenthephaseandamplitudecanbeobtainedfromz(t)as
	 
	x˜(t)
	ϕ(t)=arctan, (5.5)
	x(t)and
	 
	amp(t)=. (5.6)
	[x(t)]
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	+[˜x(t)]
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	PLIquantifiestheasymmetryinphasedistributionsoftwosignalsandmeasuresonlynon-zerophaselocking[241].TheadjacencymatrixusingPLIisdefinedas:
	T
	P
	1
	P LI 
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	=signsin(ϕx(t)− ϕy(t)), (5.7)
	xy 

	T 
	t=1 
	whereϕx isobtainedusingEq.5.5.wPLIisanextensionofPLI,whichaimstoremovetheeffectsofamplitudeandvolumeconductionbymaximallyweightingthe±90degphasedifferencesandthusomittinguniformlydrivendifferences[265].TheadjacencymatrixusingwPLIiscomputedas
	T
	1| sin(ϕx(t)− ϕy(t))|
	 

	wP LI 
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	=. (5.8)
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	T sin(ϕx(t)− ϕy(t))
	t=1 
	PLVisanotherapproachtoquantifytheconsistencyofphasedifferencesbetweensignals,anditsassociatedadjacencymatrixiscomputedas
	AP LV xy 
	AP LV xy 
	AP LV xy 
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	T − i(ϕx(t)−ϕy (t)e
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	TR
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	AECaimstoquantifythecouplingbasedontheamplitudesofthesignals.TheadjacencymatrixusingAECiscomputedwithEq.5.1wherex andy aretheamplitudesofrespectivesignalscomputedusingEq.5.6.
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	MIquantifiestheamountofknowninformationaboutasecondsignalafterobserv
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	ingthefirstsignal.TheadjacencymatrixusingMIiscalculatedas:
	P
	 
	PXY (xi,yj )
	MI 
	A

	=PXY (xi,yj )log, (5.10)
	xy 

	PX (xi)PY (yj )
	xi,yj 
	wherePXY andPX arethejointandmarginalprobabilitydistributions,respectively.
	Edge Filtering Methods 
	Itisworthnotingthatwedidnotuseanycorrectionsforfalsepositives.Thus,thetruebraingraphstructuremightbemaskedbynoiseduetospuriouscoupling.Traditionally,asurrogatethresholdmightbeusedtocontrolsuchspuriousedges.However,suchaprocedureiscomputationallyexpensive,asitrequiresre-computingtheconnectivitymeasureonmultiplerandomsurrogateversionsoftheoriginalsignals,toestimateanullsurrogatedistribution.Instead,weimplementtwoedge-filteringmethodstoselectonlyimportantedgesandthusproducesparsegraphs.Comparedtothesurrogateth
	Thefirstedge-filteringmethodisanFC-strength-basedtop-k%filter(k ∈{10, 20, 30}),whichselectsonlythetopk%strongestedgesofthegivengraphandremovestherest.Thisapproachassumesthatedgeweight,i.e.theconnectivitystrength,isdirectlyrelatedtotheimportanceofanedge.However,thisassumptionmightnotbevalid.
	Aminimum-spanning-tree-basedfilter(MST-k),alsoknownasanorthogonalminimumspanningtree[78],addressesthisconcernasitselectsamixofedgeweightsandalwaysproducesaconnectedgraph,i.e.apathexistsamongallnodes.Briefly,theMSTalgorithm[209]aimstoextractabackboneofagraphwithN nodesbyselectingN − 1edges,suchthatthesumofweightsisminimised.WeusePrim’salgorithmforcomputingMST[209].Inthecaseofbraingraphs,astrongeredgeweightimpliesahigherdegreeofcoupling;thus,weuseaninvertedMSTalgorithm,whichmaximisesthesumofweightsinstead.Whe
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	5.2 Methods 
	Table 5.1: Possible values for hyper-parameters of GNN, SVM-NS, SVMAM, CNN and MLP. 
	Table 5.1: Possible values for hyper-parameters of GNN, SVM-NS, SVMAM, CNN and MLP. 
	Table 5.1: Possible values for hyper-parameters of GNN, SVM-NS, SVMAM, CNN and MLP. 
	-


	Hyper-parameter
	Hyper-parameter
	Values
	GNN
	SVM-NS
	SVM-AM
	CNN
	MLP

	CostBatchsizeLearningrateGCNhiddenNGCNNLinearConv1hiddenConv2hiddenLinearhiddenActivationedgedropoutlayer(DropEdge)DropoutpFrequencybandEdgefilterGamma
	CostBatchsizeLearningrateGCNhiddenNGCNNLinearConv1hiddenConv2hiddenLinearhiddenActivationedgedropoutlayer(DropEdge)DropoutpFrequencybandEdgefilterGamma
	[0,1]{16,32,64,128,256}{0.0001,0.001,0.01,0.1}{256,516,1024,2048,4096}{1,2}{1,2,3,4,5}{16,32,64,128}{16,32,64,128}[32,64,96,160,256,516]{ReLU,Tanh} {True,False} {0.1,0.25,0.5,0.75,0.8,0.9}delta,theta,alpha,beta,gamma,fullfull,top-{10,20,30},MST-{1,2,3} 
	✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ 
	✓ ✓ ✓ 
	✓ ✓ ✓ 
	✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ 
	✓ ✓ ✓ ✓ ✓ ✓ ✓


	{0.8,0.85,0.9,0.95} 
	5.2.3 Graph Neural Network Classification 
	GNNisanextensionofanartificialneuralnetworkthatiscapableoflearningongraph-structureddata.Specifically,weimplementagraphconvolutionalnetwork(GCN)foragraphclassificationtask(Figure5.1A).
	TheinputtotheGCNclassifierisintheformofagraph:G ={N, E, F },whereN,E,andF aresetsofnodes,edgesandnodefeatures,respectively.Thenodesarefixedinourcase,asthisisthenumberofEEGelectrodes.ThesetofedgesE isgivenbytheadjacencymatrixA computedbytheFCmeasuresintroducedintheprevioussection.Finally,thenodefeaturematrixF isanN × D matrixwhereeachrowencodesaD-dimensionalfeatureforthecorrespondingnode.Specifically,PSDiscomputedover1Hzincrementsinanintervalbetween0and100Hz,forminga100-dimensionalnodefeaturevector(i.e.D=100
	GCNisbasedonthemessage-passingframework,whichassumesthatneighbouringnodesshouldhavesimilarnodefeatures.Briefly,aGCNlayerupdatesthenodefeatures
	(i.e.messages)usingtheoptionallytransformedmessagescollectedfromneighbouringnodes.Onanodelevel,asingleGCNlayereffectivelyaggregatesinformationfromthe1-hopneighbourhoodofeachnode.Thus,stackingL GCNlayersrepresentsag
	-

	5.2 Methods 
	gregationfromL-hopneighbourhood.Formally,theGCNlayerisimplementedonanode-levelasfollows[195]:
	ll−1 l−1 
	x =Θx +Θmax, (5.11)
	1
	2 

	ii ij j
	e
	x

	j∈Gi 
	wherexisthenodefeaturesofnodei atthellayer,xistheirowoftheinputnodefeaturematrixF,andΘisalearnablelineartransformation,whichmapsthenodefeaturesfromshape[1,D]to[1,GCN-hidden].Gi andeij aretheneighbourhoodofnodei andtheedgeweightconnectingnodesi andj givenbythesetofedgesE respectively.TheGCN-hiddenisatunablehyper-parameteroftheGCNarchitecture.Arectified-linear-unit(ReLU)activationisappliedtotheoutputofGCN,andbatchnormalisationisperformed[120].Werefertothenode-wiseoutputsofGCNasnodeembeddings.
	l
	i 
	th 
	0 
	i 
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	AfterL GCNlayersareapplied,theoutputisconstructedbynodeembeddingsintheformofaN ×H matrix,whereH isthehiddensizegivenbyGCN-hidden.Inordertoproduceagraph-levelembedding,amaximumreadoutlayerisapplied,resultinginanH-dimensionalgraphembeddingr foreachgraphg.
	N 
	rg =maxx, (5.12)
	i
	L 

	i=1 
	wherexistheoutputoftheLGCNlayerfortheinode.Followingthereadoutlayer,twolinearlayersareappliedtoproducethefinalclassificationwithoutputdimensionsH/2and2(numberofclasses),respectively.Twolinearlayerswereusedtoallowforfurtherrefiningofthegraphembeddingbeforeoutputtingthepredictedclassprobabilities.
	i
	L 
	th 
	th 
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	Additionally,inordertoimprovethegeneralisabilityandreducetheriskofover-fitting,dropoutlayersareutilised(5.1A).Briefly,thedropoutlayerrandomlyzeroeselementsoftheinputtensorwithp probabilitydrawnfromabinomialdistribution,wherep isahyper-parameter.Adropoutisappliedtothegraphembeddings,i.e.afterthereadoutlayerandafterthefirstlinearlayer.Furthermore,anedgedropoutisimplemented,whichrandomlyremovesedgesfromtheinputgraph.Theinclusionoftheedgedropoutinthemodeliscontrolledbyahyper-parameter.
	Insummary,theGNNusedinthisstudyhasseveralhyper-parameters,asshowninTable5.1,whichcontrol(1)themodelarchitecture,(2)theformofinputdata,and(3)thetrainingprocesstopreventoverfitting.Inparticular,(1)isenabledby
	5.2 Methods 
	thenumberofGCNlayers(N-GCN)andtheinclusionofDropEdge;(2)isenabledbyfrequencybandandedgefilter;andfinally,(3)isenabledbydropoutprobability(drop-p),learningrate,gammaandbatchsize.
	5.2.4 Baseline Models 
	Inordertoenableafairassessmentoftheadvantagesofusinggraph-basedlearning(i.e.theGNN),fourbaselineclassifiersaretrainedandcompared.Thesebaselinemodelsutilisethesamegraph-structuredinputdataextractedusingdifferentFCmeasures,frequencybandsandedgefilters,andthesameevaluationprocess.Thus,wearguethistobeafaircomparisonofmodels.
	ThethreeselectedbaselinemodelsarebasedonpreviouslyusedclassifierstrategiesforlearningonFCbraingraphs:SVMtrainedonnodestrength(SVM-NS)[202],SVMtrainedonvectorisedadjacencymatrix(SVM-AM)[197],andCNNtrainedonimageofadjacencymatrix[217,169].Additionally,wetrainaMLPontheflattenednodefeaturematrixthatwaspreviouslyusedtotraintheGNNmodels.
	Support Vector Machine Baseline Models 
	TheSVM-NSandSVM-AMarebothtrainedusinganSVMclassifier.SVMhasonlyonehyper-parameter,namelythecost,asshowninTable5.1.Additionally,inordertoselectanappropriatekernelforSVM,weincludetwokindsofkernelsashyper-parameters:radialandpolynomial(upto3order).BothoftheSVM-basedbaselinemodelsaretrainedonmanuallyextractedfeatures.Allfeaturesarefirstnormalisedtozeromeanandunitstandarddeviation.
	rd 

	TheSVM-NSistrainedonnodestrengths(Figure5.1B).Nodestrengthisdefinedasthesumofedgeweightsofonenodeandcanbeinterpretedasameasureofnodeimportance.Thus,eachbraingraphisrepresentedbyan23-dimensionalfeaturevectorNS =(ns, ns, ..., nsN ),whereN isthenumberofnodes(N =23).
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	2

	TheSVM-AMistrainedonvectorisedweightedadjacencymatrices(Figure5.1D).AsweuseonlyundirectedFCmeasures,theN × N adjacencymatrixofabraingraphissymmetric.Thus,wecanusetheuppertriangularmatrixonlyandflattenittoforma253-dimensionalfeaturevector(N ×(N −1)/2).Principalcomponentanalysis(PCA)isoptionallyemployedfordimensionalityreductionwiththenumberofcomponentsselected,suchthat95%ofthevarianceiscaptured.Ahyper-parametercontrolstheinclusionofthePCAstep.
	5.2 Methods 
	Convolutional Neural Network 
	CNNclassifiersaretrainedontheweightedadjacencymatricesofthebraingraphs.Astheadjacencymatrixisasquarematrix,itissimpletoconvertittoanimageonwhichaCNNcanbetrained.
	TheCNNarchitectureconsistsoftwoconvolutionalblocksandafinalclassifier,asshowninFigure5.1C.Eachconvolutionblockcontainstwoconvolutionallayers(stride=3),followedbyamaximumpoolinglayerandadropoutlayer.Thefinalclassifierconsistsoftwolinearlayerswithadropoutbetweenthem.Wecreatedseveralhyper-parameterstocontroltheCNN.ThenumberofconvolutionalfilterswithineachblockiscontrolledbytheConv1andConv2hyper-parameters.Similarly,thehiddensizeofthelinearlayersiscontrolledbytheLinear-hiddenhyper-parameter.Additionally,therear
	Multilayer Perceptron 
	MLPclassifiersaretrainedusingtheflattenednodefeaturematrixF ∈ R,whereD isthePSDcomputedovertherange1-100Hz.ThustheentryFij correspondstoPSDoftheinodeatfrequencyj.TheMLPisthustrainedontheinputusedtotraintheGNNmodels,butwithoutleveragingthetopologicalinformationprovidedbytheFCgraph.TheMLParchitectureiscontrolledbythefollowinghyper-parameters:N-Linear(numberoflayers),Linear-hidden(hiddensize).Additionally,therearehyper-parameterscontrollingthedropoutprobability,thechoiceoftheactivationfunction(ReLUorTanh),andt
	N×D 
	th 

	5.2.5 Model Evaluation and Implementation 
	TheEEGpreprocessing,braingraphconstruction,andmodelevaluationareimplementedinR4.1.2[213]usingin-housescripts,andcaret[153]forSVMtraining.ThetrainingofCNNandGNNclassifiersisimplementedusingPyTorch1.10[205]andPyTorchGeometric2.0.2[89].
	-

	Themodelsaretrainedandevaluatedbasedonrepeated20-foldcross-validation(CV).A5timesrepeatedCVisusedinordertoidentifythebestcombinationofhyper-parametersforallmodelsandFCmeasures.ThefoldsusedforCVarecreated,suchthatsamplesfromthesamesubjectarekeptwithinasinglefoldinordertopreventinformationleakage.Weuseasmallernumberofrepetitionsinordertoreducethe
	5.3 Results 
	computationalcostoftrainingCNNandGNNmodels.Hyper-parametervaluesareselectedusingrandomoptimisation,wherethevaluesofallhyper-parametersareselectedrandomly.200iterationsofrandomoptimisationareperformedforeachcombinationofFCmeasureandmodeltype.Thehyper-parametersofallthreemodeltypesandtheirpossiblevaluesaresummarisedinTable5.1.
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	Thebest-performingmodelsareselectedusingtheareaunderthesensitivity-specificitycurve(AUC),i.e.onemodelpereachcombinationofFCmeasureandmodeltype.Inordertoassessthestabilityoftheselectedmodels,50timesrepeatedCVisperformed.Theperformanceerrorsarecomputedusingthemaximumdifferencebetweenthemeanand5and95quantiles.Thisapproachdoesnotassumeanormaldistributionandresultsinconservativeerrorestimates.
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	TheCNNandGNNmodelsaretrainedusinganAdamoptimiserwithanexponentiallearningratedecay(controlledbythegammahyper-parameter)andcross-entropylossfunction.Themodelsaretrainedfor300epochswithanearlystoppingafter15epochsifthelossstopsdecreasing.
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	5.3 Results 
	Braingraphswereinferredforeach3-second-longEEGsegmentbyusingseveralcommonlyusedFCmeasures,whichaimtoquantifyboththelinearandnonlinearcouplingbetweenpairsofbrainsignals.ThebraingraphswerethenusedasaninputtotraintheGNNbrain-graphclassifier.Moreover,fourbaselinemodelsweretrainedonthesebraingraphsinordertodemonstratewhichtypeofclassifierperformsthebest.AUCisusedtoselectthebestmodel.
	-

	Table5.2reportstheAUCvaluesandthe95%confidenceintervalsoftheSVM-NS,SMV-AMandCNNbaselinemodelsandGNNacrossthe8FCmeasures.NotethattheMLPbaselineisnotincludedhere,sinceitdoesnotutilisetheFCbraingraphs.Additionally,theperformanceofthebaselineGNNusingEuclideandistancebetweenspatialpositionsofEEG(GNN-euclid)isreportedinTable5.2aswell.Thehyper-parametervaluesofthebestmodelsfromtheirrespectivecategoriesarereportedinTable5.4.Theaveragedsensitivity-specificitycurvesofthesemodelsareshowninFigure5.2.
	AllbaselinemodelsperformworsethanalloftheGNNmodelsacrossallFCmeasuresasshowninTable5.2.EventhebestbaselineachieveslowerperformancethantheworstGNNmodel,GNN-euclid(AUC=0.978).
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	model,MLP(AUC=0.95),

	5.4 Discussion 
	Table 5.2: AUC of GNN, SVM-NS, SVM-AM and CNN models across different FC measures measured by 50-repeated 20-fold cross-validation. The ‘euclid‘ entry refers to the baseline GNN model with a fixed graph structure based on the spatial distance of EEG electrodes. 
	Table 5.2: AUC of GNN, SVM-NS, SVM-AM and CNN models across different FC measures measured by 50-repeated 20-fold cross-validation. The ‘euclid‘ entry refers to the baseline GNN model with a fixed graph structure based on the spatial distance of EEG electrodes. 
	Table 5.2: AUC of GNN, SVM-NS, SVM-AM and CNN models across different FC measures measured by 50-repeated 20-fold cross-validation. The ‘euclid‘ entry refers to the baseline GNN model with a fixed graph structure based on the spatial distance of EEG electrodes. 

	FC
	FC
	GNN
	SVM-NS
	SVM-AM
	CNN

	AECCOHPCCeuclidiCOHMIPLIPLVwPLI
	AECCOHPCCeuclidiCOHMIPLIPLVwPLI
	0.984 ±0.002 0.982±0.0020.982±0.0030.978±0.0040.984 ±0.002 0.981±0.0020.982±0.0050.982±0.0030.984 ±0.003 
	0.75±0.0220.773±0.0070.764±0.008✗ 0.656±0.0170.807 ±0.008 0.761±0.0570.766±0.0080.66±0.069
	0.734±0.010.784±0.0080.773±0.008✗ 0.648±0.0140.779±0.0130.603±0.0360.793 ±0.007 0.637±0.024
	0.886±0.0190.901±0.0140.887±0.014✗ 0.876±0.010.924 ±0.015 0.893±0.0150.9±0.0140.869±0.016


	Table 5.3: Detailed performance metrics of best-performing models (selected based on AUC) of each model type. 
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	Table
	TR
	AUC
	Accuracy
	Sensitivity
	Specificity

	GNN(AEC)GNN-euclidCNN(MI)SVM-NS(MI)SVM-AM(PLV)MLP
	GNN(AEC)GNN-euclidCNN(MI)SVM-NS(MI)SVM-AM(PLV)MLP
	0.984±0.0020.978±0.0040.924±0.0150.807±0.0080.793±0.0070.953±0.007
	91.996%±0.4191.147%±1.27884.689%±2.23373.924%±0.85272.929%±0.684.97%±1.93
	97.366%±0.94193.678%±2.4686.212%±3.673.494%±0.92672.123%±0.67382.77%±2.31
	86.716%±1.01388.658%±3.49783.192%±4.61374.367%±0.93473.799%±1.06487.13%±2.88


	FromTable5.2,wecanalsoseethattheGNNmodelstrainedusingFC-basedbraingraphsperformbetterthanGNN-euclid,whichwastrainedusingastaticgraphstructure.
	Furthermore,wereporttheeffectoffrequencybandsandedgefilteringmethodsontheperformanceofthetrainedmodelsinthesupplementarymaterials.FigureS3andtablesS1-S3reporttheseeffectsoffrequencybands.FigureS4andTablesS4-S6reporttheseeffectsofedgefilteringmethods.
	5.4 Discussion 
	WetrainedGNNmodelsoverseveralcommonlyusedFCmeasures.Forcomparison,wetrainedfourbaselinemodels.TheresultssuggestthattheGNNoutperformsallbaselinemodelsacrossallFCmeasures(Table5.2).Moreover,neural-network-basedmodels(GNN,CNNandMLP),whichperformautomaticfeatureextraction,perform
	5.4 Discussion 
	decisivelybetterthantheclassicalmachinelearningapproaches(SVM-AMandSVMNS)thatrelyonmanuallyengineeredfeatures.
	-

	Wearguethattherelativelylowperformanceofthemachinelearningapproachesiscausedbytheinabilitytoremovenoise-contaminatedinformationfromtheinputfeatures.Thisislikelyexacerbatedbythelackoffalsepositivescontrolduringthebraingraphinference,whichwouldlimitthenumberofedgescausedbyspuriouscoupling.Wesuggestthattheneuralnetwork-basedmodelscansolvethisissuebyusingweightregularisationanddropoutlayers,designedtolearngeneralisablefeaturesinsensitivetonoise.
	ItcouldbearguedthattheGNNmodelsperformbetterthanCNNandMLPbecausetheyaretrainedusingtwoinputinformationsources,i.e.theFCweightedbraingraphandthenodefeaturematrixwithpowerspectraldensity.ThisisauniquepropertyofGNNasitcanaggregateinformationfrombothinputs.Moreover,tothebestofourknowledge,GNNistheonlymodelarchitecturethatcanprocessthesetwoinputssimultaneously.
	TheCNNandMLPbaselinemodelsofferaninterestingcomparisontotheGNNsinceeachistrainedusingoneofthetwoinputinformationsources.TheCNNandMLPbaselinesshowtheindividualpredictivepoweroftheFC-basedbraingraphandnodefeaturematrix,respectively.Theresultssuggestthatthenodefeaturematrixprovidesaslightlybettersourceofinformationintheclassificationtask(Table5.3).However,GNNperformssignificantlybetter,andwearguethatthecomparisonwiththeCNNandMLPbaselineshighlightsthepowerofGNNinbrain-graphclassification.
	TherelativelypoorperformanceofCNNalsodemonstratestheshortcomingsoftreatingtheadjacencymatrixofabraingraphasanimage.Eachpixelofanimagehasanequalnumberofneighbouringpixels,andthecontentoftheimagedependsonthespecificspatialorderingofitspixels.Therefore,convolutioncanbeappliedtopatchesofpixelstoextractfeaturesautomatically.Thisassumptionisinvalidforagraphwhereeachnodecanbeconnectedtoanarbitrarynumberofneighboursandnomeaningfulorderingofnodesexists.Incontrast,graphconvolutiongeneralisestheconvolutiontosolvethisi
	Moreover,thehyper-parameteroptimisationhasidentifiedaGNNmodelwithtwographconvolutionallayersastheoptimalGNNarchitecture(Table5.4).ThismeansthattheGNNaggregatesinformationnotonlyfromthenodesconnectedbyanedgedirectly(i.e.,the1-hopneighbours)butalsofromthe2-hopneighbours.Thissuggests
	5.4 Discussion 
	theimportanceofglobalgraphpropertiesindiagnosingADaccurately,inadditiontothelocalproperties,whichcouldlikelybelearnedwithasinglelayer.Thisisinlinewiththereportedlossofsmall-worldpropertiesofADbraingraphs[247,136,277,263].Next,theresultsdemonstratethattheFC-basedGNNsalsooutperformtheGNN-euclidmodel,whichutilisesastaticgraphstructure(Table5.2).ThissuggeststhatitispreferabletoutiliseFC-basedbraingraphsratherthanthedistance-basedstaticgraphspreviouslyusedforEEG-GNNtasks[77,269].However,itseemsthatnoFCmeasureoff
	-
	-

	Surprisingly,theGNN-euclidmodelachievesrelativelyhighaccuracydespiteutilisingafixedgraphstructure(Table5.3).TheEuclideanbrain-graphstructurehighlightsthespatiallylocalrelationshipsbetweentheEEGchannels.Incontrast,long-rangeedgeshaveonlyalowweight.Therefore,wearguethattheEuclideanbraingraphbiasestheGNNmodeltolearnlocalgraphfeaturespredominantly.Ontheotherhand,theFC-basedbraingraphsmaycontainbothlocalandlong-rangerelationships.PreviousresearchsuggeststhatAD-relateddifferencesareobservedinlong-rangepathwaysand
	-
	-
	-
	-

	ToinvestigatethedifferencesbetweenFCmeasuresonthegraphlevelfurther,wecomputeanaverageadjacencymatrixforeachFCmeasureacrossbothgroupsandfrequencybands(FigureS1).InFigure5.3,weshowthesematricesforα andθ 
	Figure
	Figure 5.2: Averaged Sensitivity-Specificity curves of the best models of their respective categories with 95% confidence intervals (rib-bon). 
	Figure 5.2: Averaged Sensitivity-Specificity curves of the best models of their respective categories with 95% confidence intervals (rib-bon). 


	5.4 Discussion 
	Figure
	Figure 5.3: Averaged adjacency matrices of AD and HC cases measured with various functional connectivity measures in A) θ (best in CNN, SVMNS and SVM-AM models), and B) α (best in GNN model) frequency bands. 
	Figure 5.3: Averaged adjacency matrices of AD and HC cases measured with various functional connectivity measures in A) θ (best in CNN, SVMNS and SVM-AM models), and B) α (best in GNN model) frequency bands. 
	-



	frequencybandsastheseareutilisedbythebestperformingmodels(Table5.4).ThebraingraphsarerelativelysimilaracrosstheFCmeasures.Intheθ band,increasedconnectivitycanbeobservedinADcomparedtoHC.Incontrast,theconnectivityseemstobedecreasedinADintheα band.Thesedifferencesarewelldocumentedintheliterature[68,267,13].
	Interestingly,allFCmeasuresdetectawell-definedclustercontainingmostlyparietalandoccipitalEEGchannels.ThestrengthofthisclusterdistinguishesADfromHCconsistentlyacrossFCmeasures.Wespeculatethatthisclustercontributesmostofthepredictiveinformationfortheclassificationmodels.However,sincetheGNNarchitectureisablock-boxmodel,itwouldbedifficulttoconfirmourspeculation.
	-

	Next,theoptimisedmodelarchitecturessuggestthatusingedge-filteringandfilteringtheEEGsignalwithinafrequencybandimprovethemodelperformance.Adetailedreportofdifferencesbetweentheedge-filteringmethodsandfrequencybands
	-

	5.4 Discussion 
	Table 5.4: Hyper-parameter values of the best performing GNN, SVMNS, SVM-AM, CNN and MLP measured by AUC. 
	Table 5.4: Hyper-parameter values of the best performing GNN, SVMNS, SVM-AM, CNN and MLP measured by AUC. 
	Table 5.4: Hyper-parameter values of the best performing GNN, SVMNS, SVM-AM, CNN and MLP measured by AUC. 
	-


	Hyper-parameter
	Hyper-parameter
	GNN
	SVM-NS
	SVM-AM
	CNN
	MLP

	FCmeasureBatchsizeLearningrateGCNhiddenNGCNNLinearConv1hiddenConv2hiddenLinearhiddenActivation/KernelDropEdgeDroprateFrequencybandEdgefilterGamma
	FCmeasureBatchsizeLearningrateGCNhiddenNGCNNLinearConv1hiddenConv2hiddenLinearhiddenActivation/KernelDropEdgeDroprateFrequencybandEdgefilterGamma
	AEC320.00110242TRUE0.9alphaTop20%0.9
	-

	MIRadialthetaMST-3
	PLVPoly(1st)thetafull
	MI640.0011286496ReLU0.1thetafull0.9
	320.0144096ReLU0.050.95


	acrosstheFCmeasuresandmodeltypesisincludedinthesupplements(FiguresS3-S4andTablesS1-S6).Briefly,thebestGNNmodelutilisestheα frequencyband,andCNN,SVM-AMandSVM-NSutilisetheθ frequencyband(Table5.4),suggestingthatfrequency-centredbraingraphsshouldbepreferredoverthefull-frequency-rangebraingraphs.Theselectionofthesefrequencybandsisnotsurprising,astheyarebothwellknowntobealteredinpatientswithAD[68,267,13].Incontrast,theeffectofedge-filteringisnotsoapparentasonlytheGNNandSVM-NSmodelsuseedge-filteringwithtop-20%and
	Furthermore,itisworthnotingthatalthoughGNNacceptstwoinputs,therelativecontributionofeachinputinformationislargelyunclear.TheresultssuggestthatthenodefeaturematrixshouldcontributeslightlymoresincetheMLPbaselineoutperformstheCNN(Table5.3).ItcouldbearguedthattheGNNusesonlythetopologicalinformationprovidedbythegraphstructuretoenablemessage-passing,buttheFCisnotfullyreflectedinthenodeembeddingsandgraphembeddings,byextension.Nev
	-
	-

	5.5 Conclusion 
	ertheless,webelievethattheFCinformationisutilisedtosomeextentbytheGNNssincethesemodelsperformbetterthantheGNN-euclid,whicharguablyutilisesmerelythetopologicalinformation(Table5.2).However,theextenttowhichtheinformationprovidedbytheFCmeasuresiscontainedwithinthelearnedgraphembeddingremainsunclear.OnecanmerelyspeculatewithoutintroducinganadditionalmechanismintotheGNNarchitecture,whichisbeyondthescopeofthischapter.
	Finally,theGNNarchitectureutilisedinthisstudyisrelativelysimpleasoneofthesimplestGCNswasused,andthereadoutlayermerelycomputesthemaximumofthenodeembeddings.PreviousEEG-GNNapplicationsdemonstratedtheadvantagesofusingmorecomplexgraphconvolutionallayersandedgepoolingmechanisms[77].Wehypothesisethatexploitingalearnableedge-filteringmechanismakintothatutilisedbyZhongetal.[311]mightimprovetheclassificationcomparedtotheedge-filteringmethodsusedinthisstudy.
	5.5 Conclusion 
	GNNisaneffectivemodelforlearningongraph-structureddata,suchasFC-EEGbraingraphs.However,intheabsenceofconsentabouttheidealFCmeasureforestimatingEEGbraingraphs,theeffectofanFCmeasureontheperformanceofGNNclassifiersisunclear.Inthischapter,wehaveselectedeightcommonFCmeasurestoinvestigatethiseffect.
	First,wedemonstratedthatGNNmodelsaresuperiortoclassicalmachinelearningandCNNmodelsforbraingraphclassification.Unfortunately,theutilisedGNNarchitectureisablack-boxmodel.Thus,futureworkshouldfocusonimplementinginterpretableGNNarchitecturesthatachievesimilarperformancebutadditionallyofferinterpretability,suchaswhichnodes,i.e.brainregions,drivetheprediction.Besidesprovidinganopportunityforexpertstovalidatesuchmodels,interpretablepredictionsmightalsoserveinthedevelopmentofGNN-informedtargetedtreatment.
	-
	-

	Finally,weshowedthatutilisingFCmeasurestodefinethebraingraphresultsinimprovedperformanceofGNNmodelscomparedtoafixedelectrode-distance-basedgraphstructure.WhileusinganFCmeasureimprovestheperformance,noconcreteFCmeasurecanberecommendedastheidealchoice.Thus,infutureresearch,thechoiceofsuitableFCmeasureshouldbecarefullyevaluatedinthecontextofthegivenresearchquestion.Alternatively,focusingonfusionmethodsmightleadtodevelopinganovelcompositemeasureofFC.
	5.6 Chapter Summary 
	5.6 Chapter Summary 
	ThischaptersystematicallyevaluatesvariousFCmethodsininferringEEGbraingraphsfortrainingGNNtoclassifyADpatients.ItcomparesGNNsutilisingFC-basedbraingraphswithbaselinemodels,demonstratingthesuperiorperformanceofGNNmodels.
	ThechapteremphasisesthatGNN,leveraginginformationfrombothFCbraingraphsandnodefeaturematrices,outperformsothermodels,highlightingtheuniqueabilityofGNNstoprocesstheseinputssimultaneously,unlikeotherDLandMLmodels.
	-

	TheresultsindicatethatFC-basedgraphsperformbetterthanstaticdistancegraphs,suggestingthatGNNscaneffectivelyleveragetheinformationaboutFCtoimprovepredictions.Despitethesesuccesses,thechoiceofFCmeasureremainsambiguousasnoneofthetestesFCmeasuresperformsignificantlybetterthanallothers.
	-

	Additionally,thechapterexplorestheimpactoffrequencybandsandedgefilteringmethodsonmodelperformance.Frequency-band-specificandsparsebraingraphsareconsistentlyfavouredoverfull-frequencyrangeandfullyconnectedgraphs.
	ThischapterfocusedonrelativelysimpleGNNarchitecturestohighlightthegeneralstrengthsofGNNsandtofairlytesttheeffectofFCmeasures.However,theresultingmodelsdonotofferanyexplainability,acrucialpropertyforpredictivemodellinginhealth-relatedsettings.Thus,futureworkneedstoemphasiseexplainabilitytoallowforaclearinterpretationofthepredicteddiagnosisoutcome.
	Chapter 6 
	Adaptive Gated Graph Convolutional Network for Explainable Diagnosis 
	6.1 Introduction 
	Thebrainisacomplex,denselyconnectedsystemthatoperatesacrossmultiplespatialandtemporalscales.Neurologicaldiseases,suchasAD,canaltertheconnectivityofthebrainandthusdisruptbrainfunction[76,72,207,150].
	1

	MultiplestudiesproposeGNN-basedarchitecturestoprocessEEG.However,GNNmethodsforEEG-baseddiagnosisofADarelimited[142,229].GNN-EEGimplementationsoftenincludeseveralsteps:(1)inputconstruction,i.e.graphstructureandnodefeatures;(2)GNNencodertolearnnodeembeddings;and(3)aggregationofnodeembeddingstoagraphembedding,whichcanbeusedinthefinalclassificationstep.
	-

	Therearevariousapproachestorealisethegraphconstructioninstep(1).NodefeaturesarecommonlydefinedasEEGtime-seriessignal[229,166,8,163],orastatisticalsummaryofthesignalinthetimedomain[214,249],thefrequencydomain[142,244],orthedifferentialentropy[166,291,53,132,301,244].BasedonNWliterature,manyapproachesdefinethebraingraphusingFCmeasures[142,229,178,48,
	-
	-

	The content presented in this chapter has been published in Dominik Klepl, Fei He, Min Wu, Daniel J. Blackburn, and Ptolemaios Sarrigiannis. Adaptive Gated Graph Convolutional Network for Explainable Diagnosis of Alzheimer’s Disease Using EEG Data. IEEE Transactions on Neural Systems and Rehabilitation Engineering, 31:3978–3987, 2023. ISSN 1558-0210. doi: 10 .1 10 9/ TN SRE.20 23 .3 32 16 34 
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	6.1 Introduction 
	214,249,166,163].ThegraphstructurecanalsobebasedonthedistancebetweenEEGelectrodes[249,291,53].However,suchanapproachlargelyignoresbrainconnectivityinformation.Alternatively,thebraingraphcanbeautomaticallylearnedbythemodel,eitherasalearnablemasksharedacrosssamples[171,166,244]orbypairwisenodefeaturedistanceminimisationregularisedbyanadditionalgraphlossfunction[311,132,301].Whilesuchapproachesareflexibleandshouldconvergetoanoptimalgraphstructurewithrespecttoagivenlearningtask,thelearnedbraingraphmightnotberep
	-

	ThedesignofGNNencodersinstep(2)forEEGapplicationshasbeenmainlylimitedtosimplearchitectures,suchastheChebConv[48,8,249,291,53,132,163],andsimpleGCN[142,171,307,166,244,311].However,wehypothesisethatsuchnodeembeddingupdatingmechanismsarenotoptimalforEEGtasks.Thesegraphconvolutionsupdatenodeembeddingsbysummingtheinitialembeddingandtheaggregatedmessagesfromtheneighbouringnodes.Suchupdatingimpliesthatinformationfromdifferentscalescontributesequallytothefinalnodeembeddings,hencegraphembeddingsaswell.Whilebraindis
	-
	-
	-
	-

	Finally,weimplementtheaggregationofnodeembeddingsinstep(3)byadoptingtheadaptivestructure-awarepooling(ASAP)nodepoolingmechanism[215]tofirstlearnthemostimportantclustersofnodes,whichareinturnconcatenatedtoformthegraphembedding.Thisisincontrasttothepreviousapproachesthatdonotuseanynodepoolingandformgraphembeddingsviasimpleelement-wisereadoutlayers[142,289,214,166,307,178,311]orconcatenatingallnodesofthegraph[229,48].
	6.2 Methods 
	OthernodepoolingapproachesweretestedforEEGapplications[77,289].IncontrasttoASAPpooling,theseapproachespoolthegraphbyselectingaspecifiednumberofnodeswithoutconsideringtheirlocalcontextwithinthegraph.Therefore,importantinformationmightbelostduetosuchnodepooling.
	Inthischapter,weproposeanovelGNNmodelforexplainableADclassification,whichcanadaptivelyenhancenodefeaturesanddynamicallyconstructbraingraphstructuresasshowninFigure6.1.Thelearnedbraingraphscanthenbeusedfortheinterpretationofpredictions.Moreover,aclustering-basednodepoolingmechanismisadoptedtocoarsenthebraingraph,thuslocalisingthebrainregionsthatcontributetothepredictions.Finally,weconductextensiveablationandparametersensitivityexperimentstoelucidatetheimportanceoftheindividualblockswithintheproposedmodelarch
	6.2 Methods 
	Theproposedadaptivegatedgraphconvolutionalnetwork(AGGCN)modelconsistsofthreeblocks:agraphlearningmodule,aGNNencoderandaclassifier.Thegraphlearningmodulereceivesanodefeaturematrixasinput,enhancesitusinga1D-CNNandlearnsthebraingraphstructure.TheGNNencoderthenusestheoutputofthegraphlearningmoduleasinput,i.e.afeatured,weighted,undirectedgraph.Theencodergeneratesagraphembeddingusedbytheclassifiertooutputthepredictedprobabilities.
	6.2.1 EEG Pre-processing 
	AsaneurophysiologistconfirmedtheEEGsignaltobeartefact-free,wedidnotfurthercleanthesignals.Thesignalsarefilteredusingaband-passButterworthfiltertoarangeof0.5Hzand45Hzanddown-sampledto200Hz.Finally,1-secondlongwindowswith50%overlaparecreatedtoincreasethesamplesize.
	6.2.2 Node Feature and Graph Learning 
	Thenodefeaturesaredefinedaspowerspectraldensitycomputedfrom1-second-longEEGsignalswith1Hzincrementsfrom1to45Hz.Hence,theinputisanodefeaturematrixX ∈ R,Din =45.
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	Figure
	Figure 6.1: The architecture of the proposed adaptive gated graph convolutional network. A) The proposed model consists of a graph learning module, gated graph convolutional neural network (GGCN) encoder, ASAP node pooling module, and a three-layer MLP outputting the predicted probabilities. B) Graph learning module takes a N ×Din node feature matrix as input. Node features are defined as power spectral density from 1 to 45 Hz (Din = 45) computed for all N EEG electrodes (N = 23). Then, a 1D CNN enhances th
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	TheinputisthenpassedtoaCNNwithbatchnormalisation,LCNN 1Dconvolutionallayersandamaximumpoolingwithkernelsize2andstepsize2.TheoutputisflattenedandfedtoafullyconnectedlayerwithhiddensizehCNN andbatchnormalisation.ThisneuralnetworkoutputsamatrixofenhancednodefeaturesX ∈ RCNN .
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	AgraphstructureistheninferredfromtheenhancednodefeaturesbycomputingtheabsolutevalueofPearson’scorrelationforeachpairofnodes.Thus,auniquegraphstructureislearnedforeachinputsampleandisdefinedbyanadjacencymatrixA ∈ RwithN =23beingthenumberofEEGchannels.Inordertoproducesparsegraphs,thek-nearest-neighboursalgorithmisutilised.Thismeansthatthek strongestedgesarepreservedforeachnode.
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	6.2 Methods 
	Thisproposedgraphlearningmodulehasmultiplehyperparametersthatcontrolitsarchitecture.Namely,thesearethenumberofconvolutionallayersLCNN ,thekernelsize(whichisequaltothestepsize),thenumberoffilters,thehiddensizehCNN ,thedropoutratedropCNN andthekKNN parameterthatcontrolsthegraphsparsity.
	6.2.3 Graph Neural Network Encoder and Classifier 
	AgraphconvolutionextendstheclassicalconvolutionfromtheEuclideandomaintothegraphdomain.TheinputgraphisgivenbyG =(N, A, X )whereN isthesetofnodes,A isthelearnedgraph,andX istheenhancednodefeaturematrix.Asimplegraphconvolutionisdefinedbythemessage-passingmechanismwhereinthenodeembeddingofnodei islearnedbyaggregatinginformationfromits1-hopneighbourhood,i.e.nodesconnectedwithanedge,asfollows:
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	x =x+Θ eij x, (6.1)
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	j∈N(i) 
	wherexarethenodefeaturesofnodei atthellayer,xistheirowoftheinputnodefeaturematrixX,andΘ isalearnablelineartransformation.N(i)andeij aretheneighbourhoodofnodei andtheedgeweightconnectingnodesi andj givenbytheadjacencymatrixA,respectively.StackingL graphconvolutionallayersthenmeansaggregatinginformationiterativelyfrom1-hoptoL-hopneighbourhoods,thusgraduallygoingfromlocaltoglobalinformationaboutthegraph.
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	Notethattheaggregatedmessageisaddedtotheinitialnodeembeddingx.Thus,theentireinformationcollectedfromeachL-hopneighbourhoodisalwaysfullyintegratedintothenodeembedding.However,informationmightbedistributedunequallyacrossspatialscalesinbraingraphs.TheGGCN[175]addressesthisproblembyintroducingamechanismtodecidewhatinformationshouldberetainedateachscaleselectively:
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	m =eji · x , (6.2)
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	x =GRU(m , x ), (6.3)
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	wheremi aretheaggregatedmessages,istheaggregationfunction,Θisalearn-ablematrixforiterationr,whichmapsthenodefeaturesfromshape[1,Dh]to],andGRUisthegatedrecurrentunit[56].Briefly,aGRUisarecurrent
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	6.2 Methods 
	neuralnetworklayerwithupdate,reset,andinputgatesthatallowthenetworktorecursivelyupdateorforgetinformationabouttheinput.ThenodeembeddingsarelearnedrecursivelyuptoR iterationswithasharedGRUgate,whichisequivalenttostackingR GCNlayers.
	Thenodeembeddingsarethenpassedthroughanactivationfunctionandabatchnormalisationlayer.Finally,thenodeembeddingsarepassedtothenodepoolingmodule.ThehyperparametersoftheproposedencoderarethenumberofiterationsR,thehiddensizehGNN ,theactivationfunction,theaggregationfunctionandthedropoutratedropGNN appliedaftertheencoder.
	Node Pooling 
	Afterlearningthenodeembeddings,themodellearnsacoarsenedgraphusingtheASAPpoolingmechanism[215].ThispoolingfirstlearnsN clusters,eachcentredatonenode,alsonamedego-graphs.Themembershipofnodej intheego-clustercentredatnodei isgivenbytheSij matrix.Notethatthisisasoft-clusterassignmentmatrix;thus,eachnodecanbelongtomultipleclusterswithvaryingmembershipstrengths.Theclustersarelearnedasfollows:
	Sij =aij , (6.4)
	 
	aij =softmax, (6.5)
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	x =maxxj, (6.6)
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	whereaij istheattentionscoreandthemembershipstrength,θ andΘ arelearnablevectorandmatrix,respectively.σ istheLeakyReLUactivationfunction,andxisthemasterqueryrepresentingtheinitialclusterembedding.Theattentionscoresarealsosubjecttoadropoutprobabilitydroppool.Thefinalclusterembeddingisthencalculatedasanattention-weightedsum,whichisadditionallyweightedbytheclusterscoreϕi:
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	x =ϕi aij xj, (6.7)j∈N(i) 
	c
	i 

	wheretheclusterscoreϕi iscomputedbythelocalextremumgraphconvolution[215]:
	 
	ϕi =Θ· xi +eji · (Θxi − Θxj), (6.8)
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	6.2 Methods 
	Table 6.1: Performance of the proposed AGGCN in EC, EO and combined (EC+EO) conditions. 
	Table 6.1: Performance of the proposed AGGCN in EC, EO and combined (EC+EO) conditions. 
	Table 6.1: Performance of the proposed AGGCN in EC, EO and combined (EC+EO) conditions. 

	Condition
	Condition
	Accuracy
	AUC
	Sensitivity
	Specificity
	F1

	ECEOEC+EO
	ECEOEC+EO
	89.1± 1.485.56± 0.9681.79± 1.26
	0.895± 0.0160.834± 0.0150.82± 0.016
	92.95± 2.5990.88± 2.0184.27± 2.19
	85.16± 2.4579.98± 1.4779.22± 2.05
	89.7± 1.486.55± 0.9882.46± 1.27


	whichisdesignedtomeasuretherelativeimportanceofeachcluster.
	Theclusterembeddingxisthenusedtoselectthetopk scoringclusters,whichwillbeincludedinthecoarsenedgraph:
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	whereT opk isafunctionthatreturnstheindicesofclustersi.S andXaretheprunedsoft-clusterassignmentmatrixandtheprunedclusterembeddingmatrix,respectively,andAistheadjacencymatrixofthecoarsenedgraph.
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	Thegraphpoolingmodulehasthefollowinghyperparameters:thesizeofthepooledgraphkpool,thedropoutratedroppool andthenegativeslopeoftheLeakyReLUactivation.
	-

	Multilayer Perceptron Classifier 
	TheclusterembeddingmatrixXofthecoarsenedgraphreturnedbythenodepoolingmoduleisflattenedandfedtoaMLPclassifier.Specifically,aLMLP -layerMLPwithhiddensizehMLP isutilisedwithablockofbatchnormalisation,activationfunction,anddropoutlayersutilisedbetweenthefullyconnectedlayers.Thefinallayeroutputsatwo-dimensionalvectoroflogprobabilitiesforeachclass.
	p 

	Theclassifierhasthefollowinghyperparameters:thenumberoflayersLMLP ,hiddensizehMLP ,activationfunctionanddropoutratedropMLP .
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	6.2.4 Model Implementation and Evaluation 
	TheproposedAGGCNmodelwasimplementedusingPyTorch1.10[205],andPyTorchGeometric2.0.2[89]andtrainedonalaptopwithInteli7CPU,16GBRAMandanNVIDIARTX2070GPU.
	Themodelistrainedbyminimisingthecross-entropyloss.Themodelperformance
	6.3 Results and Discussion 
	isevaluatedusingrepeated(30times)10-foldstratifiedgroupcross-validation(onegroup=subjectidentifier)andtrainedonthedatasetcollectedduringtheeyes-closedcondition.Sinceallparticipantshavemultiplesamples,keepingallthesamplesfromthesameparticipantwithinthesamefoldiscrucialtopreventinformationleakage.Inordertopreventoverfitting,anotherfoldisutilisedforvalidationtoimplementearlystoppingandisusedtooptimisehyperparameters.Thus,ineachiterationofthecross-validation,onefoldisusedasvalidation,onefoldastesting,andtherema
	Astochasticgradientdescentoptimiserandanexponentiallearningrateschedulerareusedtotrainthemodelwithabatchsizeof128for200epochs.Ifvalidationlossdoesnotdecreasefor15epochs,thetrainingisstoppedearly.Additionally,zero-meanGaussiannoisewithstandarddeviationσ isaddedtotheinputduringtrainingwithprobabilitypnoise toimprovethegeneralisabilityofthemodel.Eventually,thebestmodelwasidentifiedusingtheaveragecross-validatedF1scoremeasuredonthevalidationfolds.Theselectedmodelwasthenretrainedandtestedonthedatasetobtainedduri
	-
	-

	NotethatthehyperparametersoftheproposedmodelareoptimisedusingBayesianoptimisation.Tenwarm-uprandomiterationswereusedtoinitialisetheoptimisation,followedby200optimisationiterations.Theoptimisationisevaluatedonlyonthevalidationsetstopreventoverfitting.Moreover,wecarryoutparameter-sensitivityexperimentstoverifytheinfluenceofafewkeyhyperparametersoftheproposedmodelarchitecture.Specifically,thesearethenumberofiterationsoftheGGCNencoder,thesizeofthepooledgraphs,thesparsityofthelearnedgraphandthechoiceofaggregatio
	5.ThehyperparametersofthemodelarereportedinAppendixC(TableC.2).
	6.3 Results and Discussion 
	Inthissection,wereporttheexperimentalresultsofourAGGCNmodel.AsillustratedinTable6.1,ourAGGCNhasshownrobustperformanceacrossalltheconditions.NotethatthebestperformancewasachievedduringtheECcondition.Thisislikelybecause
	6.3 Results and Discussion 
	witheyesclosed,theocularartefactsareminimised;thus,theunderlyingdynamicsareeasiertodetect.TheperformanceremainshighevenintheEOcondition,suggestingthattheproposedmodelcandetectunderlyingpatternsinbothECandEOconditions.However,theperformancedecreasessignificantlyontheEC+EOcombineddataset.WehypothesisethatthepatternslearnedundertheECandEOconditionssharerelativelylittleinformation;thus,theEC+EOmodelperformssignificantlyworse.Weexplorethisfurtherinsection6.3.3.
	Inaddition,thehyperparametervaluesoftheoptimisedmodelarereportedinAppendixC(TableC.1).
	6.3.1 Comparison with the Baselines 
	Theproposedmodelwascomparedtosevenbaselinemodelsproposedintheliteratureacrossthethreeconditions.Thefirstbaselineisthebest-performingmodelfromourpreviouswork[142].ItisaGNNwithtwospatialgraphconvolutionallayers,maximumreadoutandbraingraphdefinedusingtheamplitude-envelope-correlation(AEC-GNN).Thesecondbaselinemodelisthespatio-temporalgraphconvolutionalnetwork(STGCN)thatusestemporalconvolutionsandChebConvlayersanddefinesthebraingraphsusingwaveletcoherence[229].Then,twoCNN-basedmodels,PSDCNN[118]andWavelet-CNN[1
	-
	-
	-
	-

	Table6.2showsthef1scoresofvariousmodelsacrossdifferentconditions.Notethatallsevenmodelswereevaluatedunderthesamesetting(e.g.thesame1-secondEEGwindowsamples).WecanobservethatourproposedAGGCNoutperformsthebaselinesacrossallconditions.Moreover,STGCNwasoriginallyevaluatedusingacross-validationsetup,whichmixedsamplesfromthesamesubjectintheiroriginalpaper.[229].Itisexpectedthatitsperformancedropssignificantlywhenevaluatedusingstratifiedgroupcross-validationinourexperiments.
	6.3 Results and Discussion 
	Table 6.2: The F1 score and the number of trainable parameters of the baseline models and the proposed method across conditions. The best-performing model is highlighted in bold. 
	Table 6.2: The F1 score and the number of trainable parameters of the baseline models and the proposed method across conditions. The best-performing model is highlighted in bold. 
	Table 6.2: The F1 score and the number of trainable parameters of the baseline models and the proposed method across conditions. The best-performing model is highlighted in bold. 

	Model
	Model
	EC
	EO
	EC+EO
	No.ofparameters

	AEC-GNN[142]MLP[142]PSD-CNN[118]STGCN[229]Wavelet-CNN[115]AM-SVM[197]NS-SVM[202]Proposed
	AEC-GNN[142]MLP[142]PSD-CNN[118]STGCN[229]Wavelet-CNN[115]AM-SVM[197]NS-SVM[202]Proposed
	81.61± 3.1682.01± 4.3988.15± 0.7746.71± 8.5851.35± 5.6186.3± 1.555.93± 3.0489.7 ± 1.4 
	77.91± 1.176.51± 3.3480.89± 1.4544.34± 7.3357.52± 8.0283.8± 1.350.32± 3.3686.55 ± 0.98 
	76.74± 1.8777.47± 4.2679.51± 1.7438.25± 17.1659.27± 6.4480.31± 1.352.9± 2.0882.46 ± 1.27 
	445,20454,628,3543,420,432662,75446,755,208✘ ✘ 2,208,861


	6.3.2 Model Ablation Study 
	Weperformablationexperimentstodeterminethecontributionofeachmoduleoftheproposedmodel.Thefollowingsevenablatedvariantsoftheproposedmodelweretestedinourexperiments.
	• 
	• 
	• 
	A:nonodepooling;

	• 
	• 
	B:graphlearningreplacedwithafullyconnectedgraph;

	• 
	• 
	C:GGCNreplacedwithaR-orderChebConv(R =4);
	th


	• 
	• 
	D:variantsAandBcombined;

	• 
	• 
	E:variantsAandCcombined;

	• 
	• 
	F:variantsBandCcombined;

	• 
	• 
	G:variantsA,BandCcombined.


	TheablationresultsinFigure6.2revealthateachoftheproposedmodulescontributessignificantlytothehighperformanceoftheproposedarchitecture.ForvariantA,wecanobservethatthecontributionofthenodepoolingmoduleissignificant,albeitrelativelysmall.However,thismodulereducesthenumberofparametersofthemodelandhelpstoproduceexplainablepredictions(Figure6.7andFigure6.8).Withoutthenodepooling,thefinalMLPclassifierwouldhaveN × hGNN × hMLP parameters(N =23),butnodepoolingreducesittokpool × hGNN × hMLP (kpool =3).ForvariantB,itisn
	-
	-

	6.3 Results and Discussion 
	Figure
	Figure 6.2: F1 scores of model variants. The asterisks report the p-value of a nonparametric Mann-Whitney U test measuring the difference between AGGCN and the ablated variants. 
	Figure 6.2: F1 scores of model variants. The asterisks report the p-value of a nonparametric Mann-Whitney U test measuring the difference between AGGCN and the ablated variants. 


	learningmoduleisreplacedwithafullyconnectedgraph.Thus,itcannotleveragegraph-domaininformationexceptinthenodepoolingmodule.
	Next,wedemonstratethattheGGCNencoderimprovesperformancesignificantlycomparedtoaChebConvencoderaccordingtovariantC.AChebConvlayerissimilartoaGGCNinitsiterativenature,i.e.ChebConviterativelyupdatesnodeembeddingsbyapproximatingtheeigendecompositionofgraphLaplacian.However,ChebConvdoesnothaveanygatingmechanism,whichmeansthatinformationacrossscalescontributestothefinalembeddingequally.Sinceallofthemajormodulesoftheproposedareshowntocontributetothefinalperformancesignificantly,itisunsurprisingthattherestoftheabla
	-

	Theparametersensitivityexperimentsalsosupporttheoptimalvaluesofcrucialhyperparametersoftheproposedmodel(AppendixC,FigsC.1,C.2,C.3andC.4).Itisworthnotingthattheproposedarchitectureallowstrainingrelativelydeepmodels(usinguptoelevenGGCNiterations)withonlyaminorperformancedecrease(FigC.1).Wecanalsoobservethatalthoughtheoptimalvaluesofthesehyperparametersresultinthebestperformance,theperformancedoesn’tchangemuchwithadjacentvaluesneartheoptima.Thisdemonstratesthatalthoughtheproposedmodelrequiresarelativelylargenu
	6.3 Results and Discussion 
	Figure
	Figure 6.3: Top 30 strongest edges of the AGGCN-learned graphs of AD and HC cases in EC and EO conditions (average of all samples). 
	Figure 6.3: Top 30 strongest edges of the AGGCN-learned graphs of AD and HC cases in EC and EO conditions (average of all samples). 


	6.3.3 Explainability of AGGCN 
	Theproposedmodelgeneratesplausibleandconsistentexplanationsforitspredictions.Wegeneratemultipletypesofpredictionexplanations.Specifically,thesearederivedfromthefollowing:(1)graphlearning,(2)nodeembeddingandGGCNencoder,(3)nodepooling,and(4)featuremasking.Exceptfortype(4),theseexplanationscouldbeobtainedforindividualsamples.However,wevisualisethediagnosis-averagedexplanationstoexplorethepatternslearnedbytheproposedmodel.
	-

	Graph Learning 
	ThegraphlearningmodulelearnsacleardifferencebetweentheADandHCcases,asshowninFigure6.3(alternativelyFigureC.5).ThelearnedbraingraphsshowthatAD
	6.3 Results and Discussion 
	Figure
	Figure 6.4: The differences between AGGCN-learned graphs for AD and HC cases in EC and EO conditions show the AD-related connectivity disruption. The average of all samples, the top 30 strongest edges were preserved. Values above zero indicate AD increase, while values below zero indicate AD decrease. 
	Figure 6.4: The differences between AGGCN-learned graphs for AD and HC cases in EC and EO conditions show the AD-related connectivity disruption. The average of all samples, the top 30 strongest edges were preserved. Values above zero indicate AD increase, while values below zero indicate AD decrease. 
	-
	-



	caseshaveincreasedconnectivityoverall,whileHCgraphsseemmoresparsewithfewdenselyconnectedregions.Awell-definedclusterofdenselyconnectednodesispresentinbothgroupswithinthecentro-parietalandoccipitalregionsandafewstrongedgesinthefrontalandtemporalregions.Thelocationsofthestrongestedgesareconsistentacrossconditions.Figure6.4thenshowsthetop30edges,wherethelargestincrease/decreaseincouplingwasobservedinAD.ADseemstohaveincreasedcouplingstrengthinlong-distanceedges,particularlybetweenfrontalandparietal/occipitalreg
	-
	-

	Additionally,westatisticallycomparedthelearnedgraphstructurestodeterminedifferencesbetweenADandHCcasesacrossECandEOconditions(FigureC.6)
	Node Embeddings and GGCN 
	AnotherpredictionexplanationcanbederivedfromthenodeembeddingsobtainedbytheGGCN(Fig6.5).Inparticular,wevisualisethenodeembeddingsobtainedafterfouriterationsofGGCNandcompressthemto1Drepresentationusingprincipalcomponentanalysis(PCA)andextractingthefirstprincipalcomponent.PCAisfittedforeachconditionseparately.Thenodeembeddingsdonotexpressachange
	-

	6.3 Results and Discussion 
	Figure
	Figure 6.5: Averaged node embeddings across nodes expressed via the first component of PCA for AD and HC cases across EC and EO conditions. Note that embedding value does not suggest increased or decreased activity within a given area but rather the similarity of nodes. 
	Figure 6.5: Averaged node embeddings across nodes expressed via the first component of PCA for AD and HC cases across EC and EO conditions. Note that embedding value does not suggest increased or decreased activity within a given area but rather the similarity of nodes. 


	inactivitybutratheranodesimilarity.Generally,thenodeembeddingexplanationsshowtwolargeregionsofsimilarembeddings.InEC,thesearefrontotemporalandcentro-parietalregions,andrightfrontotemporalandtherestoftheregionsforHCandAD,respectively.TheHCsimilarityregionintheEOconditionisreducedfromfrontotemporaltoonlythefrontalregion.Incontrast,theADsimilarityregionexpandsfromtherightfrontotemporalregiontotheleftside.ThisfurtherhighlightsthedifferencesinlearnedpatternsundertheECandEOconditions,thusexplainingthereducedperfo
	-

	Next,theroleofthegatingmechanismiselucidatedbyanalysingtheamountofinformationgatheredateachscale,i.e.iterationofGGCN(Figure6.6).WemeasurethisbycomputingtheaverageEuclideandistancebetweentheinitialandupdated
	(r)(r+1)
	nodeembeddingateachiteration,i.e.xandminEq.6.3.Forinstance,asmalldistancemeansasmallamountofinformationwasgatheredatthatscale.LocalinformationcontributeshighlytothenodeembeddingsoftheADcases,andthenthedegreeofcontributionslinearlydecreaseswithincreasinggraphscale.TheoppositepatternisobservedforHCcases,wherethelateriterationsinfluencethenodeembeddings.ThishighlightsthedegradationofglobalanddistributedinformationcausedbyADsincethemodelcanefficientlylearnwithfeweriterations,i.e.mostinformationisobtainedfromthe
	i 
	i 

	Node Pooling Module 
	Thenodepoolingmechanismcanbeexploitedtoderivetwoexplanations.First,weanalysethefrequencywithwhicheachnodeisincludedinthecoarsenedgraph,i.e.poolingfrequency(Figure6.7).Second,clusterattentionscores(i.e.aij inEq.6.5)can
	6.3 Results and Discussion 
	Figure
	Figure 6.6: The average distance between initial node embedding and updated node embeddings shows the amount of information retained in each iteration of GGCN, i.e. going from local to global information. The asterisks denote the p-value of non-parametric Mann-Whitney U tests comparing the average distance between AD and HC cases and EC and EO conditions. 
	Figure 6.6: The average distance between initial node embedding and updated node embeddings shows the amount of information retained in each iteration of GGCN, i.e. going from local to global information. The asterisks denote the p-value of non-parametric Mann-Whitney U tests comparing the average distance between AD and HC cases and EC and EO conditions. 
	-
	-



	Figure
	Figure 6.7: The average probability of a node being included in the coarsened graph by the ASAP node pooling module for AD and HC cases across EC and EO conditions. Averaged from all samples and min-max normalised. 
	Figure 6.7: The average probability of a node being included in the coarsened graph by the ASAP node pooling module for AD and HC cases across EC and EO conditions. Averaged from all samples and min-max normalised. 


	beusedtoidentifyimportanthubsthatarehighlyrepresentedintheclusterslearnedbythenodepoolingmodule(Figure6.8).
	Thenodesinparieto-occipitalregionsareconsistentlyselectedwithhighpoolingfrequencyforADandHCcasesacrossbothECandEOconditions(Figure6.7).Additionally,inECcondition,HCcasesfrequentlyselectfrontalnodeswhileADcasestendtoselectcentralnodes.Incontrast,intheEOcondition,thereseemstobemorevariationinthepoolingfrequency,withtemporalnodeshavingahighpoolingfrequencyforADandHCcases.
	-
	-

	Notethatthenodesofthepooledgraphsare,infact,clusterembeddings,i.e.attentionweightedsumofnodeembeddings(Eq.6.7).Wevisualisethenodeswith
	6.3 Results and Discussion 
	Figure
	Figure 6.8: Attention scores learned by the node pooling module (aij in Eq. 6.5), indicating the amount of information transferred from the source node into a cluster centred at the target node. Averaged for all AD and HC cases across EC and EO conditions (single strongest edge preserved for each target cluster node). 
	Figure 6.8: Attention scores learned by the node pooling module (aij in Eq. 6.5), indicating the amount of information transferred from the source node into a cluster centred at the target node. Averaged for all AD and HC cases across EC and EO conditions (single strongest edge preserved for each target cluster node). 


	thehighestattentionscoresofeachclustertohighlightimportanthubs(Figure6.8).Theattentionscoresaredirectededgesfromasourcenode,transferringinformationtotheclustercentredatthetargetnode.Alternatively,thesescorescanbeinterpretedasaclustermembershipstrength.Thisinformationtransfershouldbeinterpretedasinformationflowwithinthemodelandmostlikelydoesnotreflectaninformationflowwithinthebrain.
	InEC,ADcasesshowalargehubattheP4PZnodewithstronglong-distanceandshort-distancetovariousnodes.Additionally,thereisasmallerhubattheT5O1.Similarly,inEO,ADcaseshavealargehubattheT3C3nodeandasmalleroneatthe
	6.3 Results and Discussion 
	T4T6node.Incontrast,HCcasesdonothaveanyapparenthubsintheECcondition,withonlyasmallhubattheP4PZnode.Theattentionlinksalsoseemtoberathershort-distance.IntheEOcondition,HCcasesshowalargehubattheT6O2nodeandsmallerhubsattheP4PZandT4T6nodes.
	ThisvariancebetweenECandEOconditionsdisplayedinthepoolingfrequencyandattentionscoressuggestsaplausibleanswertowhyitischallengingforthemodeltolearnjointrepresentationintheEC+EOcombinedcondition.WespeculatethisiscausedbytheadditionaldynamicsintroducedbythevisualprocessingduringtheEOcondition.
	Feature Masking 
	Weutilisefeaturemaskingtoelucidatetheimportanceofthefrequencycomponentssummarisedateachnodebythenodefeaturevector,i.e.PSD.Inthis,valuesataselectedpartofthenodefeaturevectorsarereplacedbyzeroesandthemodelisretrainedonthismodifieddataset.Therelativereductioninf1scoreswasthenmeasuredandvisualisedinFig6.9forECandEOconditions.
	-

	InbothECandEOconditions,thefrequenciesbetween6and10Hzarethemostimportantsincetheirmaskingreducedperformanceby4.82%and9.18%,respectively.Thisfitswellwiththewell-describedincreaseofpoweraswellasfunctionalconnectivityinADwithinthesefrequenciescorrespondingtoθ andlowα bands[13,141].Similarly,maskingofthe[1, 5],[36, 40]and[41, 45]frequencyrangesresultsinasignificantperformancedecreaseinbothECandEO.Additionally,inEOcondition,the[11, 15],[16, 20]and[26, 30]frequencyrangesproduceasignificantperformancedecrease.
	-

	6.3.4 Limitations and Future Work 
	Althoughourapproachachievescompetitiveperformance,weidentifyafewdrawbacks.First,therelativelysmallsizeofourdatasetimposesalimitonfittingcomplexmodels.WeaddressthisissuebysegmentingtheEEGsignalsintoshortwindows.Theshortwindowlengthmeansthatthemodelmightnotbeabletorepresentinformationfromlow-frequencycomponentsofthesignal.
	Next,wedonotexplorealternativenodefeaturerepresentationsbeyondPSDinthisstudy.PSDismerelyalinearfrequency-domainrepresentationofthesignal.Includingtime-domainandnonlinearinformationinthenodefeaturesmightimprovetheexpressivenessofthemodel.Similarly,theproposedgraphlearningmechanism
	6.4 Conclusion 
	Figure
	Figure 6.9: Relative change in F1 score when parts of node features are masked, showing the importance of frequency components for the classification task for eyes closed and eyes open conditions. The asterisks denote the p-value of non-parametric Mann-Whitney U tests comparing whether the relative change is significantly different from 0. 
	Figure 6.9: Relative change in F1 score when parts of node features are masked, showing the importance of frequency components for the classification task for eyes closed and eyes open conditions. The asterisks denote the p-value of non-parametric Mann-Whitney U tests comparing whether the relative change is significantly different from 0. 
	-



	islimitedtolinearcouplingpatternsbecause(1)itisinferredfromthenodefeaturesand(2)itisexpressedasPearson’scorrelationcoefficient.FutureworkshouldexploreotherformsofFCthatmightbeintegratedintothegraphlearningmechanismandstudywaystoincludemorecomplexfrequency-dependentcouplinginformation.
	Finally,themodelarchitecturemightbelimitedbytherelativelylargenumberofhyper-parametersthatneedtobeoptimised.However,thislimitationshouldbemitigatedbyutilisingavalidationsetduringtheoptimisation.Moreover,weexplorethemodelstabilitywithrespecttosomeoftheimportanthyperparametersintheparametersensitivityexperiments.Thesesuggestthattheperformanceachievedbytheproposedmodelisnotlimitedpurelytotheoptimalvaluesofthehyperparameters.
	6.4 Conclusion 
	ThisworkproposesanovelgraphlearningmodelthatperformshighlyintheADdiagnosistask.Weshowthatthemodelproducesrobustandclinicallyrelevantexplanationsforitspredictionsviathenovelgraphstructurelearningmoduleandthenodepoolingmechanism.Finally,wehighlighttheimportanceofutilisingthegatingmechanismwithinamessage-passingencoder.Thisallowsthemodeltorepresentthemultiscaledistributednetworkdisruptionsaccurately.
	-

	6.5 Chapter Summary 
	6.5 Chapter Summary 
	ThischapterintroducesanovelGNNmodelforexplainableADclassification.Themodeldynamicallyreconstructsbraingraphstructuresandenhancesnodefeaturesadaptivelyfromthedata.Theresultingbraingraphsaidininterpretingpredictions.Additionally,weemployaclustering-basednodepoolingmechanismtolocalisesignificantbrainregionscontributingtopredictions.
	-

	TheexperimentalresultsdemonstratetherobustperformanceofourAGGCNmodelacrossvariousconditions.Notably,themodelperformsbestinECconditionbutretainshighperformanceinECcondition.However,performancesignificantlydropsinthecombined(EC+EO)dataset,indicatingthechallengeofintegratinginformationfrombothconditions.
	ComparisonwithsevenbaselinemodelsshowsthesuperiorityofAGGCNacrossallconditions.Ablationstudiesfurtherhighlighttheimportanceofindividualmodelmodules,witheachcontributingsignificantlytotheperformanceorexplainability.
	TheexplainabilityofAGGCNisdemonstratedbygeneratingpredictionexplanationsacrossmultiplescales.GraphlearningrevealsdistinctbrainconnectivitypatternsbetweenADandHCcases.NodeembeddingsandGGCNencodershowcasedifferencesinlearnedpatternsunderECandEOconditions.Thenodepoolingmechanismidentifiessignificanthubsinbrainregionscontributingtopredictions.FeaturemaskingillustratestheimportanceoffrequencycomponentsinnodefeaturevectorsforADclassification.
	-
	-

	Whileachievingcompetitiveperformance,limitationsincludedatasetsizeconstraintsandpotentialenhancementsinnodefeaturerepresentationsandgraphlearningmechanisms.Nonetheless,themodeldemonstratesstabilityacrossvaryinghyperparametervaluesandprovidesclinicallyrelevantexplanationsforADdiagnosis.
	-
	-

	Inconclusion,theproposedAGGCNmodelproveseffectiveforADclassification,offeringinterpretabilityandinsightsintobrainconnectivitypatternsrelevanttothedisease.
	Chapter 7 Conclusions 
	Theresearchpresentedinthisthesisaimedtoanswerthequestionofhowtoleveragegraph-basedrepresentationstocharacteriseanddistinguishADcasesfromage-matchedHCusingmultivariateEEGsignals.VariousFCmeasuresanddata-drivenmethodswereutilisedtorecoverfunctionalbraingraphstructuresfromEEG.Twoapproachestoextractinginformationfrombraingraphsweretested:(1)feature-basedMLand(2)data-drivenDLrepresentationlearning.
	(1)reliesonusinggraph-theorymetricstoquantifycertainaspectsofbraingraphsandhasbeendeployedinChapters4and5(partially).(2)usesartificialneuralnetworkstoextractfeaturesusefulforpredictionautomaticallyandhasbeendeployedinChapters5and6.
	-

	Chapter 4 reportstheuseofCBSasanovelmeasureofFCbothwithinandbetweenfrequencybandsbyintroducingmultilayergraphrepresentations.ThereconstructedCBS-basedgraphswerethenusedtoelucidatetheroleoffrequencybandsandtheirCFCinteractionstoenableinformationintegrationandsegregationandhowtheserolesareinfluencedbyAD.ThisinformationissubsequentlyusedtotrainMLmodelforADclassification.
	-

	Chapter 5 thenreportsanempiricalevaluationofcommonlyusedFCmeasuresfortrainingpredictivemodelstoenableaccurateADdiagnosis.GNN-basedmodelsperformsignificantlybetterthanothertestedarchitectures.Additionally,ithasbeendemonstratedthatFCinformationiscrucialforGNNdesignforEEGclassification.However,thechoiceofoptimalFCmeasureremainsambiguous,asnoneofthechosenFCmeasuresperformsconsistentlybetter.
	Finally,Chapter 6 introducesanovelGNN-basedarchitectureforexplainablediagnosisofAD.Theproposedmodelimplementsadata-drivengraphlearningmechanism,
	-

	102
	7.1 Achieved Research Objectives 
	thusavoidingtheissueofselectinganappropriateFCmeasure.Multiplesample-specificexplanationscanbederivedfromtheproposedmodelacrossvariousspatiallevels,i.e.edge-level,node-levelandcluster-level.
	7.1 Achieved Research Objectives 
	7.1.1 Predictive Power of Nonlinear and CFC Connectivity Compared to Linear and WFC Alternatives 
	AnswerstothisobjectivewereaddressedinChapters4and5.Specifically,Chapter4comparesnonlinearFCmeasureofCFCandWFC(i.e.CBS)withitslinearalternativelimitedtoWFC(i.e.CS).Second,Chapter5comparesseveralcommonlyusedlinearandnonlinearFCmeasuresintermsofpredictiveperformanceusingfourclassificationapproaches.
	CBSandCS-basedgraphswerecomparedintermsofdetectingstatisticaldifferencesbetweenADandHCcasesandclassificationperformance.AsCBSdetectscomparabledifferencesasCSandevenperformssignificantlybetterintheclassificationtask,aconclusioncanbedrawnthattheinclusionofnonlinearandCFCinformationimprovesADcharacterisationandprediction.However,asCBSisnotdirectlycomparabletoCS,theexactcontributionofnonlinearconnectivityremainsambiguous.
	-
	-
	-

	Next,5investigatedtheclassificationperformanceoflinearandnonlinearFCmeasures.GNNstrainedonlinearandnonlinearFCgraphsperformsimilarly.Thus,thereislikelynoadvantagegainedbyconsideringnonlinearinformation.Incontrast,someoftheconsiderednonlinearFCmeasuressuchasMIandPLVleadtoconsistentsignificantperformancegainswhenusingSVMandCNNmodels.
	-

	Overall,thisthesisdemonstratesseveraladvantagesofconsideringbothnonlinearandCFCconnectivityincombinationwithlinearandWFCapproachesformodellingAD.However,bothlinearandWFCconnectivitiesarelikelydominantinADandHCEEGsignals.
	7.1.2 Methods for Analysing Cross-frequency Coupling from a Graph Perspective 
	TheanswertothisobjectivewasaddressedinChapter4.Intheliteraturereviewchapter(Chapter2),aresearchgaphasbeenidentifiedconcerningthelackofCFC
	7.1 Achieved Research Objectives 
	modellingfromagraphperspective.ThisthesisproposedusingCBStoreconstruct
	multilayerbraingraphsthatincorporatebothWFCandCFCinformation.
	TheproposedmultilayergraphframeworkwasthenusedtoelucidatetherolesoffrequencycomponentsandtheirCFCinteractions.BothWFCandCFCrolesofhigh-frequencycomponentswereshowntobedisruptedinAD.Incontrast,bothWFCandCFCrolesoflow-frequencycomponentsseemtobegenerallyincreasedinAD,thussuggestingaplausiblecompensatorymechanismforthelossofhigh-frequencycoupling.Inconclusion,thisthesisdemonstratestheutilityofmodellingbothCFCandWFCwithinagraph-basedframeworktorevealnovelAD-relateddisruptions.
	7.1.3 Graph Learning and Graph Neural Networks to Study Neurodegenerative Diseases and Facilitate Diagnosis 
	ThisobjectivewasaddressedinSection2.4andChapters5and6.First,applicationsofGNNsforEEG-basedclassificationweresystematicallyreviewed.ThemainidentifiedlimitationsincludealackofexperimentswithabroaderrangeofGCNlayers,limitedmodelexplainabilityandmissingintegrationofCFCinformation.Moreover,GNN-baseddiagnosisofADremainsalargelyunexploredarea.
	Therefore,Chapter5firstinvestigatedtheeffectofcommonlyusedFCmeasuresonGNNperformanceforEEG-basedclassificationofADusingrelativelysimpleGNNarchitecture.ResultsreportedinthischapterdemonstrateaclearadvantageofGNNsforADclassificationcomparedtobaselinemodels.Additionally,theuseofFC-basedbraingraphsresultinsuperiorGNNperformancecomparedtofixeddistance-basedgraphs,indicatingtheimportanceofconsideringFCinformationwhendesigningGNNarchitectures.Chapter6thenintroducesanovelGNNarchitecturefortheclassificationofAD.This
	7.1.4 Graph Neural Network for Automatically Reconstructing Brain Graph Structures 
	-

	MultipleFCmeasuresarecommonlyusedintheliteraturetoreconstructbraingraphsfromEEG.However,resultsreportedinChapter5showambiguousresultsregardingchoosingtheoptimalFCmeasure.Inordertocircumventthisissue,data-drivenmethodscaninsteadbeleveragedtoreconstructbraingraphstructurefromthedata.
	-

	7.2 Research Limitations 
	ThesystematicreviewofEEG-GNNs(Section2.4,hasidentifiedvariousdata-drivengraphlearningapproachesincorporatedwithinGNN,suchasdot-product-basedorattention-basedmethods.
	Analternativedata-drivengraphlearningmechanismhasbeeninvestigatedinChapter6,utilisingawell-knownFCmeasuretoproducebraingraphstructures.ThelearnedgraphstructuressharemultiplecharacteristicswithtraditionalFCgraphsandalsodemonstratetheirexpressivenessinexplainingedge-leveldifferencesbetweenADandHCcases.
	7.1.5 Graph Neural Network for Explainable Prediction of Neurodegenerative Diseases 
	Producingdiagnosisexplanationsiscrucialtoenablemodelvalidationbyclinicalexperts.However,thishasoftenbeenoverlookedinpreviouslyproposedDL-basedmodels,includingGNNs.Chapter6,thus,delvesintodesigningaGNNarchitecturethatcanproducepredictionexplanationsacrossmultiplespatialscales.Theproposedmodelhasbeendemonstratedtoproduceconsistentexplanations.
	-
	-

	Ontheglobalgraphscale,themodelleveragesmoreinformationfromlocalinteractionsofADcasescomparedtoHC,suggestingthelossofglobalinformationprocessingduetoAD.ThemodelalsoidentifiedtheemergenceofalargehubintheparietalregioninADcasesthatcontainbothshort-andlong-rangeedges.Thisparietalhubmightindicateacompensatorymechanismtocounteractthedisruptionofglobalinformationprocessing.Finally,onthenodelevel,themodelshowstheimportanceofparietalandoccipitalregionsforADclassification.TheseresultsdemonstratethepotentialofGNNsmode
	-

	7.2 Research Limitations 
	Theresearchpresentedinthisthesishasafewlimitationsthatcouldbeaddressedinfutureresearch.First,thereportedexperimentswereallperformedonthesamedataset.Thisismainlyduetothecostofobtainingotherdatasetsandwithnoopenaccessdatasetsavailablewhentheseexperimentswerecarriedout.Themainlimitationoftheuseddatasetisitslimitedsize,i.e.20ADand20HCcases.Thesmallsamplesizewasattemptedtocircumventbyfurthersplittingthesignalsintosmallwindows,thusallowingthetrainingofDLmodels.However,usingsignalwindowingisnotapplicable
	7.3 Future Work 
	forstatisticalanalysissincethereissharedvariancebetweenwindowsfromthesameparticipant,thusviolatingtheindependenceassumptionofmoststatisticaltests.
	Secondly,thegeneralisibilityoftheproposedmethodsisunclearduetothelimiteddatasetandlackofvalidationonexternaldatasets.Moreover,thereisariskofhyperparameteroverfittingtotheuseddataset.Thislimitationcouldbeaddressedbyutilisingnestedcross-validation.Duetothehighcomputationalcostofsuchmodelvalidation,weoptedforthetraditionalcross-validationapproachcommonlyusedintheliterature.Weacknowledgethepotentialriskofsuchanapproach.However,itcanbearguedthatsincetheAD-relatedpatternsreportedinthisthesisfitwellwiththefindings
	-

	7.3 Future Work 
	Theresearchobjectivessetoutinthisthesiswerelargelyachieved,butseveralinterestingquestionsremaintobeansweredbyfutureresearch.ThemethodsproposedinthisthesiswereevaluatedonlyintermsofdistinguishingADcasesfromHC.However,allofthemethodsaregeneralandflexibleenoughtopotentially(1)generalisetolargerADdatasets,(2)beappliedtotheclassificationofotherneurologicaldiseasesanddisordersbeyondADand(3)toproducevaluableinsightsaboutbrainfunctionanddisease/disorder-relateddisruptions.
	-
	-

	Theissueof(1)hasalreadybeendescribedintheprevioussection.Beyondthemethodology-relatedissuesbroughtaboutbythesmallsamplesize,validationonlarger,morediversedatasetswouldbebeneficial.Ideally,thedatasetshouldsampledatafromvariouscountriesandethnicallydiverseparticipantstoensureabroadgeneralisationoftheresults.(2)wouldbeanexcitingextensionofthereportedwork.Theproposedmethodologydoesnotmakeanyassumptionsaboutthenatureofadisorderasidefromtheassumptionofgraphdisruption.Thus,themethodsarelikelytoperformwellinotherEE
	Anotheravenueforfutureresearchliesinexploringvariouspre-trainingtechniques
	7.3 Future Work 
	toallowforthetrainingofmorecomplexandplausiblymorepowerfulGNNmodels,preferablyevenonsmalldatasets,i.e.datasetsonlesscommondiseases.Anidealpre-trainingpopulation-independenttaskmightbearegressiontask,i.e.predictingmultivariateEEGsignalsT stepsahead.Moreover,anaccuratemultivariateregressionGNNmodelcouldbefurtherusedtosimulateadditionalsamples,thusincreasingthetrainingset.
	ArelatedfutureresearchdirectionwouldbeutilisingGNNscombinedwithunsupervisedlearningtoderivenoveldata-drivenFCmeasuresorevencausalitymeasures.Separatinggraphlearningfromtrainingamodelforaspecificclassificationtaskmightoffersignificantadvantages.ThiswouldbeincontrasttotheAGGCNmodel(Chapter6).Bylearningthegraphinisolation(i.e.withoutoptimisingthemodelforclassification),theobtainededgeweightswouldbeguaranteedtoencodebrainsimilarityorcausalitybetweenbrainregions.Incontrast,AGGCN-stylegraphlearningmightbebiasedto
	-
	-

	Although,thisthesisdemonstratedthatincorporatingCFCinformationintoreconstructedbraingraphsprovidesnovelwaysofcharacterisingAD.However,combiningGNNsandCFC-basedgraphsremainsunexplored.Generally,onlyWFCbraingraphshavebeenthusfarutilisedasinputtoGNNmodels.TwowaysofleveragingCFCinformationinGNNsmightbeofinterestinfutureresearch.OneapproachcoulddirectlyutilisemultilayerbraingraphssimilartothoseproposedinChapter4asaninputtoaGNNmodel.Alternatively,asinglelayerCFCgraph,e.g.δ-γ graph,wouldserveasinputakintohowWFCgra
	-
	-

	Finally,whileautomaticallydiagnosingADiscrucial,itismerelyafirststeptodeployingautomaticdiagnosticmodelsinclinicalsettings.FutureresearchneedstoexpandthepredictivemodellingproposedinthisthesistobothpredictADinearlystages,i.e.conversionfromMCIstage,andfunctionaloutcomesofthedisease,i.e.symptomseverityformonitoringandpossiblyevaluationoftreatmenteffectiveness.Thus,thisthesisisasmallstepinEEG-baseddiagnosisofADbutagiantleapforthisauthor.
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	Appendix A 
	Additional results from Cross-Frequency Multilayer Network Analysis with Bispectrum-based Functional Connectivity (Chapter 4) 
	A.1 Statistical power 
	Wecalculatethestatisticalpowergivenoursamplesize(N =40)asafunctionoftheeffectsize(Cohen’sd)ofatwo-samplet-testwithatwo-sidedalternativehypothesisandasignificantp-valueof0.05(FigureA.1).Sufficientpower(80%)isreachedwithaneffectsize≥ 0.45.
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	A.2 Results for epoch 1 
	Figure
	Figure A.1: Statistical power for different Cohen’s d effect size values 
	Figure A.1: Statistical power for different Cohen’s d effect size values 


	with sample size 40. 
	A.2 Results for epoch 1 
	Inthissection,wereporttheresultsofthestatisticalcomparisonsandcorrespondingfiguresusingonlydatafromthefirstepoch.
	ThecomparisonsofaveragecouplingcomputedwithCSandCBSareshowninTablesA.1andA.2,respectively.Additionally,thecorrespondingfiguresofconnectivitymatricescomputedwithCSandCBSareshowninFiguresA.2andA.3.
	-

	ThecomparisonsofnodestrengthcomputedwithCSandCBSareshowninTable
	A.3andFigureA.4,andTableA.4andFigureA.5,respectively.
	ResultsofcomparisonsoftheunweightedmultilayernetworkmetricsarereportedinTablesA.5,A.6andA.7foredgebetweenness,globalvulnerabilityandlocalvulnerability,respectively.Thecorrespondingfiguresare;edgebetweenness(FigureA.6),globalvulnerability(FigureA.7)andlocalvulnerability(FigureA.8).
	-

	ResultsofcomparisonsoftheweightedmultilayernetworkmetricsarereportedinTablesA.8,A.9andA.10foredgebetweenness,globalvulnerabilityandlocalvulnerability,respectively.Thecorrespondingfiguresare;edgebetweenness(FigureA.9),globalvulnerability(FigureA.10)andlocalvulnerability(FigureA.11).
	-

	A.2 Results for epoch 1 
	Figure
	Figure A.2: Difference of average connectivity matrices (AD − HC) measured with CS in epoch 1 of (A) AD and (B) HC. For visualisation purposes, the values were min-max normalised. Digits in black denote a p-value testing for the difference in global coupling (p< 0.05 in bold, in italics otherwise). 
	Figure A.2: Difference of average connectivity matrices (AD − HC) measured with CS in epoch 1 of (A) AD and (B) HC. For visualisation purposes, the values were min-max normalised. Digits in black denote a p-value testing for the difference in global coupling (p< 0.05 in bold, in italics otherwise). 
	-
	-
	-



	Table A.1: Comparisons of the mean of adjacency matrix constructed with CS in epoch 1. The results are reported as follows: statistics value (degrees of freedom), p-value of the test, Cohen’s d effect size (or nonparametric alternative), number of epochs where significant differences were observed (E), difference estimate µ with 95% confidence interval. Reliable differences (significant in all three epochs) are highlighted with bold text. 
	Frequencyband
	Frequencyband
	Frequencyband
	Test
	Differenceestimate(95%CI)

	α β δ γ θ 
	α β δ γ θ 
	U=337,p=0.227,d=0.17,E=1t(36.97)=-2.72, p=0.014, d=-0.72, E=3 t(35.89)=2.99, p=0.01, d=0.78, E=3 t(36.45)=-1.22,p=0.227,d=-0.32,E=0t(36.85)=5.47, p¡0.001, d=1.44, E=3 
	µ =−0.27(-0.790.25)µ =−0.68(-1.18-0.18)µ =0.73(0.241.22)µ =−0.32(-0.840.2)µ =1.17(0.741.6)


	A.2 Results for epoch 1 
	Figure
	Figure A.3: Difference of average connectivity matrices (AD − HC) measured with CBS with input frequency on the vertical facets and output frequency on the horizontal. For visualisation purposes, the values were min-max normalised. Digits in black denote a p-value testing for the difference in global coupling (p< 0.05 in bold, in italics otherwise). 
	Figure A.3: Difference of average connectivity matrices (AD − HC) measured with CBS with input frequency on the vertical facets and output frequency on the horizontal. For visualisation purposes, the values were min-max normalised. Digits in black denote a p-value testing for the difference in global coupling (p< 0.05 in bold, in italics otherwise). 
	-
	-



	Table A.2: Comparisons of the mean of adjacency matrix constructed with CBS in epoch 1. The results are reported as follows: statistics value (degrees of freedom), p-value of the test, Cohen’s d effect size (or nonparametric alternative), number of epochs where significant differences were observed (E), difference estimate µ with 95% confidence interval. Reliable differences (significant in all three epochs) are highlighted with bold text. 
	Table
	TR
	δ 
	θ 
	α 
	β 
	γ 

	δθαβγ 
	δθαβγ 
	t(27.35)=2.19,p=0.055,d=0.57,E=2,µ =0.55(0.041.05)t(27.46)=3, p=0.01, d=0.78,E=3, µ =0.73(0.24 1.21) t(29.63)=1.49,p=0.161,d=0.39,E=2,µ =0.38(-0.130.9)t(32.77)=-1.79,p=0.099,d=-0.47,E=0,µ =−0.46(-0.970.05)U=289,p=0.058,d=0.27,E=0,µ =−0.43(-0.97-0.02)
	t(24.81)=3.13, p=0.008, d=0.81,E=3, µ =0.75(0.27 1.24) t(33.06)=3.7, p=0.002, d=0.97,E=3, µ =0.87(0.4 1.34) t(28.61)=2.22,p=0.055,d=0.58,E=1,µ =0.56(0.051.06)t(22.34)=-1.48,p=0.161,d=-0.38,E=1,µ =−0.38(-0.890.14)U=288,p=0.058,d=0.27,E=0,µ =−0.46(-1.08-0.02)
	t(24.35)=2.33, p=0.047, d=0.61,E=3, µ =0.58(0.08 1.08) t(24.48)=1.99,p=0.069,d=0.52,E=1,µ =0.5(-0.011.01)t(36.22)=-2.16,p=0.055,d=-0.57,E=1,µ =−0.55(-1.05-0.04)t(36.77)=-3.5, p=0.003, d=-0.92,E=3, µ =−0.84(-1.32 -0.36) t(36.04)=-3.87, p=0.001, d=-1.01,E=3, µ =−0.91(-1.38 -0.44) 
	t(34.64)=-0.91,p=0.368,d=-0.24,E=0,µ =−0.24(-0.760.29)t(25.38)=-1.75,p=0.104,d=-0.45,E=1,µ =−0.44(-0.950.07)t(36.89)=-3.8, p=0.001, d=-1,E=3, µ =−0.9(-1.37 -0.42) t(36.41)=-3.89, p=0.001, d=-1.02,E=3, µ =−0.91(-1.38 -0.44) t(34.55)=-3.83, p=0.001, d=-1,E=3, µ =−0.9(-1.37 -0.43) 
	U=332,p=0.182,d=0.18,E=0,µ =−0.33(-0.80.11)U=275,p=0.047,d=0.3,E=1,µ =−0.5(-1.03-0.08)t(35.38)=-3.92, p=0.001, d=-1.03,E=3, µ =−0.91(-1.38 -0.45) t(33.54)=-3.99, p=0.001, d=-1.04,E=3, µ =−0.93(-1.39 -0.46) U=229,p=0.007,d=0.39,E=1,µ =−0.73(-1.21-0.27)
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	Figure
	Figure A.4: Node strength (min-max normalised) measured with CS in epoch 1 of HC (blue) and AD (orange): mean with 95% confidence intervals. Significant differences (p ≤ 0.05) observed in at least ten thresholded networks are encoded by asterisks. The number of asterisks corresponds to the p-value (FDR corrected), i.e. p ≤ 0.0001 “****”, p ≤ 0.001 “***”, p ≤ 0.01 “**”, and p ≤ 0.05 “*”. 
	-

	Table A.3: Comparisons of node strength measured with CS in epoch 1. The results are reported as follows: statistics value (degrees of freedom), p-value of the test, Cohen’s d effect size (or nonparametric alternative), number of epochs where significant diff erences were observed (E), and difference estimate µ with 95% confidence interval (CI). Reliable diff erences (significant in all three epochs) are highlighted with bold text. 
	channel 
	channel 
	channel 
	δ 
	θ 
	α 
	β 
	γ 

	F8–F4 
	F8–F4 
	t(36.66)=-2.16, p=0.038, d=-0.57, E=3, µ = −0.55 (-1.06 -0.04) 
	t(35.85)=-4.45, p<0.001, d=-1.16, E=3, µ = −1.01 (-1.46 -0.55) 
	t(30.27)=-0.93, p=0.749, d=-0.24, E=0, µ = −0.24 (-0.76 0.28) 
	t(36.15)=2.4, p=0.041, d=0.63, E=3, µ = 0.6 (0.1 1.11) 
	U=543, p=0.32, d=0.25, E=0, µ = 0.5 (-0.04 1.08) 

	F7–F3 
	F7–F3 
	t(35.61)=-2.7, p=0.014, d=-0.71, E=3, µ = −0.67 (-1.17 -0.17) 
	t(35.35)=-4.27, p<0.001, d=-1.12, E=3, µ = −0.98 (-1.44 -0.52) 
	t(35.59)=-0.65, p=0.861, d=-0.17, E=0, µ = −0.17 (-0.7 0.35) 
	t(36.99)=2.9, p=0.034, d=0.76, E=3, µ = 0.72 (0.22 1.21) 
	t(35.4)=2.33, p=0.32, d=0.61, E=0, µ = 0.59 (0.08 1.09) 

	F4–C4 
	F4–C4 
	t(37)=-3.16, p=0.01, d=-0.83, E=3, µ = −0.77 (-1.26 -0.28) 
	t(36.07)=-6.72, p<0.001, d=-1.77, E=3, µ = −1.33 (-1.72 -0.93) 
	t(33.41)=-0.29, p=0.969, d=-0.08, E=0, µ = −0.08 (-0.6 0.45) 
	t(36.99)=2.59, p=0.035, d=0.68, E=3, µ = 0.65 (0.15 1.15) 
	t(35.73)=1.62, p=0.388, d=0.42, E=0, µ = 0.42 (-0.1 0.93) 

	F3–C3 
	F3–C3 
	t(36.34)=-1.97, p=0.054, d=-0.51, E=0, µ = −0.5 (-1.01 0.01) 
	t(35.29)=-5.79, p<0.001, d=-1.52, E=3, µ = −1.22 (-1.64 -0.8) 
	t(34.49)=-0.11, p=0.969, d=-0.03, E=0, µ = −0.03 (-0.56 0.5) 
	t(36.96)=2.82, p=0.034, d=0.74, E=3, µ = 0.7 (0.2 1.19) 
	U=537, p=0.32, d=0.24, E=0, µ = 0.54 (-0.04 1.08) 

	F4–FZ 
	F4–FZ 
	U=245, p=0.011, d=0.36, E=3, µ = −0.72 (-1.33 -0.22) 
	t(36.67)=-4.42, p<0.001, d=-1.16, E=3, µ = −1 (-1.46 -0.55) 
	U=423, p=0.969, d=0.01, E=0, µ = 0.01 (-0.42 0.5) 
	t(32.52)=2.13, p=0.049, d=0.56, E=3, µ = 0.54 (0.03 1.04) 
	U=549, p=0.32, d=0.26, E=0, µ = 0.55 (0.01 1.12) 

	FZ–CZ 
	FZ–CZ 
	t(36.37)=-2.97, p=0.01, d=-0.78, E=3, µ = −0.73 (-1.23 -0.24) 
	t(36.2)=-4.78, p<0.001, d=-1.25, E=3, µ = −1.06 (-1.51 -0.62) 
	U=458, p=0.861, d=0.08, E=0, µ = 0.14 (-0.33 0.61) 
	t(35.7)=1.45, p=0.159, d=0.38, E=0, µ = 0.38 (-0.14 0.89) 
	U=521, p=0.388, d=0.21, E=0, µ = 0.39 (-0.12 0.84) 

	F3–FZ 
	F3–FZ 
	t(36.5)=-2.74, p=0.014, d=-0.72, E=3, µ = −0.68 (-1.17 -0.18) 
	t(33.84)=-4.38, p<0.001, d=-1.15, E=3, µ = −0.99 (-1.45 -0.54) 
	U=416, p=0.969, d=0.01, E=0, µ = −0.03 (-0.48 0.42) 
	t(35.05)=2.53, p=0.037, d=0.66, E=3, µ = 0.63 (0.13 1.13) 
	t(36.82)=2.05, p=0.32, d=0.54, E=0, µ = 0.52 (0.01 1.03) 

	T4–C4 
	T4–C4 
	t(35.2)=-3.15, p=0.01, d=-0.82, E=3, µ = −0.76 (-1.25 -0.28) 
	t(34.66)=-4.63, p<0.001, d=-1.21, E=3, µ = −1.04 (-1.49 -0.59) 
	U=428, p=0.969, d=0.02, E=0, µ = 0.03 (-0.43 0.48) 
	t(34.47)=1.84, p=0.082, d=0.48, E=0, µ = 0.47 (-0.04 0.98) 
	t(36.99)=1.11, p=0.592, d=0.29, E=0, µ = 0.29 (-0.23 0.81) 

	T3–C3 
	T3–C3 
	t(36.64)=-2.64, p=0.014, d=-0.69, E=3, µ = −0.66 (-1.16 -0.16) 
	t(35.14)=-4.42, p<0.001, d=-1.16, E=3, µ = −1 (-1.46 -0.55) 
	t(31.65)=-0.13, p=0.969, d=-0.03, E=0, µ = −0.03 (-0.56 0.49) 
	U=585, p=0.034, d=0.34, E=3, µ = 0.66 (0.14 1.18) 
	t(35.93)=1.47, p=0.42, d=0.39, E=0, µ = 0.38 (-0.14 0.91) 

	C4–CZ 
	C4–CZ 
	t(36.72)=-3.03, p=0.01, d=-0.8, E=3, µ = −0.74 (-1.24 -0.25) 
	t(36.89)=-4.42, p<0.001, d=-1.16, E=3, µ = −1.01 (-1.46 -0.55) 
	U=459, p=0.861, d=0.08, E=0, µ = 0.14 (-0.37 0.65) 
	t(36.95)=2.19, p=0.049, d=0.57, E=3, µ = 0.55 (0.05 1.06) 
	U=453, p=0.818, d=0.07, E=0, µ = 0.12 (-0.37 0.61) 

	C3–CZ 
	C3–CZ 
	t(34.34)=-2.13, p=0.039, d=-0.56, E=3, µ = −0.54 (-1.04 -0.03) 
	t(35.35)=-4.63, p<0.001, d=-1.21, E=3, µ = −1.04 (-1.49 -0.59) 
	U=441, p=0.969, d=0.04, E=0, µ = 0.07 (-0.42 0.53) 
	t(34.44)=2.12, p=0.049, d=0.55, E=3, µ = 0.54 (0.03 1.04) 
	U=507, p=0.46, d=0.18, E=0, µ = 0.3 (-0.15 0.76) 

	CZ–PZ 
	CZ–PZ 
	t(37)=-2.33, p=0.027, d=-0.61, E=3, µ = −0.59 (-1.09 -0.08) 
	t(32.04)=-5.32, p<0.001, d=-1.4, E=3, µ = −1.16 (-1.59 -0.72) 
	t(36.07)=1.13, p=0.749, d=0.3, E=0, µ = 0.29 (-0.23 0.82) 
	t(36.49)=2.66, p=0.034, d=0.7, E=3, µ = 0.67 (0.16 1.17) 
	U=471, p=0.681, d=0.1, E=0, µ = 0.17 (-0.29 0.66) 

	C4–P4 
	C4–P4 
	t(36.99)=-2.63, p=0.014, d=-0.69, E=3, µ = −0.66 (-1.16 -0.16) 
	U=123, p<0.001, d=0.61, E=3, µ = −1.39 (-1.74 -0.89) 
	t(35.04)=0.98, p=0.749, d=0.26, E=0, µ = 0.26 (-0.27 0.78) 
	t(36.88)=2.69, p=0.034, d=0.71, E=3, µ = 0.67 (0.17 1.17) 
	U=441, p=0.818, d=0.04, E=0, µ = 0.08 (-0.48 0.56) 

	C3–P3 
	C3–P3 
	t(37)=-2.44, p=0.022, d=-0.64, E=3, µ = −0.61 (-1.12 -0.11) 
	t(34.15)=-5.64, p<0.001, d=-1.49, E=3, µ = −1.2 (-1.62 -0.77) 
	t(36.66)=1.01, p=0.749, d=0.27, E=0, µ = 0.26 (-0.26 0.79) 
	t(36.36)=2.12, p=0.049, d=0.56, E=3, µ = 0.54 (0.03 1.05) 
	U=470, p=0.681, d=0.1, E=0, µ = 0.2 (-0.27 0.68) 

	T4–T6 
	T4–T6 
	t(32.57)=-2.68, p=0.014, d=-0.7, E=3, µ = −0.66 (-1.16 -0.17) 
	t(36.14)=-5.24, p<0.001, d=-1.38, E=3, µ = −1.14 (-1.57 -0.7) 
	t(32.51)=0.53, p=0.861, d=0.14, E=0, µ = 0.14 (-0.39 0.66) 
	t(35.8)=2.02, p=0.058, d=0.53, E=0, µ = 0.51 (0.01 1.02) 
	t(36.85)=1.08, p=0.592, d=0.28, E=0, µ = 0.28 (-0.24 0.81) 

	T3–T5 
	T3–T5 
	U=194, p=0.004, d=0.46, E=3, µ = −0.92 (-1.44 -0.43) 
	t(30.79)=-4.57, p<0.001, d=-1.21, E=3, µ = −1.04 (-1.5 -0.59) 
	t(33.11)=0.68, p=0.861, d=0.18, E=0, µ = 0.18 (-0.35 0.7) 
	U=565, p=0.042, d=0.3, E=3, µ = 0.55 (0.08 1.07) 
	t(35.22)=0.91, p=0.679, d=0.24, E=0, µ = 0.24 (-0.29 0.77) 

	P4–PZ 
	P4–PZ 
	t(36.07)=-3.11, p=0.01, d=-0.81, E=3, µ = −0.76 (-1.24 -0.27) 
	t(36.38)=-5.44, p<0.001, d=-1.43, E=3, µ = −1.16 (-1.59 -0.73) 
	U=492, p=0.749, d=0.15, E=0, µ = 0.3 (-0.2 0.72) 
	t(36.53)=2.71, p=0.034, d=0.71, E=3, µ = 0.67 (0.18 1.17) 
	U=441, p=0.818, d=0.04, E=0, µ = 0.07 (-0.33 0.49) 

	P3–PZ 
	P3–PZ 
	t(36.54)=-2.93, p=0.01, d=-0.77, E=3, µ = −0.72 (-1.21 -0.23) 
	t(36.17)=-5.58, p<0.001, d=-1.46, E=3, µ = −1.18 (-1.61 -0.76) 
	U=490, p=0.749, d=0.14, E=0, µ = 0.24 (-0.2 0.85) 
	t(36.81)=2.48, p=0.037, d=0.65, E=3, µ = 0.62 (0.12 1.12) 
	U=464, p=0.72, d=0.09, E=0, µ = 0.12 (-0.28 0.7) 

	T6–O2 
	T6–O2 
	t(32.69)=-2.68, p=0.014, d=-0.7, E=3, µ = −0.66 (-1.16 -0.17) 
	t(35.19)=-4.53, p<0.001, d=-1.19, E=3, µ = −1.02 (-1.47 -0.57) 
	U=569, p=0.153, d=0.3, E=0, µ = 0.47 (0.08 0.95) 
	t(29.14)=1.39, p=0.172, d=0.36, E=0, µ = 0.36 (-0.16 0.87) 
	U=388, p=0.818, d=0.04, E=0, µ = −0.08 (-0.54 0.45) 

	T5–O1 
	T5–O1 
	t(35.44)=-4.21, p=0.002, d=-1.11, E=3, µ = −0.98 (-1.44 -0.51) 
	t(36)=-4.71, p<0.001, d=-1.25, E=3, µ = −1.06 (-1.51 -0.61) 
	t(28.04)=1.47, p=0.749, d=0.39, E=0, µ = 0.38 (-0.14 0.91) 
	t(35.97)=2.14, p=0.049, d=0.57, E=2, µ = 0.55 (0.03 1.06) 
	U=430, p=0.818, d=0.05, E=0, µ = 0.07 (-0.4 0.56) 

	P4–O2 
	P4–O2 
	t(34.63)=-3.1, p=0.01, d=-0.83, E=3, µ = −0.77 (-1.26 -0.27) 
	t(35.97)=-4.4, p<0.001, d=-1.16, E=3, µ = −1.01 (-1.47 -0.55) 
	U=570, p=0.153, d=0.35, E=0, µ = 0.66 (0.16 1.1) 
	t(33.26)=2.32, p=0.042, d=0.61, E=3, µ = 0.59 (0.08 1.1) 
	U=399, p=0.918, d=0.01, E=0, µ = −0.02 (-0.48 0.43) 

	P3–O1 
	P3–O1 
	t(35.93)=-3.59, p=0.005, d=-0.95, E=3, µ = −0.86 (-1.35 -0.38) 
	t(31.25)=-3.55, p=0.001, d=-0.94, E=3, µ = −0.86 (-1.35 -0.37) 
	t(29.98)=2.43, p=0.153, d=0.64, E=0, µ = 0.61 (0.11 1.12) 
	t(35.58)=2.74, p=0.034, d=0.73, E=3, µ = 0.69 (0.18 1.19) 
	U=379, p=0.818, d=0.06, E=0, µ = −0.09 (-0.65 0.28) 

	O1–O2 
	O1–O2 
	t(30.32)=-3.03, p=0.01, d=-0.82, E=3, µ = −0.76 (-1.27 -0.26) 
	U=97, p<0.001, d=0.65, E=3, µ = −1.32 (-1.76 -0.86) 
	t(27.04)=1.19, p=0.749, d=0.32, E=0, µ = 0.32 (-0.22 0.85) 
	t(34.76)=1.69, p=0.106, d=0.45, E=0, µ = 0.44 (-0.08 0.97) 
	U=338, p=0.679, d=0.12, E=0, µ = −0.14 (-0.71 0.27) 
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	Figure A.5: Node strength (min-max normalised) measured with CBS in epoch 1 of HC (blue) and AD (orange): mean with 95% confidence intervals. The input frequency is on the vertical facets, and the output frequency is on the horizontal. Significant differences (p ≤ 0.05) observed in at least ten thresholded networks are encoded by asterisks. The number of asterisks corresponds to the p-value (FDR corrected), i.e. p ≤ 0.0001 “****”, p ≤ 0.001 “***”, p ≤ 0.01 “**”, and p ≤ 0.05 “*”. 
	Table A.4: Comparisons of node strength measured with CBS in epoch 1. The results are reported as follows: statistics value (degrees of freedom), p-value of the test, Cohen’s d effect size (or nonparametric alternative), number of epochs where significant differences were observed (E), and difference estimate µ with 95% confidence interval (CI). Reliable differences (significant in all three epochs) are highlighted with bold text. 
	from 
	from 
	from 
	channel 
	δ 
	θ 
	α 
	β 
	γ 

	δ 
	δ 
	F8–F4 
	U=328, p=0.156, d=0.19, E=0, µ =-0.35 (-0.94 0.18) 
	t(36.08)=-2.06, p=0.048, d=-0.54, E=3, µ =-0.52 (-1.03 -0.02) 
	U=293, p=0.093, d=0.26, E=0, µ =-0.52 (-0.99 0) 
	U=524, p=0.928, d=0.21, E=0, µ =0.3 (-0.09 0.79) 
	U=612, p=0.056, d=0.39, E=0, µ =0.45 (0.14 0.84) 

	δ 
	δ 
	F7–F3 
	U=286, p=0.043, d=0.27, E=3, µ =-0.66 (-1.08 -0.03) 
	t(27.65)=-2.62, p=0.015, d=-0.68, E=3, µ =-0.64 (-1.14 -0.15) 
	U=285, p=0.078, d=0.28, E=0, µ =-0.48 (-0.9 -0.04) 
	U=453, p=0.928, d=0.07, E=0, µ =0.08 (-0.25 0.58) 
	U=533, p=0.342, d=0.23, E=0, µ =0.17 (-0.02 0.42) 

	δ 
	δ 
	F4–C4 
	U=246, p=0.029, d=0.36, E=3, µ =-0.75 (-1.14 -0.22) 
	t(31.71)=-3.04, p=0.011, d=-0.79, E=3, µ =-0.74 (-1.22 -0.25) 
	t(34.36)=-2.98, p=0.036, d=-0.78, E=3, µ =-0.73 (-1.22 -0.24) 
	U=463, p=0.928, d=0.09, E=0, µ =0.19 (-0.34 0.72) 
	U=518, p=0.342, d=0.2, E=0, µ =0.07 (-0.03 0.24) 

	δ 
	δ 
	F3–C3 
	t(34.07)=-1.76, p=0.088, d=0.46, E=0, µ =-0.45 (-0.96 0.06) 
	-

	t(33.09)=-3.02, p=0.011, d=-0.79, E=3, µ =-0.74 (-1.22 -0.25) 
	t(27.54)=-1.67, p=0.138, d=0.43, E=0, µ =-0.42 (-0.94 0.09) 
	-

	U=439, p=0.928, d=0.04, E=0, µ =0.06 (-0.31 0.44) 
	U=568, p=0.175, d=0.3, E=0, µ =0.14 (0.02 0.34) 

	δ 
	δ 
	F4–FZ 
	U=293, p=0.053, d=0.26, E=0, µ =-0.42 (-0.89 0) 
	t(36.93)=-2.74, p=0.014, d=-0.72, E=3, µ =-0.68 (-1.18 -0.18) 
	t(35.8)=-2.47, p=0.064, d=0.65, E=0, µ =-0.62 (-1.12 -0.12) 
	-

	U=460, p=0.928, d=0.08, E=0, µ =0.1 (-0.28 0.52) 
	U=519, p=0.342, d=0.2, E=0, µ =0.1 (-0.03 0.3) 

	δ 
	δ 
	FZ–CZ 
	t(36.27)=-2.4, p=0.039, d=-0.63, E=3, µ =-0.6 (-1.11 -0.1) 
	t(35.68)=-3.05, p=0.011, d=-0.8, E=3, µ =-0.74 (-1.23 -0.25) 
	t(29.45)=-2.24, p=0.078, d=0.58, E=0, µ =-0.56 (-1.06 -0.06) 
	-

	t(34.99)=0.98, p=0.928, d=0.26, E=0, µ =0.25 (-0.27 0.78) 
	U=520, p=0.342, d=0.2, E=0, µ =0.08 (-0.02 0.24) 

	δ 
	δ 
	F3–FZ 
	U=286, p=0.043, d=0.27, E=3, µ =-0.54 (-1 -0.05) 
	t(36.29)=-2.62, p=0.015, d=-0.69, E=3, µ =-0.65 (-1.15 -0.15) 
	t(34.63)=-2.77, p=0.036, d=-0.72, E=3, µ =-0.68 (-1.18 -0.19) 
	U=402, p=0.928, d=0.04, E=0, µ =-0.06 (-0.54 0.45) 
	U=517, p=0.342, d=0.2, E=0, µ =0.11 (-0.03 0.24) 

	δ 
	δ 
	T4–C4 
	U=258, p=0.037, d=0.33, E=3, µ =-0.65 (-1.02 -0.19) 
	U=225, p=0.01, d=0.4, E=3, µ =0.83 (-1.25 -0.34) 
	-

	U=286, p=0.078, d=0.27, E=0, µ =-0.49 (-0.92 -0.03) 
	U=512, p=0.928, d=0.19, E=0, µ =0.32 (-0.12 0.79) 
	U=509, p=0.366, d=0.18, E=0, µ =0.08 (-0.04 0.23) 

	δ 
	δ 
	T3–C3 
	U=274, p=0.039, d=0.3, E=3, µ =0.61 (-1.12 -0.08) 
	-

	t(25.36)=-2.9, p=0.012, d=-0.75, E=3, µ =-0.7 (-1.19 -0.22) 
	t(28.32)=-1.8, p=0.121, d=0.47, E=0, µ =-0.46 (-0.97 0.05) 
	-

	U=405, p=0.928, d=0.03, E=0, µ =-0.04 (-0.53 0.51) 
	U=540, p=0.342, d=0.25, E=0, µ =0.13 (0 0.3) 

	δ 
	δ 
	C4–CZ 
	U=280, p=0.043, d=0.29, E=3, µ =-0.6 (-1.16 -0.05) 
	U=226, p=0.01, d=0.4, E=3, µ =0.97 (-1.44 -0.38) 
	-

	t(31.13)=-3.03, p=0.036, d=-0.79, E=3, µ =-0.74 (-1.22 -0.25) 
	U=443, p=0.928, d=0.05, E=0, µ =0.06 (-0.51 0.67) 
	U=496, p=0.464, d=0.16, E=0, µ =0.1 (-0.04 0.3) 

	δ 
	δ 
	C3–CZ 
	U=285, p=0.043, d=0.28, E=3, µ =-0.46 (-0.85 -0.03) 
	t(22.59)=-1.96, p=0.056, d=0.51, E=0, µ =-0.49 (-1 0.01) 
	-

	t(21.97)=-1.71, p=0.135, d=0.45, E=0, µ =-0.43 (-0.94 0.08) 
	-

	t(36.7)=0.44, p=0.928, d=0.11, E=0, µ =0.11 (-0.41 0.64) 
	U=566, p=0.175, d=0.3, E=0, µ =0.15 (0.01 0.31) 

	δ 
	δ 
	CZ–PZ 
	U=250, p=0.029, d=0.35, E=3, µ =-0.59 (-1.07 -0.18) 
	t(35.46)=-2.93, p=0.011, d=-0.77, E=3, µ =-0.72 (-1.21 -0.23) 
	t(36.62)=-2.79, p=0.036, d=-0.73, E=3, µ =-0.69 (-1.19 -0.19) 
	U=459, p=0.928, d=0.08, E=0, µ =0.15 (-0.32 0.86) 
	U=465, p=0.666, d=0.09, E=0, µ =0.02 (-0.04 0.13) 

	δ 
	δ 
	C4–P4 
	U=273, p=0.039, d=0.3, E=3, µ =0.51 (-0.91 -0.1) 
	-

	t(33.98)=-2.24, p=0.034, d=-0.58, E=3, µ =-0.56 (-1.07 -0.06) 
	t(36.23)=-1.48, p=0.173, d=0.39, E=0, µ =-0.38 (-0.9 0.13) 
	-

	U=493, p=0.928, d=0.15, E=0, µ =0.32 (-0.23 0.97) 
	U=465, p=0.666, d=0.09, E=0, µ =0.04 (-0.1 0.27) 

	δ 
	δ 
	C3–P3 
	U=244, p=0.029, d=0.36, E=3, µ =-0.61 (-1.03 -0.2) 
	t(34.36)=-2.27, p=0.033, d=-0.59, E=3, µ =-0.57 (-1.07 -0.07) 
	t(30.48)=-1.44, p=0.179, d=0.38, E=0, µ =-0.37 (-0.89 0.15) 
	-

	U=468, p=0.928, d=0.1, E=0, µ =0.17 (-0.31 0.82) 
	U=451, p=0.734, d=0.06, E=0, µ =0.03 (-0.09 0.24) 

	δ 
	δ 
	T4–T6 
	U=270, p=0.039, d=0.31, E=3, µ =-0.47 (-0.86 -0.08) 
	U=249, p=0.013, d=0.35, E=3, µ =-0.62 (-1.08 -0.17) 
	t(31.24)=-1, p=0.324, d=-0.26, E=0, µ =-0.26 (-0.78 0.26) 
	U=450, p=0.928, d=0.06, E=0, µ =0.11 (-0.24 0.6) 
	U=476, p=0.642, d=0.11, E=0, µ =0.06 (-0.07 0.2) 

	δ 
	δ 
	T3–T5 
	U=245, p=0.029, d=0.36, E=3, µ =-0.71 (-1.12 -0.25) 
	t(34.26)=-2.84, p=0.012, d=-0.74, E=3, µ =-0.7 (-1.19 -0.2) 
	t(32.62)=-1.82, p=0.121, d=0.48, E=0, µ =-0.46 (-0.98 0.05) 
	-

	U=464, p=0.928, d=0.09, E=0, µ =0.13 (-0.25 0.59) 
	U=487, p=0.536, d=0.14, E=0, µ =0.06 (-0.05 0.2) 
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	δ 
	δ 
	δ 
	P4–PZ 
	U=238, p=0.029, d=0.37, E=3, µ =-0.79 (-1.14 -0.26) 
	U=206, p=0.01, d=0.44, E=3, µ =1.02 (-1.53 -0.43) 
	-

	t(36.08)=-2.35, p=0.074, d=0.61, E=0, µ =-0.59 (-1.09 -0.09) 
	-

	U=482, p=0.928, d=0.13, E=0, µ =0.28 (-0.26 0.86) 
	U=469, p=0.666, d=0.1, E=0, µ =0.03 (-0.04 0.13) 

	δ 
	δ 
	P3–PZ 
	U=275, p=0.039, d=0.3, E=3, µ =0.46 (-0.92 -0.06) 
	-

	t(36.39)=-3.37, p=0.01, d=-0.88, E=3, µ =-0.81 (-1.29 -0.33) 
	t(33.6)=-2.14, p=0.078, d=0.56, E=0, µ =-0.54 (-1.05 -0.03) 
	-

	U=422, p=0.982, d=0, E=0, µ =0.01 (-0.46 0.56) 
	U=508, p=0.366, d=0.18, E=0, µ =0.06 (-0.02 0.14) 

	δ 
	δ 
	T6–O2 
	U=281, p=0.043, d=0.28, E=3, µ =-0.41 (-0.87 -0.03) 
	t(30.46)=-1.98, p=0.055, d=0.52, E=0, µ =-0.5 (-1.01 0.01) 
	-

	U=339, p=0.222, d=0.17, E=0, µ =-0.34 (-0.79 0.21) 
	U=435, p=0.928, d=0.03, E=0, µ =0.03 (-0.33 0.34) 
	U=458, p=0.718, d=0.08, E=0, µ =0.02 (-0.07 0.13) 

	δ 
	δ 
	T5–O1 
	U=263, p=0.039, d=0.32, E=3, µ =-0.62 (-0.98 -0.17) 
	t(34.26)=-2.71, p=0.014, d=-0.71, E=3, µ =-0.67 (-1.16 -0.17) 
	t(27.33)=-1.53, p=0.169, d=0.4, E=0, µ =-0.39 (-0.9 0.12) 
	-

	U=424, p=0.982, d=0.01, E=0, µ =0.02 (-0.39 0.54) 
	U=451, p=0.734, d=0.06, E=0, µ =0.02 (-0.07 0.19) 

	δ 
	δ 
	P4–O2 
	U=268, p=0.039, d=0.31, E=3, µ =-0.55 (-1.02 -0.12) 
	t(30.49)=-2.66, p=0.015, d=-0.69, E=3, µ =-0.65 (-1.15 -0.16) 
	t(26.21)=-1.97, p=0.097, d=0.51, E=0, µ =-0.5 (-1 0.01) 
	-

	U=382, p=0.928, d=0.08, E=0, µ =-0.13 (-0.55 0.27) 
	U=445, p=0.737, d=0.05, E=0, µ =0.01 (-0.06 0.1) 

	δ 
	δ 
	P3–O1 
	U=283, p=0.043, d=0.28, E=3, µ =-0.48 (-1.07 -0.04) 
	t(30.66)=-3, p=0.011, d=-0.78, E=3, µ =-0.73 (-1.22 -0.24) 
	t(29.79)=-1.41, p=0.18, d=0.37, E=0, µ =-0.36 (-0.88 0.15) 
	-

	U=433, p=0.928, d=0.03, E=0, µ =0.03 (-0.47 0.48) 
	U=445, p=0.737, d=0.05, E=0, µ =0.01 (-0.06 0.13) 

	δ 
	δ 
	O1–O2 
	U=226, p=0.029, d=0.4, E=3, µ =0.53 (-0.86 -0.21) 
	-

	U=216, p=0.01, d=0.42, E=3, µ =0.84 (-1.27 -0.42) 
	-

	t(30.41)=-2.82, p=0.036, d=-0.74, E=3, µ =-0.69 (-1.18 -0.2) 
	U=373, p=0.928, d=0.1, E=0, µ =-0.14 (-0.52 0.36) 
	U=400, p=0.763, d=0.04, E=0, µ =-0.01 (-0.09 0.07) 

	θ 
	θ 
	F8–F4 
	t(35.97)=-2.35, p=0.027, d=-0.62, E=3, µ =-0.59 (-1.09 -0.09) 
	t(36.95)=-2.9, p=0.007, d=-0.76, E=3, µ =-0.72 (-1.21 -0.22) 
	t(36.02)=-1.94, p=0.148, d=0.51, E=0, µ =-0.49 (-1 0.02) 
	-

	U=517, p=0.342, d=0.2, E=0, µ =0.37 (-0.11 0.89) 
	U=593, p=0.065, d=0.35, E=0, µ =0.59 (0.2 1.03) 

	θ 
	θ 
	F7–F3 
	t(30.41)=-2.59, p=0.022, d=-0.67, E=3, µ =-0.64 (-1.14 -0.14) 
	t(36.91)=-2.47, p=0.017, d=-0.65, E=3, µ =-0.62 (-1.12 -0.12) 
	t(34.39)=-0.91, p=0.403, d=0.24, E=0, µ =-0.24 (-0.76 0.29) 
	-

	U=488, p=0.4, d=0.14, E=0, µ =0.19 (-0.17 0.65) 
	U=514, p=0.26, d=0.19, E=0, µ =0.19 (-0.08 0.55) 

	θ 
	θ 
	F4–C4 
	t(34.05)=-2.77, p=0.019, d=-0.72, E=3, µ =-0.68 (-1.18 -0.19) 
	t(36.27)=-3.85, p=0.003, d=-1.01, E=3, µ =-0.9 (-1.37 -0.43) 
	t(33.75)=-2.46, p=0.09, d=0.64, E=0, µ =-0.61 (-1.11 -0.11) 
	-

	U=489, p=0.4, d=0.14, E=0, µ =0.27 (-0.24 0.78) 
	U=556, p=0.103, d=0.28, E=0, µ =0.31 (0.02 0.71) 

	θ 
	θ 
	F3–C3 
	t(34.51)=-2.24, p=0.032, d=-0.59, E=3, µ =-0.56 (-1.07 -0.06) 
	t(36.15)=-2.9, p=0.007, d=-0.76, E=3, µ =-0.71 (-1.21 -0.22) 
	t(30.01)=-1.82, p=0.154, d=0.47, E=0, µ =-0.46 (-0.97 0.05) 
	-

	U=479, p=0.442, d=0.12, E=0, µ =0.18 (-0.18 0.47) 
	U=594, p=0.065, d=0.36, E=0, µ =0.33 (0.09 0.65) 

	θ 
	θ 
	F4–FZ 
	U=264, p=0.024, d=0.32, E=3, µ =-0.67 (-1.18 -0.09) 
	t(36.77)=-2.83, p=0.008, d=-0.74, E=3, µ =-0.7 (-1.2 -0.21) 
	t(33.06)=-2.07, p=0.13, d=0.54, E=0, µ =-0.52 (-1.03 -0.02) 
	-

	U=540, p=0.276, d=0.25, E=0, µ =0.4 (-0.02 0.82) 
	U=588, p=0.065, d=0.34, E=0, µ =0.37 (0.08 0.73) 

	θ 
	θ 
	FZ–CZ 
	t(35.78)=-3.12, p=0.018, d=-0.82, E=3, µ =-0.76 (-1.25 -0.27) 
	t(36.93)=-3.8, p=0.003, d=-1, E=2, µ =-0.9 (-1.37 -0.42) 
	t(28.02)=-1.79, p=0.154, d=0.47, E=0, µ =-0.45 (-0.96 0.06) 
	-

	t(28.13)=0.68, p=0.524, d=0.18, E=0, µ =0.18 (-0.35 0.7) 
	U=535, p=0.156, d=0.23, E=0, µ =0.17 (-0.01 0.39) 

	θ 
	θ 
	F3–FZ 
	t(34.28)=-2.67, p=0.019, d=-0.7, E=3, µ =-0.66 (-1.16 -0.17) 
	t(35.71)=-3.11, p=0.006, d=-0.81, E=3, µ =-0.76 (-1.24 -0.27) 
	t(31.92)=-2.34, p=0.09, d=0.61, E=0, µ =-0.58 (-1.09 -0.08) 
	-

	U=485, p=0.406, d=0.13, E=0, µ =0.24 (-0.27 0.68) 
	U=573, p=0.092, d=0.31, E=0, µ =0.32 (0.07 0.63) 

	θ 
	θ 
	T4–C4 
	t(25.95)=-2.76, p=0.019, d=-0.72, E=3, µ =-0.67 (-1.17 -0.18) 
	t(36.93)=-2.33, p=0.024, d=0.61, E=2, µ =-0.59 (-1.09 -0.08) 
	-

	t(29.78)=-1.04, p=0.368, d=0.27, E=0, µ =-0.27 (-0.79 0.25) 
	-

	U=585, p=0.224, d=0.34, E=0, µ =0.58 (0.13 1.16) 
	U=555, p=0.103, d=0.28, E=0, µ =0.29 (0.02 0.62) 

	θ 
	θ 
	T3–C3 
	t(27.51)=-3.12, p=0.018, d=-0.81, E=3, µ =-0.75 (-1.24 -0.27) 
	t(34.46)=-3.3, p=0.005, d=0.86, E=2, µ =-0.79 (-1.28 -0.31) 
	-

	t(34.11)=-1.67, p=0.177, d=0.44, E=0, µ =-0.43 (-0.94 0.08) 
	-

	U=428, p=0.908, d=0.02, E=0, µ =0.03 (-0.43 0.55) 
	U=564, p=0.095, d=0.29, E=0, µ =0.35 (0.05 0.64) 
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	θ 
	θ 
	θ 
	C4–CZ 
	t(35.54)=-2.94, p=0.019, d=-0.77, E=3, µ =-0.72 (-1.21 -0.23) 
	t(34.62)=-3.41, p=0.005, d=0.89, E=2, µ =-0.82 (-1.3 -0.34) 
	-

	t(28.26)=-2.5, p=0.09, d=0.65, E=0, µ =-0.62 (-1.12 -0.12) 
	-

	U=506, p=0.364, d=0.18, E=0, µ =0.33 (-0.19 0.83) 
	U=539, p=0.149, d=0.24, E=0, µ =0.18 (-0.02 0.41) 

	θ 
	θ 
	C3–CZ 
	t(23.6)=-2.49, p=0.024, d=-0.65, E=3, µ =-0.62 (-1.11 -0.12) 
	t(33.44)=-2.97, p=0.007, d=0.78, E=2, µ =-0.73 (-1.21 -0.24) 
	-

	t(22.5)=-2.39, p=0.09, d=0.62, E=0, µ =-0.59 (-1.09 -0.09) 
	-

	t(33.59)=0.86, p=0.454, d=0.22, E=0, µ =0.22 (-0.3 0.75) 
	U=569, p=0.092, d=0.3, E=0, µ =0.3 (0.04 0.59) 

	θ 
	θ 
	CZ–PZ 
	t(37)=-2.82, p=0.019, d=-0.74, E=3, µ =-0.7 (-1.19 -0.2) 
	t(36.79)=-3.37, p=0.005, d=-0.89, E=3, µ =-0.81 (-1.3 -0.33) 
	t(35.33)=-2.36, p=0.09, d=0.62, E=0, µ =-0.59 (-1.09 -0.09) 
	-

	t(34.44)=1.7, p=0.31, d=0.44, E=0, µ =0.44 (-0.08 0.95) 
	U=496, p=0.327, d=0.16, E=0, µ =0.14 (-0.11 0.42) 

	θ 
	θ 
	C4–P4 
	t(36.99)=-2.31, p=0.028, d=-0.61, E=3, µ =-0.58 (-1.09 -0.08) 
	t(36.11)=-3.02, p=0.007, d=-0.79, E=3, µ =-0.74 (-1.24 -0.25) 
	t(34.42)=-1.21, p=0.294, d=0.32, E=0, µ =-0.31 (-0.83 0.21) 
	-

	U=536, p=0.276, d=0.24, E=0, µ =0.41 (-0.06 0.94) 
	U=464, p=0.511, d=0.09, E=0, µ =0.11 (-0.21 0.45) 

	θ 
	θ 
	C3–P3 
	t(36.15)=-2.71, p=0.019, d=-0.71, E=3, µ =-0.67 (-1.17 -0.17) 
	t(36.81)=-2.96, p=0.007, d=-0.78, E=3, µ =-0.73 (-1.22 -0.24) 
	t(36.38)=-1.24, p=0.294, d=0.33, E=0, µ =-0.32 (-0.84 0.2) 
	-

	t(27.93)=1.9, p=0.276, d=0.49, E=0, µ =0.48 (-0.03 0.99) 
	U=500, p=0.313, d=0.16, E=0, µ =0.2 (-0.1 0.6) 

	θ 
	θ 
	T4–T6 
	t(29.21)=-1.6, p=0.115, d=0.42, E=0, µ =-0.41 (-0.92 0.1) 
	-

	t(36.75)=-3.25, p=0.005, d=-0.85, E=3, µ =-0.79 (-1.27 -0.3) 
	t(29.92)=-1.48, p=0.224, d=0.39, E=0, µ =-0.38 (-0.89 0.14) 
	-

	U=524, p=0.31, d=0.21, E=0, µ =0.38 (-0.11 1.05) 
	U=509, p=0.279, d=0.18, E=0, µ =0.2 (-0.06 0.53) 

	θ 
	θ 
	T3–T5 
	t(34.61)=-2.39, p=0.027, d=-0.63, E=3, µ =-0.6 (-1.1 -0.1) 
	t(36.98)=-2.66, p=0.012, d=0.7, E=2, µ =-0.66 (-1.16 -0.16) 
	-

	t(35.41)=-0.94, p=0.403, d=0.25, E=0, µ =-0.25 (-0.77 0.28) 
	-

	U=493, p=0.4, d=0.15, E=0, µ =0.34 (-0.18 0.87) 
	U=518, p=0.249, d=0.2, E=0, µ =0.18 (-0.07 0.5) 

	θ 
	θ 
	P4–PZ 
	t(36.29)=-3.83, p=0.008, d=-1, E=3, µ =-0.9 (-1.37 -0.43) 
	t(36.56)=-4.44, p=0.001, d=-1.16, E=3, µ =-1.01 (-1.46 -0.55) 
	t(28.93)=-2.56, p=0.09, d=0.67, E=0, µ =-0.63 (-1.13 -0.14) 
	-

	t(32.45)=1.08, p=0.4, d=0.28, E=0, µ =0.28 (-0.24 0.8) 
	U=484, p=0.417, d=0.13, E=0, µ =0.08 (-0.08 0.32) 

	θ 
	θ 
	P3–PZ 
	t(36.71)=-2.89, p=0.019, d=-0.76, E=3, µ =-0.71 (-1.2 -0.22) 
	t(33.34)=-3.28, p=0.005, d=0.86, E=2, µ =-0.79 (-1.27 -0.31) 
	-

	t(30.05)=-1.52, p=0.222, d=0.4, E=0, µ =-0.39 (-0.9 0.12) 
	-

	U=505, p=0.364, d=0.17, E=0, µ =0.34 (-0.21 0.79) 
	U=539, p=0.149, d=0.24, E=0, µ =0.21 (-0.02 0.46) 

	θ 
	θ 
	T6–O2 
	t(32.28)=-1.67, p=0.107, d=0.43, E=0, µ =-0.43 (-0.94 0.09) 
	-

	t(35.67)=-2.63, p=0.012, d=0.69, E=2, µ =-0.65 (-1.15 -0.15) 
	-

	t(24.55)=-1.81, p=0.154, d=0.47, E=0, µ =-0.46 (-0.97 0.05) 
	-

	U=464, p=0.524, d=0.09, E=0, µ =0.17 (-0.29 0.56) 
	U=478, p=0.453, d=0.12, E=0, µ =0.09 (-0.12 0.41) 

	θ 
	θ 
	T5–O1 
	t(33.94)=-2.48, p=0.024, d=-0.65, E=3, µ =-0.62 (-1.12 -0.12) 
	t(37)=-2.69, p=0.012, d=-0.7, E=2, µ =-0.67 (-1.17 -0.17) 
	t(31.79)=-0.87, p=0.409, d=0.23, E=0, µ =-0.22 (-0.75 0.3) 
	-

	t(31.1)=1.99, p=0.276, d=0.52, E=0, µ =0.5 (0 1.01) 
	U=501, p=0.313, d=0.17, E=0, µ =0.13 (-0.07 0.51) 

	θ 
	θ 
	P4–O2 
	t(31.92)=-2.67, p=0.019, d=-0.7, E=3, µ =-0.66 (-1.15 -0.16) 
	t(32.72)=-3.16, p=0.006, d=0.82, E=2, µ =-0.76 (-1.25 -0.28) 
	-

	t(29.64)=-1.38, p=0.252, d=0.36, E=0, µ =-0.35 (-0.87 0.16) 
	-

	U=489, p=0.4, d=0.14, E=0, µ =0.24 (-0.19 0.74) 
	U=468, p=0.511, d=0.1, E=0, µ =0.06 (-0.11 0.33) 

	θ 
	θ 
	P3–O1 
	t(34.2)=-2.35, p=0.027, d=-0.62, E=3, µ =-0.59 (-1.09 -0.09) 
	t(36.13)=-2.96, p=0.007, d=0.77, E=2, µ =-0.72 (-1.22 -0.23) 
	-

	t(33.7)=-0.67, p=0.503, d=0.18, E=0, µ =-0.18 (-0.7 0.35) 
	-

	U=555, p=0.276, d=0.28, E=0, µ =0.58 (0.04 1.12) 
	U=463, p=0.511, d=0.09, E=0, µ =0.07 (-0.11 0.41) 

	θ 
	θ 
	O1–O2 
	U=222, p=0.018, d=0.4, E=3, µ =0.67 (-1.01 -0.34) 
	-

	t(36.47)=-3.58, p=0.004, d=-0.94, E=3, µ =-0.85 (-1.33 -0.38) 
	t(24.68)=-2.06, p=0.13, d=0.54, E=0, µ =-0.52 (-1.02 -0.01) 
	-

	U=508, p=0.364, d=0.18, E=0, µ =0.26 (-0.09 0.74) 
	U=377, p=0.511, d=0.09, E=0, µ =-0.05 (-0.28 0.18) 

	α 
	α 
	F8–F4 
	t(36.24)=-0.71, p=0.581, d=0.19, E=0, µ =-0.19 (-0.71 0.34) 
	-

	t(37)=-1.84, p=0.113, d=-0.48, E=0, µ =-0.47 (-0.99 0.04) 
	U=440, p=0.763, d=0.04, E=0, µ =0.06 (-0.34 0.49) 
	U=611, p=0.003, d=0.39, E=2, µ =0.65 (0.25 1.06) 
	U=657, p=0.001, d=0.48, E=2, µ =0.61 (0.27 0.92) 

	α 
	α 
	F7–F3 
	U=292, p=0.244, d=0.26, E=0, µ =-0.53 (-0.94 -0.01) 
	U=281, p=0.087, d=0.28, E=0, µ =-0.57 (-1.02 -0.07) 
	U=470, p=0.567, d=0.1, E=0, µ =0.13 (-0.27 0.54) 
	U=642, p=0.001, d=0.45, E=2, µ =0.76 (0.37 1.07) 
	U=608, p=0.004, d=0.38, E=2, µ =0.42 (0.11 0.77) 


	A.2 Results for epoch 1 
	α 
	α 
	α 
	F4–C4 
	t(35.66)=-2.52, p=0.244, d=0.66, E=0, µ =-0.63 (-1.13 -0.13) 
	-

	t(32)=-2.23, p=0.087, d=-0.58, E=0, µ =-0.56 (-1.06 -0.06) 
	t(35.35)=1.01, p=0.483, d=0.27, E=0, µ =0.26 (-0.26 0.79) 
	U=632, p=0.001, d=0.43, E=2, µ =0.8 (0.39 1.27) 
	U=663, p=0.001, d=0.5, E=3, µ =0.65 (0.29 1.11) 

	α 
	α 
	F3–C3 
	t(29.47)=-0.98, p=0.452, d=0.25, E=0, µ =-0.25 (-0.77 0.27) 
	-

	t(31.94)=-2.27, p=0.087, d=0.59, E=0, µ =-0.57 (-1.07 -0.07) 
	-

	U=451, p=0.667, d=0.06, E=0, µ =0.11 (-0.4 0.57) 
	U=579, p=0.014, d=0.32, E=3, µ =0.52 (0.11 0.91) 
	U=669, p=0.001, d=0.51, E=3, µ =0.61 (0.29 0.93) 

	α 
	α 
	F4–FZ 
	t(35.99)=-1.18, p=0.371, d=0.31, E=0, µ =-0.31 (-0.83 0.21) 
	-

	t(35.99)=-1.7, p=0.12, d=0.45, E=0, µ =-0.44 (-0.95 0.08) 
	-

	t(31.17)=0.64, p=0.637, d=0.17, E=0, µ =0.17 (-0.36 0.69) 
	t(33.22)=3.7, p=0.001, d=0.97, E=1, µ =0.87 (0.4 1.34) 
	U=659, p=0.001, d=0.49, E=3, µ =0.52 (0.23 0.89) 

	α 
	α 
	FZ–CZ 
	t(35.03)=-1.82, p=0.244, d=0.48, E=0, µ =-0.46 (-0.98 0.05) 
	-

	t(32.72)=-2.56, p=0.087, d=0.67, E=0, µ =-0.64 (-1.13 -0.14) 
	-

	t(36.87)=0.96, p=0.494, d=0.25, E=0, µ =0.25 (-0.27 0.77) 
	t(36.94)=2.47, p=0.017, d=0.65, E=2, µ =0.62 (0.12 1.12) 
	U=642, p=0.002, d=0.45, E=3, µ =0.52 (0.22 0.85) 

	α 
	α 
	F3–FZ 
	t(34.01)=-1.47, p=0.343, d=0.38, E=0, µ =-0.38 (-0.89 0.14) 
	-

	t(33.83)=-1.83, p=0.113, d=0.48, E=0, µ =-0.47 (-0.98 0.04) 
	-

	t(32.46)=0.77, p=0.567, d=0.2, E=0, µ =0.2 (-0.32 0.72) 
	U=647, p=0.001, d=0.46, E=2, µ =0.81 (0.4 1.19) 
	U=666, p=0.001, d=0.5, E=3, µ =0.55 (0.25 0.89) 

	α 
	α 
	T4–C4 
	t(25.09)=-0.54, p=0.651, d=0.14, E=0, µ =-0.14 (-0.66 0.38) 
	-

	t(34.35)=-1.34, p=0.195, d=0.35, E=0, µ =-0.35 (-0.86 0.17) 
	-

	t(32.7)=2.13, p=0.144, d=0.56, E=0, µ =0.54 (0.03 1.04) 
	U=652, p=0.001, d=0.47, E=2, µ =0.94 (0.45 1.31) 
	U=618, p=0.004, d=0.4, E=2, µ =0.45 (0.16 0.77) 

	α 
	α 
	T3–C3 
	t(32.4)=-1.53, p=0.343, d=0.4, E=0, µ =-0.39 (-0.91 0.12) 
	-

	t(34.34)=-2.13, p=0.087, d=0.56, E=0, µ =-0.54 (-1.04 -0.03) 
	-

	U=458, p=0.646, d=0.08, E=0, µ =0.19 (-0.3 0.67) 
	t(34.7)=3.04, p=0.005, d=0.79, E=2, µ =0.74 (0.25 1.23) 
	U=633, p=0.002, d=0.44, E=2, µ =0.56 (0.22 0.94) 

	α 
	α 
	C4–CZ 
	t(36.79)=-2.01, p=0.244, d=0.53, E=0, µ =-0.51 (-1.02 0) 
	-

	t(30.78)=-2.7, p=0.087, d=0.71, E=0, µ =-0.67 (-1.16 -0.17) 
	-

	U=488, p=0.483, d=0.14, E=0, µ =0.26 (-0.22 0.71) 
	U=617, p=0.003, d=0.4, E=2, µ =0.68 (0.27 1.11) 
	U=616, p=0.004, d=0.4, E=2, µ =0.39 (0.16 0.66) 

	α 
	α 
	C3–CZ 
	t(24.59)=-1.39, p=0.351, d=0.36, E=0, µ =-0.36 (-0.87 0.16) 
	-

	t(29.58)=-1.95, p=0.113, d=0.51, E=0, µ =-0.49 (-1 0.02) 
	-

	t(35.05)=0.53, p=0.657, d=0.14, E=0, µ =0.14 (-0.39 0.66) 
	t(37)=2.31, p=0.025, d=0.61, E=2, µ =0.58 (0.08 1.09) 
	U=626, p=0.003, d=0.42, E=2, µ =0.68 (0.27 1.06) 

	α 
	α 
	CZ–PZ 
	t(35.49)=-1.97, p=0.244, d=0.52, E=0, µ =-0.5 (-1.01 0.01) 
	-

	t(35.95)=-2.45, p=0.087, d=0.64, E=0, µ =-0.61 (-1.11 -0.11) 
	-

	t(37)=1.37, p=0.31, d=0.36, E=0, µ =0.36 (-0.16 0.88) 
	t(34.37)=3.33, p=0.003, d=0.88, E=3, µ =0.81 (0.32 1.3) 
	U=612, p=0.004, d=0.39, E=3, µ =0.55 (0.15 1.02) 

	α 
	α 
	C4–P4 
	t(36.51)=-1.25, p=0.353, d=0.33, E=0, µ =-0.33 (-0.85 0.19) 
	-

	t(36.36)=-1.81, p=0.113, d=0.47, E=0, µ =-0.46 (-0.98 0.05) 
	-

	t(36.98)=2.29, p=0.119, d=0.6, E=0, µ =0.58 (0.07 1.09) 
	U=673, p¡0.001, d=0.52, E=3, µ =0.87 (0.47 1.31) 
	U=590, p=0.009, d=0.35, E=1, µ =0.54 (0.13 0.99) 

	α 
	α 
	C3–P3 
	t(36.1)=-1.28, p=0.353, d=0.34, E=0, µ =-0.33 (-0.85 0.19) 
	-

	t(36.53)=-1.79, p=0.113, d=0.47, E=0, µ =-0.46 (-0.97 0.05) 
	-

	U=580, p=0.118, d=0.33, E=0, µ =0.62 (0.1 1.04) 
	t(36.73)=3.25, p=0.003, d=0.85, E=3, µ =0.79 (0.3 1.28) 
	U=608, p=0.004, d=0.38, E=1, µ =0.57 (0.17 0.98) 

	α 
	α 
	T4–T6 
	t(31.91)=-0.54, p=0.651, d=0.14, E=0, µ =-0.14 (-0.66 0.38) 
	-

	t(34.88)=-1.89, p=0.113, d=0.49, E=0, µ =-0.48 (-0.99 0.03) 
	-

	t(36.8)=1.9, p=0.151, d=0.5, E=0, µ =0.49 (-0.03 1) 
	U=671, p¡0.001, d=0.51, E=3, µ =0.99 (0.56 1.38) 
	U=598, p=0.007, d=0.36, E=1, µ =0.43 (0.13 0.82) 

	α 
	α 
	T3–T5 
	t(35.65)=-2, p=0.244, d=-0.52, E=0, µ =-0.51 (-1.02 0) 
	t(36.39)=-1.75, p=0.117, d=0.46, E=0, µ =-0.45 (-0.96 0.07) 
	-

	U=510, p=0.31, d=0.18, E=0, µ =0.37 (-0.17 0.82) 
	U=641, p=0.001, d=0.45, E=3, µ =0.81 (0.39 1.26) 
	U=619, p=0.004, d=0.41, E=2, µ =0.6 (0.22 1.04) 

	α 
	α 
	P4–PZ 
	t(34.44)=-1.35, p=0.351, d=0.35, E=0, µ =-0.35 (-0.87 0.17) 
	-

	t(33.72)=-2.59, p=0.087, d=0.68, E=0, µ =-0.64 (-1.14 -0.15) 
	-

	t(36.7)=1.88, p=0.151, d=0.49, E=0, µ =0.48 (-0.03 0.99) 
	t(33.06)=4.29, p¡0.001, d=1.12, E=2, µ =0.98 (0.52 1.44) 
	U=608, p=0.004, d=0.38, E=1, µ =0.5 (0.14 0.92) 

	α 
	α 
	P3–PZ 
	t(28.47)=-1.51, p=0.343, d=0.39, E=0, µ =-0.39 (-0.9 0.13) 
	-

	t(30.04)=-2.31, p=0.087, d=0.6, E=0, µ =-0.58 (-1.08 -0.07) 
	-

	t(37)=1.67, p=0.211, d=0.44, E=0, µ =0.43 (-0.09 0.95) 
	t(35.97)=2.76, p=0.009, d=0.73, E=3, µ =0.69 (0.19 1.19) 
	U=620, p=0.004, d=0.41, E=2, µ =0.7 (0.25 1.08) 


	A.2 Results for epoch 1 
	α 
	α 
	α 
	T6–O2 
	t(30.27)=-0.36, p=0.752, d=0.09, E=0, µ =-0.09 (-0.62 0.43) 
	-

	t(32.47)=-1.68, p=0.12, d=0.44, E=0, µ =-0.43 (-0.94 0.08) 
	-

	t(35.57)=1.98, p=0.151, d=0.52, E=0, µ =0.5 (-0.01 1.01) 
	t(36.88)=2.84, p=0.008, d=0.75, E=3, µ =0.7 (0.21 1.2) 
	U=597, p=0.007, d=0.36, E=1, µ =0.47 (0.13 0.87) 

	α 
	α 
	T5–O1 
	U=366, p=0.521, d=0.11, E=0, µ =-0.18 (-0.64 0.24) 
	t(34.59)=-1.56, p=0.143, d=0.41, E=0, µ =-0.4 (-0.92 0.11) 
	-

	t(36.62)=2.5, p=0.118, d=0.65, E=0, µ =0.63 (0.12 1.13) 
	t(36.79)=3.42, p=0.002, d=0.9, E=3, µ =0.82 (0.34 1.31) 
	U=575, p=0.017, d=0.32, E=1, µ =0.37 (0.06 0.95) 

	α 
	α 
	P4–O2 
	t(31.54)=-1.03, p=0.443, d=0.27, E=0, µ =-0.27 (-0.79 0.25) 
	-

	t(30.38)=-1.34, p=0.195, d=0.35, E=0, µ =-0.34 (-0.86 0.17) 
	-

	t(28.88)=2.39, p=0.118, d=0.62, E=0, µ =0.6 (0.1 1.1) 
	U=655, p=0.001, d=0.48, E=3, µ =0.77 (0.43 1.23) 
	U=571, p=0.019, d=0.31, E=1, µ =0.37 (0.07 0.68) 

	α 
	α 
	P3–O1 
	U=399, p=0.752, d=0.04, E=0, µ =-0.06 (-0.54 0.43) 
	t(33.55)=-0.9, p=0.373, d=0.23, E=0, µ =-0.23 (-0.76 0.29) 
	-

	t(34.03)=3.15, p=0.062, d=0.82, E=0, µ =0.76 (0.28 1.25) 
	t(36.78)=4.26, p¡0.001, d=1.12, E=3, µ =0.98 (0.52 1.44) 
	U=592, p=0.008, d=0.35, E=1, µ =0.46 (0.11 0.86) 

	α 
	α 
	O1–O2 
	t(36.08)=-1.86, p=0.244, d=0.49, E=0, µ =-0.47 (-0.99 0.04) 
	-

	t(29.2)=-2.17, p=0.087, d=0.57, E=0, µ =-0.55 (-1.05 -0.04) 
	-

	t(25.85)=1.93, p=0.151, d=0.5, E=0, µ =0.49 (-0.02 0.99) 
	U=655, p=0.001, d=0.48, E=3, µ =0.88 (0.47 1.37) 
	U=526, p=0.101, d=0.22, E=0, µ =0.22 (-0.05 0.53) 

	β 
	β 
	F8–F4 
	U=551, p=0.418, d=0.27, E=0, µ =0.41 (0.02 0.82) 
	U=470, p=0.537, d=0.1, E=0, µ =0.19 (-0.23 0.64) 
	U=595, p=0.008, d=0.36, E=2, µ =0.55 (0.17 0.93) 
	U=612, p=0.005, d=0.39, E=2, µ =0.51 (0.2 0.85) 
	U=659, p=0.001, d=0.49, E=2, µ =0.57 (0.23 0.99) 

	β 
	β 
	F7–F3 
	U=525, p=0.418, d=0.21, E=0, µ =0.29 (-0.06 0.71) 
	U=461, p=0.588, d=0.08, E=0, µ =0.1 (-0.23 0.47) 
	U=613, p=0.004, d=0.39, E=1, µ =0.64 (0.26 0.98) 
	U=607, p=0.006, d=0.38, E=2, µ =0.41 (0.14 0.72) 
	U=627, p=0.002, d=0.42, E=3, µ =0.45 (0.15 0.81) 

	β 
	β 
	F4–C4 
	U=497, p=0.418, d=0.16, E=0, µ =0.32 (-0.14 0.88) 
	t(21.09)=2.13, p=0.227, d=0.55, E=0, µ =0.53 (0.03 1.03) 
	t(36.83)=3.1, p=0.005, d=0.81, E=3, µ =0.76 (0.27 1.24) 
	U=603, p=0.006, d=0.37, E=1, µ =0.63 (0.22 1.13) 
	U=654, p=0.001, d=0.48, E=3, µ =0.65 (0.22 0.99) 

	β 
	β 
	F3–C3 
	U=484, p=0.5, d=0.13, E=0, µ =0.24 (-0.19 0.62) 
	U=459, p=0.588, d=0.08, E=0, µ =0.16 (-0.3 0.56) 
	U=598, p=0.007, d=0.36, E=3, µ =0.6 (0.2 0.95) 
	U=583, p=0.012, d=0.33, E=3, µ =0.49 (0.12 0.86) 
	U=660, p=0.001, d=0.49, E=3, µ =0.59 (0.24 0.91) 

	β 
	β 
	F4–FZ 
	U=499, p=0.418, d=0.16, E=0, µ =0.23 (-0.11 0.59) 
	U=566, p=0.175, d=0.3, E=0, µ =0.45 (0.05 0.81) 
	t(30.06)=3.79, p=0.001, d=0.99, E=2, µ =0.89 (0.42 1.36) 
	U=641, p=0.003, d=0.45, E=3, µ =0.69 (0.32 1.14) 
	U=643, p=0.001, d=0.46, E=3, µ =0.48 (0.2 0.83) 

	β 
	β 
	FZ–CZ 
	U=523, p=0.418, d=0.21, E=0, µ =0.37 (-0.06 0.84) 
	t(25.79)=1.13, p=0.429, d=0.29, E=0, µ =0.29 (-0.23 0.81) 
	t(36.66)=2.43, p=0.02, d=0.64, E=3, µ =0.61 (0.11 1.12) 
	t(35.15)=3.42, p=0.003, d=0.9, E=1, µ =0.82 (0.34 1.3) 
	U=647, p=0.001, d=0.46, E=3, µ =0.44 (0.16 0.76) 

	β 
	β 
	F3–FZ 
	U=499, p=0.418, d=0.16, E=0, µ =0.27 (-0.17 0.72) 
	U=566, p=0.175, d=0.3, E=0, µ =0.46 (0.07 0.92) 
	U=626, p=0.003, d=0.42, E=2, µ =0.74 (0.33 1.13) 
	U=658, p=0.003, d=0.49, E=3, µ =0.68 (0.33 1.05) 
	U=654, p=0.001, d=0.48, E=3, µ =0.52 (0.19 0.89) 

	β 
	β 
	T4–C4 
	U=566, p=0.418, d=0.3, E=0, µ =0.51 (0.09 1.04) 
	U=500, p=0.429, d=0.16, E=0, µ =0.31 (-0.19 0.85) 
	U=599, p=0.007, d=0.37, E=2, µ =0.7 (0.2 1.22) 
	U=626, p=0.003, d=0.42, E=2, µ =0.72 (0.28 1.12) 
	U=632, p=0.002, d=0.43, E=2, µ =0.48 (0.21 0.77) 

	β 
	β 
	T3–C3 
	U=527, p=0.418, d=0.22, E=0, µ =0.38 (-0.05 0.97) 
	t(32.3)=0.91, p=0.487, d=0.24, E=0, µ =0.24 (-0.29 0.76) 
	U=577, p=0.016, d=0.32, E=3, µ =0.55 (0.17 1.05) 
	U=616, p=0.004, d=0.4, E=2, µ =0.73 (0.25 1.21) 
	U=649, p=0.001, d=0.47, E=2, µ =0.54 (0.26 0.95) 

	β 
	β 
	C4–CZ 
	U=506, p=0.418, d=0.18, E=0, µ =0.32 (-0.17 0.91) 
	U=422, p=0.982, d=0, E=0, µ =0.02 (-0.43 0.55) 
	U=610, p=0.005, d=0.39, E=2, µ =0.65 (0.23 1.06) 
	U=599, p=0.007, d=0.37, E=2, µ =0.62 (0.17 1.13) 
	U=616, p=0.003, d=0.4, E=2, µ =0.43 (0.15 0.69) 

	β 
	β 
	C3–CZ 
	U=467, p=0.571, d=0.1, E=0, µ =0.18 (-0.35 0.66) 
	t(32.68)=1.09, p=0.429, d=0.28, E=0, µ =0.28 (-0.24 0.8) 
	t(36.22)=1.66, p=0.103, d=0.43, E=0, µ =0.43 (-0.09 0.94) 
	t(35.09)=3.36, p=0.003, d=0.88, E=2, µ =0.81 (0.33 1.29) 
	U=640, p=0.001, d=0.45, E=2, µ =0.63 (0.26 1.03) 

	β 
	β 
	CZ–PZ 
	U=515, p=0.418, d=0.19, E=0, µ =0.46 (-0.17 1.1) 
	t(30.19)=1.55, p=0.368, d=0.4, E=0, µ =0.4 (-0.12 0.91) 
	U=622, p=0.003, d=0.41, E=3, µ =0.69 (0.26 1.12) 
	U=568, p=0.021, d=0.3, E=3, µ =0.65 (0.11 1.22) 
	U=603, p=0.005, d=0.37, E=3, µ =0.41 (0.12 0.81) 


	A.2 Results for epoch 1 
	β 
	β 
	β 
	C4–P4 
	U=517, p=0.418, d=0.2, E=0, µ =0.46 (-0.12 1.07) 
	U=525, p=0.368, d=0.21, E=0, µ =0.41 (-0.1 1.03) 
	U=667, p=0.001, d=0.5, E=3, µ =0.87 (0.46 1.32) 
	U=637, p=0.003, d=0.44, E=2, µ =0.79 (0.34 1.3) 
	U=601, p=0.005, d=0.37, E=2, µ =0.56 (0.13 1.15) 

	β 
	β 
	C3–P3 
	U=506, p=0.418, d=0.18, E=0, µ =0.36 (-0.14 0.95) 
	U=499, p=0.429, d=0.16, E=0, µ =0.33 (-0.16 0.86) 
	U=644, p=0.001, d=0.46, E=3, µ =0.82 (0.37 1.24) 
	U=584, p=0.012, d=0.34, E=3, µ =0.63 (0.15 1.23) 
	U=607, p=0.004, d=0.38, E=2, µ =0.55 (0.15 1.08) 

	β 
	β 
	T4–T6 
	U=476, p=0.5, d=0.11, E=0, µ =0.19 (-0.29 0.78) 
	U=495, p=0.429, d=0.15, E=0, µ =0.26 (-0.24 0.83) 
	U=680, p¡0.001, d=0.53, E=3, µ =0.86 (0.5 1.28) 
	U=632, p=0.003, d=0.43, E=1, µ =0.74 (0.28 1.21) 
	U=623, p=0.003, d=0.41, E=1, µ =0.48 (0.16 0.85) 

	β 
	β 
	T3–T5 
	U=482, p=0.5, d=0.13, E=0, µ =0.25 (-0.2 0.77) 
	t(29.71)=0.92, p=0.487, d=0.24, E=0, µ =0.24 (-0.28 0.76) 
	U=637, p=0.002, d=0.44, E=3, µ =0.75 (0.38 1.23) 
	U=631, p=0.003, d=0.43, E=2, µ =0.89 (0.41 1.36) 
	U=620, p=0.003, d=0.41, E=2, µ =0.5 (0.17 0.92) 

	β 
	β 
	P4–PZ 
	U=476, p=0.5, d=0.11, E=0, µ =0.22 (-0.24 0.92) 
	t(31.53)=0.88, p=0.487, d=0.23, E=0, µ =0.23 (-0.29 0.75) 
	t(36.94)=3.07, p=0.005, d=0.81, E=3, µ =0.75 (0.26 1.24) 
	U=626, p=0.003, d=0.42, E=3, µ =0.78 (0.3 1.35) 
	U=621, p=0.003, d=0.41, E=3, µ =0.48 (0.16 0.87) 

	β 
	β 
	P3–PZ 
	U=478, p=0.5, d=0.12, E=0, µ =0.33 (-0.27 0.91) 
	U=498, p=0.429, d=0.16, E=0, µ =0.3 (-0.15 0.74) 
	t(36.96)=2.33, p=0.024, d=0.61, E=3, µ =0.59 (0.08 1.1) 
	U=595, p=0.008, d=0.36, E=3, µ =0.74 (0.21 1.2) 
	U=633, p=0.002, d=0.44, E=3, µ =0.52 (0.23 0.91) 

	β 
	β 
	T6–O2 
	U=451, p=0.699, d=0.06, E=0, µ =0.1 (-0.31 0.66) 
	U=458, p=0.588, d=0.08, E=0, µ =0.11 (-0.39 0.58) 
	t(36.19)=2.59, p=0.015, d=0.68, E=3, µ =0.65 (0.15 1.14) 
	U=577, p=0.015, d=0.32, E=1, µ =0.49 (0.08 1.02) 
	U=580, p=0.013, d=0.33, E=1, µ =0.33 (0.08 0.67) 

	β 
	β 
	T5–O1 
	U=460, p=0.623, d=0.08, E=0, µ =0.13 (-0.23 0.67) 
	t(29.21)=1.93, p=0.273, d=0.5, E=0, µ =0.49 (-0.02 1) 
	t(36.63)=3.92, p=0.001, d=1.03, E=3, µ =0.92 (0.45 1.39) 
	U=605, p=0.006, d=0.38, E=2, µ =0.65 (0.17 1.15) 
	U=584, p=0.011, d=0.34, E=1, µ =0.27 (0.04 0.71) 

	β 
	β 
	P4–O2 
	U=436, p=0.848, d=0.03, E=0, µ =0.05 (-0.39 0.52) 
	U=519, p=0.368, d=0.2, E=0, µ =0.38 (-0.11 0.83) 
	t(32.51)=3.97, p=0.001, d=1.04, E=3, µ =0.92 (0.46 1.39) 
	U=590, p=0.009, d=0.35, E=2, µ =0.55 (0.16 0.95) 
	U=584, p=0.011, d=0.34, E=1, µ =0.29 (0.07 0.53) 

	β 
	β 
	P3–O1 
	U=504, p=0.418, d=0.17, E=0, µ =0.4 (-0.18 0.9) 
	t(29.35)=2.48, p=0.175, d=0.65, E=0, µ =0.61 (0.12 1.11) 
	t(35.09)=4.55, p¡0.001, d=1.19, E=3, µ =1.02 (0.57 1.47) 
	U=621, p=0.003, d=0.41, E=2, µ =0.71 (0.31 1.14) 
	U=613, p=0.003, d=0.39, E=2, µ =0.36 (0.1 0.77) 

	β 
	β 
	O1–O2 
	U=431, p=0.871, d=0.02, E=0, µ =0.03 (-0.42 0.46) 
	U=503, p=0.429, d=0.17, E=0, µ =0.27 (-0.15 0.77) 
	t(31.39)=3.51, p=0.002, d=0.92, E=2, µ =0.83 (0.36 1.31) 
	U=591, p=0.009, d=0.35, E=3, µ =0.67 (0.18 1.12) 
	U=568, p=0.021, d=0.3, E=1, µ =0.24 (0.03 0.53) 

	γ 
	γ 
	F8–F4 
	U=609, p=0.033, d=0.39, E=1, µ =0.35 (0.11 0.65) 
	U=570, p=0.109, d=0.31, E=0, µ =0.48 (0.05 0.89) 
	U=644, p=0.002, d=0.46, E=2, µ =0.6 (0.26 0.95) 
	U=658, p=0.001, d=0.49, E=2, µ =0.62 (0.29 0.98) 
	U=686, p¡0.001, d=0.54, E=2, µ =0.65 (0.37 0.96) 

	γ 
	γ 
	F7–F3 
	U=568, p=0.06, d=0.3, E=0, µ =0.22 (0.04 0.48) 
	U=546, p=0.109, d=0.26, E=0, µ =0.36 (0 0.77) 
	U=624, p=0.003, d=0.42, E=2, µ =0.57 (0.2 0.89) 
	U=624, p=0.002, d=0.42, E=2, µ =0.47 (0.15 0.87) 
	U=624, p=0.004, d=0.42, E=2, µ =0.35 (0.1 0.56) 

	γ 
	γ 
	F4–C4 
	U=539, p=0.129, d=0.24, E=0, µ =0.14 (-0.01 0.35) 
	U=547, p=0.109, d=0.26, E=0, µ =0.3 (0 0.88) 
	U=655, p=0.001, d=0.48, E=3, µ =0.69 (0.26 1.28) 
	U=660, p=0.001, d=0.49, E=2, µ =0.64 (0.22 1.01) 
	U=634, p=0.004, d=0.44, E=2, µ =0.32 (0.11 0.63) 

	γ 
	γ 
	F3–C3 
	U=584, p=0.038, d=0.34, E=1, µ =0.21 (0.06 0.47) 
	U=593, p=0.109, d=0.35, E=0, µ =0.41 (0.1 0.88) 
	U=655, p=0.001, d=0.48, E=3, µ =0.57 (0.27 0.9) 
	U=660, p=0.001, d=0.49, E=2, µ =0.54 (0.25 0.83) 
	U=650, p=0.003, d=0.47, E=2, µ =0.3 (0.13 0.56) 

	γ 
	γ 
	F4–FZ 
	U=583, p=0.038, d=0.33, E=1, µ =0.2 (0.04 0.42) 
	U=574, p=0.109, d=0.31, E=0, µ =0.33 (0.05 0.73) 
	U=680, p=0.001, d=0.53, E=3, µ =0.65 (0.31 1.02) 
	U=652, p=0.001, d=0.47, E=2, µ =0.47 (0.19 0.86) 
	U=628, p=0.004, d=0.42, E=2, µ =0.29 (0.11 0.64) 

	γ 
	γ 
	FZ–CZ 
	U=581, p=0.038, d=0.33, E=1, µ =0.17 (0.03 0.39) 
	U=552, p=0.109, d=0.27, E=0, µ =0.19 (0.01 0.47) 
	U=634, p=0.002, d=0.44, E=3, µ =0.5 (0.21 0.75) 
	U=646, p=0.001, d=0.46, E=2, µ =0.37 (0.16 0.65) 
	U=619, p=0.004, d=0.41, E=1, µ =0.18 (0.06 0.31) 

	γ 
	γ 
	F3–FZ 
	U=594, p=0.038, d=0.36, E=1, µ =0.2 (0.06 0.43) 
	U=575, p=0.109, d=0.32, E=0, µ =0.39 (0.08 0.83) 
	U=642, p=0.002, d=0.45, E=3, µ =0.56 (0.23 1) 
	U=647, p=0.001, d=0.46, E=2, µ =0.44 (0.16 0.79) 
	U=627, p=0.004, d=0.42, E=1, µ =0.3 (0.11 0.62) 

	γ 
	γ 
	T4–C4 
	U=538, p=0.129, d=0.24, E=0, µ =0.16 (-0.01 0.38) 
	U=556, p=0.109, d=0.28, E=0, µ =0.29 (0.02 0.58) 
	U=573, p=0.017, d=0.31, E=3, µ =0.32 (0.05 0.63) 
	U=615, p=0.003, d=0.4, E=2, µ =0.38 (0.14 0.68) 
	U=614, p=0.005, d=0.4, E=1, µ =0.23 (0.09 0.55) 


	A.2 Results for epoch 1 
	γ T3–C3 U=617, p=0.033, d=0.4, E=1, µ =0.26 (0.1 0.48) U=563, p=0.109, d=0.29, E=0, µ =0.34 (0.04 0.72) U=607, p=0.004, d=0.38, E=2, µ =0.42 (0.14 0.82) U=647, p=0.001, d=0.46, E=2, µ =0.54 (0.25 0.9) U=636, p=0.004, d=0.44, E=2, µ =0.31 (0.11 0.6) γ C4–CZ U=515, p=0.218, d=0.19, E=0, µ =0.1 (-0.03 0.29) U=536, p=0.128, d=0.24, E=0, µ =0.26 (-0.02 0.6) U=615, p=0.004, d=0.4, E=1, µ =0.45 (0.13 0.79) U=615, p=0.003, d=0.4, E=2, µ =0.41 (0.14 0.78) U=619, p=0.004, d=0.41, E=1, µ =0.22 (0.06 0.54) γ C3–CZ U=58
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	Figure A.6: Importance of each type of frequency coupling of HC (blue) and AD (orange) measured by edge betweenness in epoch 1. Significant differences (p ≤ 0.05) observed in at least ten thresholded networks are encoded by asterisks. The number of asterisks corresponds to the p-value (FDR corrected), i.e. p ≤ 0.0001 “****”, p ≤ 0.001 “***”, p ≤ 0.01 “**”, and p ≤ 0.05 “*”. 
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	Figure A.7: Global vulnerability of HC (blue) and AD (orange) in epoch 
	Figure A.7: Global vulnerability of HC (blue) and AD (orange) in epoch 


	1. Significant differences (p ≤ 0.05) observed in at least ten thresholded networks are encoded by asterisks. The number of asterisks corresponds to the p-value (FDR corrected), i.e. p ≤ 0.0001 “****”, p ≤ 0.001 “***”, p ≤ 0.01 “**”, and p ≤ 0.05 “*”. 
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	Figure A.8: Local vulnerability of HC (blue) and AD (orange) in epoch 
	Figure A.8: Local vulnerability of HC (blue) and AD (orange) in epoch 


	1. Significant differences (p ≤ 0.05) observed in at least ten thresholded networks are encoded by asterisks. The number of asterisks corresponds to the p-value (FDR corrected), i.e. p ≤ 0.0001 “****”, p ≤ 0.001 “***”, p ≤ 0.01 “**”, and p ≤ 0.05 “*”. 
	Figure
	Figure A.9: Importance of each type of frequency coupling of HC (blue) and AD (orange) measured by weighted edge betweenness in epoch 1. Significant differences (p ≤ 0.05) observed in at least ten thresholded networks are encoded by asterisks. The number of asterisks corresponds to the p-value (FDR corrected), i.e. p ≤ 0.0001 “****”, p ≤ 0.001 “***”, p ≤ 0.01 “**”, and p ≤ 0.05 “*”. 
	-
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	Figure A.10: Weighted global vulnerability of HC (blue) and AD (orange) in epoch 1. Significant differences (p ≤ 0.05) observed in at least ten thresholded networks are encoded by asterisks. 
	Figure A.10: Weighted global vulnerability of HC (blue) and AD (orange) in epoch 1. Significant differences (p ≤ 0.05) observed in at least ten thresholded networks are encoded by asterisks. 


	Thenumberofasteriskscorrespondstothep-value(FDRcorrected),i.e.p ≤ 0.0001“****”,p ≤ 0.001“***”,p ≤ 0.01“**”,andp ≤ 0.05“*”.
	Figure
	Figure A.11: Weighted local vulnerability of HC (blue) and AD (orange) in epoch 1. Significant differences (p ≤ 0.05) observed in at least ten thresholded networks are encoded by asterisks. The number of asterisks corresponds to the p-value (FDR corrected), i.e. p ≤ 0.0001 “****”, p ≤ 
	Figure A.11: Weighted local vulnerability of HC (blue) and AD (orange) in epoch 1. Significant differences (p ≤ 0.05) observed in at least ten thresholded networks are encoded by asterisks. The number of asterisks corresponds to the p-value (FDR corrected), i.e. p ≤ 0.0001 “****”, p ≤ 


	0.001 “***”, p ≤ 0.01 “**”, and p ≤ 0.05 “*”. 
	Table A.5: Results from epoch 1 comparing unweighted edge betweenness. The results are reported as follows: statistics value (degrees of freedom), p-value of the test, Cohen’s d effect size or nonparameteric alternative, number of thresholds where signifi cant differences were observed (T), number of epochs where significant differences were observed (E), group difference estimate (95% CI). Reliable differences (significant in all three epochs) are highlighted with bold text. 
	Table
	TR
	δ 
	θ 
	α 
	β 
	γ 

	δ 
	δ 
	t(36.68)=0.95, p=0.348, d=0.25, T=1, E=0, µ = 0.25 (-0.28 0.77) 
	U=508, p=0.175, d=0.18, T=0, E=0, µ = 0.31 (-0.15 0.74) 
	U=591, p=0.007, d=0.35, T=16, E=2, µ = 0.62 (0.19 1.09) 
	U=636, p=0.001, d=0.44, T=17, E=3, µ = 0.7 (0.33 1.1) 
	U=542, p=0.058, d=0.25, T=9, E=0, µ = 0.32 (0 0.54) 

	θ 
	θ 
	U=455, p=0.594, d=0.07, T=0, E=0, µ = 0.11 (-0.28 0.55) 
	U=513, p=0.151, d=0.19, T=3, E=0, µ = 0.28 (-0.15 0.71) 
	U=500, p=0.218, d=0.16, T=0, E=0, µ = 0.28 (-0.15 0.76) 
	U=517, p=0.134, d=0.2, T=0, E=0, µ = 0.33 (-0.11 0.73) 
	U=498, p=0.23, d=0.16, T=0, E=0, µ = 0.2 (-0.13 0.57) 

	α 
	α 
	t(36.86)=1.34, p=0.185, d=0.35, T=0, E=0, µ = 0.35 (-0.17 0.87) 
	t(30.26)=1.16, p=0.25, d=0.3, T=0, E=0, µ = 0.3 (-0.22 0.82) 
	U=483, p=0.333, d=0.13, T=0, E=0, µ = 0.18 (-0.3 0.64) 
	U=521, p=0.118, d=0.21, T=0, E=0, µ = 0.31 (-0.1 0.73) 
	U=528, p=0.095, d=0.22, T=3, E=0, µ = 0.19 (-0.04 0.42) 

	β 
	β 
	U=489, p=0.289, d=0.14, T=0, E=0, µ = 0.19 (-0.15 0.54) 
	U=475, p=0.399, d=0.11, T=0, E=0, µ = 0.15 (-0.23 0.59) 
	U=472, p=0.426, d=0.11, T=0, E=0, µ = 0.18 (-0.25 0.66) 
	U=494, p=0.255, d=0.15, T=1, E=0, µ = 0.23 (-0.18 0.66) 
	U=508, p=0.175, d=0.18, T=1, E=0, µ = 0.27 (-0.14 0.6) 

	γ 
	γ 
	U=475, p=0.399, d=0.11, T=0, E=0, µ = 0.15 (-0.22 0.52) 
	U=504, p=0.195, d=0.17, T=0, E=0, µ = 0.2 (-0.13 0.53) 
	U=548, p=0.047, d=0.26, T=11, E=2, µ = 0.25 (0.01 0.48) 
	U=479, p=0.365, d=0.12, T=0, E=0, µ = 0.16 (-0.18 0.44) 
	U=360, p=0.357, d=0.12, T=0, E=0, µ = −0.22 (-0.68 0.23) 


	Table A.6: Results from epoch 1 comparing unweighted global vulnerability. The results are reported as follows: statistics value (degrees of freedom), p-value of the test, Cohen’s d effect size or nonparameteric alternative, number of thresholds where signifi cant differences were observed (T), number of epochs where significant differences were observed (E), group difference estimate (95% CI). Reliable differences (significant in all three epochs) are highlighted with bold text. 
	Table
	TR
	δ 
	θ 
	α 
	β 
	γ 

	δ 
	δ 
	t(33.22)=-4.38, p¡0.001, d=-1.14, T=17, E=3, µ = −0.99(-1.45 -0.54) 
	U=168, p¡0.001, d=0.51, T=18, E=3, µ = −0.91(-1.35 -0.48) 
	U=532, p=0.083, d=0.23, T=8, E=0, µ = 0.44(-0.06 0.96) 
	U=352, p=0.294, d=0.14, T=3, E=0, µ = −0.22(-0.62 0.22) 
	t(32.49)=-1.94, p=0.058, d=-0.51, T=9, E=0, µ = −0.49(-1 0.02) 

	θ 
	θ 
	t(30.36)=0.98, p=0.33, d=0.26, T=0, E=0, µ = 0.25(-0.27 0.78) 
	U=326, p=0.147, d=0.19, T=0, E=0, µ = −0.41(-0.95 0.14) 
	t(31.47)=0.67, p=0.503, d=0.18, T=0, E=0, µ = 0.18(-0.35 0.7) 
	U=341, p=0.224, d=0.16, T=0, E=0, µ = −0.26(-0.8 0.17) 
	U=546, p=0.05, d=0.26, T=9, E=0, µ = 0.49(-0.01 0.95) 

	α 
	α 
	t(32.58)=-0.95, p=0.344, d=-0.25, T=4, E=0, µ = −0.25(-0.77 0.27) 
	t(36.41)=-0.83, p=0.412, d=-0.22, T=0, E=0, µ = −0.22(-0.74 0.31) 
	U=352, p=0.296, d=0.14, T=0, E=0, µ = −0.28(-0.81 0.2) 
	U=473, p=0.414, d=0.11, T=3, E=0, µ = 0.03(-0.04 0.1) 
	U=356, p=0.326, d=0.13, T=1, E=0, µ = −0.21(-0.6 0.24) 

	β 
	β 
	t(36.92)=1.48, p=0.145, d=0.39, T=8, E=0, µ = 0.38(-0.14 0.9) 
	U=455, p=0.594, d=0.07, T=0, E=0, µ = 0.08(-0.31 0.49) 
	t(36.76)=-0.95, p=0.349, d=-0.25, T=4, E=0, µ = −0.25(-0.78 0.28) 
	t(30.7)=-0.86, p=0.392, d=-0.23, T=3, E=0, µ = −0.22(-0.75 0.3) 
	U=321, p=0.126, d=0.2, T=7, E=0, µ = −0.39(-0.84 0.11) 

	γ 
	γ 
	U=327, p=0.151, d=0.19, T=2, E=0, µ = −0.23(-0.54 0.08) 
	t(32.84)=-1.36, p=0.179, d=-0.36, T=0, E=0, µ = −0.35(-0.87 0.17) 
	U=370, p=0.444, d=0.1, T=1, E=0, µ = −0.2(-0.68 0.26) 
	U=235, p=0.004, d=0.38, T=13, E=3, µ = −0.61(-1.02 -0.2) 
	t(36.21)=-1.79, p=0.079, d=-0.47, T=7, E=0, µ = −0.46(-0.97 0.06) 


	A.2 Results for epoch 1 
	Table A.7: Results from epoch 1 comparing unweighted local vulnerability. The results are reported as follows: statistics value (degrees of freedom), p-value of the test, Cohen’s d effect size or nonparameteric alternative, number of thresholds where signifi cant differences were observed (T), number of epochs where significant differences were observed (E), group difference estimate (95% CI). Reliable differences (significant in all three epochs) are highlighted with bold text. 
	Table
	TR
	δ 
	θ 
	α 
	β 
	γ 

	δ 
	δ 
	U=308, p=0.083, d=0.23, T=9, E=0, µ = −0.4 (-0.82 0.06) 
	t(36.15)=-0.87, p=0.389, d=-0.23, T=2, E=0, µ = −0.23 (-0.75 0.3) 
	t(37)=1.86, p=0.068, d=0.49, T=9, E=0, µ = 0.48 (-0.04 0.99) 
	t(35.43)=-1.95, p=0.056, d=-0.51, T=7, E=0, µ = −0.5 (-1.01 0.01) 
	t(34.87)=-1.11, p=0.27, d=-0.29, T=0, E=0, µ = −0.29 (-0.81 0.23) 

	θ 
	θ 
	U=361, p=0.365, d=0.12, T=0, E=0, µ = −0.21 (-0.65 0.26) 
	t(32.16)=-0.52, p=0.606, d=-0.14, T=2, E=0, µ = −0.14 (-0.66 0.39) 
	U=389, p=0.638, d=0.06, T=0, E=0, µ = −0.08 (-0.45 0.29) 
	t(29.01)=-0.85, p=0.399, d=-0.22, T=0, E=0, µ = −0.22 (-0.74 0.3) 
	t(36.97)=-0.56, p=0.581, d=-0.15, T=0, E=0, µ = −0.15 (-0.67 0.38) 

	α 
	α 
	t(35.69)=-1.77, p=0.082, d=-0.46, T=9, E=0, µ = −0.45 (-0.97 0.06) 
	t(36.82)=-0.42, p=0.677, d=-0.11, T=0, E=0, µ = −0.11 (-0.64 0.42) 
	U=504, p=0.195, d=0.17, T=5, E=0, µ = 0.3 (-0.19 0.61) 
	t(29.31)=1.25, p=0.216, d=0.33, T=3, E=0, µ = 0.32 (-0.2 0.84) 
	t(34.1)=-1.23, p=0.223, d=-0.32, T=0, E=0, µ = −0.32 (-0.84 0.2) 

	β 
	β 
	t(36.26)=-1.61, p=0.114, d=-0.42, T=5, E=0, µ = −0.42 (-0.94 0.1) 
	U=360, p=0.357, d=0.12, T=0, E=0, µ = −0.27 (-0.74 0.25) 
	t(36.89)=-0.95, p=0.344, d=-0.25, T=2, E=0, µ = −0.25 (-0.77 0.27) 
	U=519, p=0.126, d=0.2, T=1, E=0, µ = 0.39 (-0.08 0.96) 
	t(23.65)=0.83, p=0.409, d=0.22, T=4, E=0, µ = 0.22 (-0.31 0.74) 

	γ 
	γ 
	U=283, p=0.033, d=0.28, T=11, E=1, µ = −0.4 (-0.81 -0.03) 
	t(32.95)=-2.29, p=0.026, d=-0.6, T=11, E=1, µ = −0.58 (-1.08 -0.07) 
	t(36.03)=-1.93, p=0.059, d=-0.51, T=9, E=0, µ = −0.5 (-1.01 0.02) 
	U=474, p=0.408, d=0.11, T=2, E=0, µ = 0.16 (-0.26 0.61) 
	U=635, p=0.001, d=0.44, T=13, E=3, µ = 0.3 (0.12 0.49) 


	Table A.8: Results from epoch 1 comparing weighted edge betweenness. The results are reported as follows: statistics value (degrees of freedom), p-value of the test, Cohen’s d effect size or nonparameteric alternative, number of thresholds where signifi cant differences were observed (T), number of epochs where significant differences were observed (E), group difference estimate (95% CI). Reliable differences (significant in all three epochs) are highlighted with bold text. 
	Table
	TR
	δ 
	θ 
	α 
	β 
	γ 

	δ 
	δ 
	U=666, p¡0.001, d=0.53, T=19, E=3, µ = 0.23 (0.15 0.41) 
	U=603, p¡0.001, d=0.49, T=14, E=3, µ = 0 (0 0.18) 
	U=693.5, p¡0.001, d=0.59, T=19, E=3, µ = 0.38 (0.02 0.75) 
	U=704, p¡0.001, d=0.58, T=19, E=3, µ = 0.97 (0.58 1.33) 
	U=635, p=0.001, d=0.44, T=18, E=3, µ = 0.68 (0.32 1.01) 

	θ 
	θ 
	U=660.5, p¡0.001, d=0.54, T=17, E=3, µ = 0.29 (0.01 0.66) 
	U=675.5, p¡0.001, d=0.54, T=12, E=3, µ = 0.43 (0.03 0.84) 
	U=461, p=0.195, d=0.17, T=2, E=0, µ = 0 (0 0) 
	U=518, p=0.027, d=0.29, T=18, E=1, µ = 0 (0 0) 
	U=389, p=0.638, d=0.06, T=1, E=0, µ = −0.06 (-0.3 0.23) 

	α 
	α 
	U=563, p=0.011, d=0.33, T=18, E=2, µ = 0 (0 0.36) 
	U=488, p=0.096, d=0.22, T=5, E=0, µ = 0 (0 0) 
	U=297.5, p=0.058, d=0.25, T=10, E=1, µ = −0.31 (-0.64 0) 
	U=346, p=0.255, d=0.15, T=2, E=0, µ = −0.14 (-0.43 0.13) 
	U=481, p=0.349, d=0.12, T=1, E=0, µ = 0.04 (-0.04 0.12) 

	β 
	β 
	U=694, p¡0.001, d=0.56, T=18, E=3, µ = 0.34 (0.16 0.62) 
	U=458, p=0.559, d=0.08, T=4, E=0, µ = 0.01 (-0.12 0.17) 
	U=377.5, p=0.481, d=0.09, T=6, E=0, µ = 0 (-0.06 0) 
	U=356, p=0.323, d=0.13, T=4, E=0, µ = −0.05 (-0.17 0.06) 
	U=178, p¡0.001, d=0.49, T=18, E=3, µ = −0.74 (-1.18 -0.36) 

	γ 
	γ 
	U=625, p=0.001, d=0.42, T=18, E=3, µ = 1.06 (0.45 1.49) 
	U=337, p=0.201, d=0.17, T=2, E=0, µ = −0.23 (-0.71 0.13) 
	U=390, p=0.649, d=0.06, T=1, E=0, µ = −0.03 (-0.15 0.13) 
	U=194, p¡0.001, d=0.46, T=14, E=3, µ = −0.72 (-1.1 -0.37) 
	t(36.57)=-4.16, p¡0.001, d=-1.09, T=19, E=3, µ = −0.96 (-1.42 -0.5) 


	A.2 Results for epoch 1 
	Table A.9: Results from epoch 1 comparing weighted global vulnerability. The results are reported as follows: statistics value (degrees of freedom), p-value of the test, Cohen’s d effect size or nonparameteric alternative, number of thresholds where signifi cant differences were observed (T), number of epochs where significant differences were observed (E), group difference estimate (95% CI). Reliable differences (significant in all three epochs) are highlighted with bold text. 
	Table
	TR
	δ 
	θ 
	α 
	β 
	γ 

	δ 
	δ 
	U=354, p=0.311, d=0.13, T=2, E=0, µ = 0 (0 0) 
	U=284, p=0.034, d=0.28, T=12, E=1, µ = 0 (0 0) 
	U=384, p=0.583, d=0.07, T=6, E=0, µ = 0 (0 0) 
	U=670, p¡0.001, d=0.51, T=19, E=3, µ = 0.01 (0 0.13) 
	t(27.29)=2.9, p=0.006, d=0.75, T=15, E=2, µ = 0.71 (0.22 1.2) 

	θ 
	θ 
	U=480, p=0.357, d=0.12, T=1, E=0, µ = 0 (0 0) 
	U=286, p=0.037, d=0.27, T=13, E=1, µ = 0 (0 0) 
	U=302, p=0.067, d=0.24, T=7, E=0, µ = 0 (0 0) 
	U=373, p=0.472, d=0.1, T=0, E=0, µ = 0 (0 0) 
	U=494, p=0.255, d=0.15, T=1, E=0, µ = 0.22 (-0.19 0.71) 

	α 
	α 
	U=366, p=0.408, d=0.11, T=3, E=0, µ = 0 (0 0) 
	U=306, p=0.077, d=0.23, T=9, E=0, µ = 0 (0 0) 
	U=301, p=0.065, d=0.24, T=8, E=0, µ = −0.07 (-0.17 0) 
	U=359, p=0.349, d=0.12, T=1, E=0, µ = 0 (0 0) 
	t(35.04)=-0.66, p=0.515, d=-0.17, T=5, E=0, µ = −0.17 (-0.7 0.35) 

	β 
	β 
	U=617, p=0.002, d=0.4, T=12, E=3, µ = 0.02 (0 0.13) 
	U=341, p=0.224, d=0.16, T=3, E=0, µ = 0 (0 0) 
	U=303, p=0.07, d=0.24, T=9, E=0, µ = 0 (0 0) 
	U=459, p=0.552, d=0.08, T=6, E=0, µ = 0.01 (-0.05 0.06) 
	U=214, p=0.001, d=0.42, T=13, E=3, µ = −0.7 (-1.07 -0.34) 

	γ 
	γ 
	t(35.38)=-1.22, p=0.228, d=-0.32, T=0, E=0, µ = −0.32 (-0.85 0.21) 
	U=444, p=0.717, d=0.05, T=0, E=0, µ = 0.03 (-0.19 0.31) 
	U=339, p=0.212, d=0.17, T=0, E=0, µ = −0.15 (-0.46 0.07) 
	t(36.15)=-5.79, p¡0.001, d=-1.52, T=20, E=3, µ = −1.22 (-1.64 -0.79) 
	U=186, p¡0.001, d=0.48, T=18, E=3, µ = −0.98 (-1.44 -0.49) 


	Table A.10: Results from epoch 1 comparing weighted local vulnerability. The results are reported as follows: statistics value (degrees of freedom), p-value of the test, Cohen’s d effect size or nonparameteric alternative, number of thresholds where signifi cant differences were observed (T), number of epochs where significant differences were observed (E), group difference estimate (95% CI). Reliable differences (significant in all three epochs) are highlighted with bold text. 
	δ
	θ
	α
	β
	γ 
	γ 
	δ 

	U=634, p=0.001, d=0.44, T=19, E=3, µ =0.9 (0.43 1.28) 
	p¡0.001, d=0.97, T=19, E=3, µ =0.87 (0.4 1.34) 
	t(29.56)=3.73, 

	p¡0.001, d=1.01, T=18, E=3, µ =0.9 (0.43 1.37) 
	t(29.91)=3.86, 

	p=0.004, d=0.78, T=18, E=3, µ =0.72 (0.24 1.21) 
	t(31.81)=2.97, 

	p=0.519, d=0.17, T=3, E=0, µ =0.17 (-0.35 0.69) 
	t(33.07)=0.65, 

	θ 
	U=691, p¡0.001, d=0.55, T=18, E=3, µ =0.96 (0.61 1.38) 
	U=705, p¡0.001, d=0.58, T=17, E=3, µ =1.01 (0.63 1.35) 
	U=674, p¡0.001, d=0.52, T=17, E=3, µ =1 (0.59 1.35) 
	U=690, p¡0.001, d=0.55, T=15, E=3, µ =0.83 (0.53 1.14) 
	U=527, p=0.098, d=0.22, T=4, E=0, µ =0.41 (-0.13 0.95) 
	α 
	U=242, p=0.005, d=0.36, T=11, E=3, µ = −0.56 (-0.95 -0.18) 
	U=296, p=0.054, d=0.25, T=9, E=0, µ = −0.43 (-0.8 0.01) 
	U=233, p=0.003, d=0.38, T=11, E=3, µ = −0.66 (-1 -0.26) 
	U=296, p=0.054, d=0.25, T=9, E=0, µ = −0.45 (-0.88 0.01) 
	U=360, p=0.357, d=0.12, T=0, E=0, µ = −0.13 (-0.47 0.21) 
	β 
	t(34.01)=-3.9, p¡0.001, d=-1.02, T=11, E=3, µ = −0.91 (-1.38 -0.44) 
	p¡0.001, d=-1.12, T=12, E=3, µ = −0.98 (-1.44 -0.52) 
	t(36.97)=-4.26, 

	U=192, p¡0.001, d=0.47, T=14, E=3, µ = −0.87 (-1.31 -0.46) 
	U=215, p=0.001, d=0.42, T=11, E=3, µ = −0.8 (-1.22 -0.36) 
	U=207, p=0.001, d=0.44, T=15, E=3, µ = −0.72 (-1.07 -0.36) 
	γ 
	U=478, p=0.374, d=0.12, T=0, E=0, µ =0.15 (-0.22 0.6) 
	p=0.156, d=-0.38, T=3, E=0, µ = −0.37 (-0.89 0.15) 
	t(35.47)=-1.44, 

	U=325, p=0.142, d=0.19, T=5, E=0, µ = −0.25 (-0.64 0.08) 
	p=0.11, d=-0.43, T=7, E=0, µ = −0.42 (-0.94 0.1) 
	t(36.94)=-1.63, 

	U=162, p¡0.001, d=0.53, T=16, E=3, µ = −0.81 (-1.28 -0.47) 
	A.2 Results for epoch 1 
	A.3 Results of statistical tests for epoch 2 
	Table A.11: Comparisons of the mean of adjacency matrix constructed with CS in epoch 2. The results are reported as follows: statistics value (degrees of freedom), p-value of the test, Cohen’s d effect size (or nonparametric alternative), number of epochs where significant differences were observed (E), difference estimate µ with 95% confidence interval. Reliable differences (significant in all three epochs) are highlighted with bold text. 
	-

	Frequencyband
	Frequencyband
	Frequencyband
	Test
	Differenceestimate(95%CI)

	α β δ γ θ 
	α β δ γ θ 
	U=313,p=0.122,d=0.22,E=1U=225, p=0.003, d=0.4, E=3 U=657, p¡0.001, d=0.48, E=3 t(32.53)=-1.53,p=0.132,d=-0.4,E=0t(36.34)=4.5, p¡0.001, d=1.18, E=3 
	µ =−0.4(-0.870.09)µ =−0.73(-1.23-0.25)µ =0.93(0.461.4)µ =−0.4(-0.930.12)µ =1.02(0.561.47)


	A.3 Results of statistical tests for epoch 2 
	Inthissection,wereportthedetailedresultsofthestatisticalcomparisonsaccompanyingthefiguresreportedinthemaintextcomputedusingonlydatafromthesecondepoch.ThecomparisonsofaveragecouplingcomputedwithCSandCBSareshowninTablesA.11andA.12,respectively.ThecomparisonsofnodestrengthcomputedwithCSandCBSareshowninTablesA.13andA.14,respectively.ResultsofcomparisonsoftheunweightedmultilayernetworkmetricsarereportedinTablesA.15,A.16andA.17foredgebetweenness,globalvulnerabilityandlocalvulnerability,respectively.Resultsofcompa
	-
	-

	Table A.12: Comparisons of the mean of adjacency matrix constructed with CBS in epoch 2. The results are reported as follows: statistics value (degrees of freedom), p-value of the test, Cohen’s d effect size (or nonparametric alternative), number of epochs where significant differences were observed (E), difference estimate µ with 95% confidence interval. Reliable differences (significant in all three epochs) are highlighted with bold text. 
	Table
	TR
	δ 
	θ 
	α 
	β 
	γ 

	δθαβγ 
	δθαβγ 
	t(35.95)=3.8,p=0.002,d=0.99,E=2,µ =0.89(0.421.36)t(35.54)=4.66, p¡0.001, d=1.22,E=3, µ =1.04(0.59 1.49) t(33.87)=3.92,p=0.002,d=1.02,E=2,µ =0.91(0.451.38)t(36.51)=-0.26,p=0.831,d=-0.07,E=0,µ =−0.07(-0.60.46)U=384,p=0.688,d=0.07,E=0,µ =−0.13(-0.650.31)
	t(34.94)=4.97, p¡0.001, d=1.3,E=3, µ =1.09(0.65 1.53) t(35.55)=3.77, p=0.002, d=0.99,E=3, µ =0.89(0.42 1.36) t(33)=2.65,p=0.02,d=0.69,E=1,µ =0.66(0.161.15)t(34.36)=-0.84,p=0.506,d=-0.22,E=1,µ =−0.22(-0.740.3)t(36.82)=-1.32,p=0.268,d=-0.35,E=0,µ =−0.34(-0.860.18)
	t(35.53)=4.07, p=0.001, d=1.06,E=3, µ =0.94(0.48 1.41) t(32.41)=2.24,p=0.049,d=0.58,E=1,µ =0.56(0.061.07)t(35.33)=-0.39,p=0.755,d=-0.1,E=1,µ =−0.1(-0.640.43)t(28.17)=-2.39, p=0.038, d=-0.63,E=3, µ =−0.61(-1.12 -0.1) t(34.36)=-2.88, p=0.013, d=-0.76,E=3, µ =−0.72(-1.21 -0.22) 
	t(36.46)=0.1,p=0.919,d=0.03,E=0,µ =0.03(-0.50.55)t(35.24)=-1.53,p=0.193,d=-0.4,E=1,µ =−0.4(-0.910.12)t(29.7)=-2.76, p=0.017, d=-0.73,E=3, µ =−0.69(-1.2 -0.19) t(33.65)=-2.89, p=0.013, d=-0.76,E=3, µ =−0.72(-1.22 -0.22) t(36.88)=-3.15, p=0.008, d=-0.83,E=3, µ =−0.77(-1.25 -0.28) 
	U=386,p=0.688,d=0.07,E=0,µ =−0.12(-0.580.35)U=347,p=0.343,d=0.15,E=1,µ =−0.31(-0.790.17)t(34.87)=-2.91, p=0.013, d=-0.77,E=3, µ =−0.72(-1.22 -0.22) t(36.98)=-3.22, p=0.008, d=-0.85,E=3, µ =−0.78(-1.27 -0.3) U=301,p=0.101,d=0.24,E=1,µ =−0.52(-0.980.03)


	A.3 Results of statistical tests for epoch 2 
	Table A.13: Comparisons of node strength measured with CS in epoch 2. The results are reported as follows: statistics value (degrees of freedom), p-value of the test, Cohen’s d effect size (or nonparametric alternative), number of epochs where significant differences were observed (E), and difference estimate µ with 95% confidence interval (CI). Reliable differences (significant in all three epochs) are highlighted with bold text. 
	channel 
	δ 
	θ 
	α 
	β 
	γ 
	F8–F4 
	F8–F4 
	F8–F4 
	t(36.8)=-3.65, p=0.001, d=-0.96, E=3, µ = −0.87 (-1.35 -0.39) 
	t(36.25)=-4.24, p¡0.001, d=-1.11, E=3, µ = −0.97 (-1.43 -0.51) 
	t(34.7)=0.06, p=0.994, d=0.02, E=0, µ = 0.02 (-0.51 0.54) 
	t(36.3)=3.83, p=0.002, d=1.01, E=3, µ = 0.91 (0.43 1.38) 
	U=557, p=0.108, d=0.28, E=0, µ = 0.6 (0.03 1.16) 

	F7–F3 
	F7–F3 
	t(36.82)=-4.23, p¡0.001, d=-1.11, E=3, µ = −0.97 (-1.43 -0.51) 
	t(32.41)=-3.79, p=0.001, d=-0.99, E=3, µ = −0.89 (-1.36 -0.42) 
	U=369, p=0.625, d=0.1, E=0, µ = −0.25 (-0.77 0.28) 
	t(36.88)=3.46, p=0.003, d=0.91, E=3, µ = 0.83 (0.35 1.31) 
	U=586, p=0.104, d=0.34, E=0, µ = 0.71 (0.17 1.19) 

	F4–C4 
	F4–C4 
	t(36.76)=-4.36, p¡0.001, d=-1.15, E=3, µ = −1 (-1.46 -0.54) 
	t(36.35)=-4.39, p¡0.001, d=-1.15, E=3, µ = −1 (-1.46 -0.55) 
	t(36.42)=0.44, p=0.848, d=0.11, E=0, µ = 0.11 (-0.41 0.64) 
	t(34.27)=3.9, p=0.002, d=1.03, E=3, µ = 0.92 (0.45 1.39) 
	U=568, p=0.108, d=0.3, E=0, µ = 0.59 (0.08 1.12) 

	F3–C3 
	F3–C3 
	t(36.86)=-3.4, p=0.001, d=-0.89, E=2, µ = −0.82 (-1.3 -0.34) 
	t(36.2)=-4.77, p¡0.001, d=-1.26, E=3, µ = −1.07 (-1.52 -0.62) 
	t(36.86)=0.01, p=0.994, d=0, E=0, µ = 0 (-0.53 0.53) 
	t(28.26)=4.39, p=0.001, d=1.16, E=3, µ = 1.01 (0.55 1.48) 
	U=589, p=0.104, d=0.35, E=0, µ = 0.67 (0.13 1.22) 

	F4–FZ 
	F4–FZ 
	t(36.77)=-3.79, p=0.001, d=-0.99, E=3, µ = −0.89 (-1.37 -0.42) 
	U=176, p¡0.001, d=0.5, E=3, µ = −0.86 (-1.33 -0.42) 
	U=416, p=0.994, d=0.01, E=0, µ = −0.01 (-0.44 0.44) 
	t(35.62)=2.66, p=0.02, d=0.7, E=3, µ = 0.66 (0.16 1.16) 
	t(35.96)=2.24, p=0.108, d=0.59, E=0, µ = 0.57 (0.06 1.07) 

	FZ–CZ 
	FZ–CZ 
	t(36.61)=-4.23, p¡0.001, d=-1.11, E=3, µ = −0.98 (-1.44 -0.51) 
	t(36.78)=-3.52, p=0.001, d=-0.92, E=3, µ = −0.84 (-1.32 -0.36) 
	U=533, p=0.294, d=0.23, E=0, µ = 0.44 (-0.04 0.9) 
	U=610, p=0.007, d=0.39, E=2, µ = 0.69 (0.24 1.17) 
	U=507, p=0.395, d=0.18, E=0, µ = 0.35 (-0.15 0.86) 

	F3–FZ 
	F3–FZ 
	t(36.97)=-3.05, p=0.004, d=-0.8, E=3, µ = −0.75 (-1.24 -0.26) 
	U=217, p=0.002, d=0.41, E=3, µ = −0.75 (-1.16 -0.32) 
	U=421, p=0.994, d=0, E=0, µ = 0 (-0.54 0.52) 
	t(36.99)=2.6, p=0.021, d=0.68, E=3, µ = 0.65 (0.15 1.15) 
	U=578, p=0.104, d=0.32, E=0, µ = 0.63 (0.18 1.18) 

	T4–C4 
	T4–C4 
	t(36.79)=-4.14, p¡0.001, d=-1.08, E=3, µ = −0.96 (-1.42 -0.49) 
	t(31.35)=-4.21, p¡0.001, d=-1.1, E=3, µ = −0.96 (-1.42 -0.5) 
	U=545, p=0.24, d=0.26, E=0, µ = 0.47 (-0.01 0.9) 
	t(36.72)=2.31, p=0.032, d=0.61, E=2, µ = 0.58 (0.08 1.09) 
	U=516, p=0.395, d=0.2, E=0, µ = 0.37 (-0.14 0.87) 

	T3–C3 
	T3–C3 
	t(34.89)=-4.41, p¡0.001, d=-1.15, E=3, µ = −1 (-1.46 -0.55) 
	t(31.3)=-3.33, p=0.002, d=-0.87, E=3, µ = −0.8 (-1.28 -0.32) 
	t(36.43)=-0.02, p=0.994, d=0, E=0, µ = 0 (-0.53 0.52) 
	t(36.18)=3.63, p=0.002, d=0.95, E=3, µ = 0.87 (0.39 1.35) 
	t(36.61)=2.24, p=0.108, d=0.59, E=0, µ = 0.57 (0.06 1.07) 

	C4–CZ 
	C4–CZ 
	t(36.77)=-2.84, p=0.006, d=-0.75, E=3, µ = −0.7 (-1.2 -0.21) 
	t(36.9)=-4.08, p¡0.001, d=-1.07, E=3, µ = −0.95 (-1.41 -0.48) 
	U=498, p=0.353, d=0.16, E=0, µ = 0.31 (-0.19 0.72) 
	t(35.84)=2.34, p=0.032, d=0.62, E=3, µ = 0.59 (0.09 1.1) 
	U=480, p=0.547, d=0.12, E=0, µ = 0.26 (-0.26 0.78) 

	C3–CZ 
	C3–CZ 
	t(36.69)=-2.98, p=0.004, d=-0.78, E=3, µ = −0.73 (-1.22 -0.24) 
	t(36.77)=-3.27, p=0.002, d=-0.86, E=3, µ = −0.79 (-1.28 -0.31) 
	U=465, p=0.666, d=0.09, E=0, µ = 0.15 (-0.35 0.63) 
	t(35.91)=2.77, p=0.016, d=0.73, E=3, µ = 0.69 (0.19 1.19) 
	U=512, p=0.395, d=0.19, E=0, µ = 0.36 (-0.11 0.91) 

	CZ–PZ 
	CZ–PZ 
	t(37)=-4, p¡0.001, d=-1.05, E=3, µ = −0.93 (-1.4 -0.47) 
	t(35.55)=-4.88, p¡0.001, d=-1.28, E=3, µ = −1.09 (-1.53 -0.64) 
	t(36.91)=1.44, p=0.299, d=0.38, E=0, µ = 0.37 (-0.15 0.89) 
	U=638, p=0.002, d=0.45, E=3, µ = 0.84 (0.4 1.33) 
	U=452, p=0.687, d=0.07, E=0, µ = 0.12 (-0.36 0.47) 

	C4–P4 
	C4–P4 
	t(36.53)=-4.28, p¡0.001, d=-1.13, E=3, µ = −0.99 (-1.45 -0.52) 
	t(36.78)=-5.04, p¡0.001, d=-1.32, E=3, µ = −1.11 (-1.55 -0.67) 
	U=522, p=0.294, d=0.21, E=0, µ = 0.42 (-0.1 0.9) 
	t(30.59)=3.39, p=0.004, d=0.9, E=3, µ = 0.83 (0.34 1.31) 
	U=457, p=0.659, d=0.08, E=0, µ = 0.13 (-0.4 0.52) 

	C3–P3 
	C3–P3 
	t(36.05)=-4.06, p¡0.001, d=-1.06, E=3, µ = −0.94 (-1.41 -0.48) 
	t(36.78)=-5.16, p¡0.001, d=-1.36, E=3, µ = −1.13 (-1.56 -0.69) 
	t(36.98)=1.27, p=0.353, d=0.33, E=0, µ = 0.33 (-0.19 0.85) 
	t(30.61)=4.03, p=0.002, d=1.07, E=3, µ = 0.95 (0.48 1.42) 
	U=480, p=0.547, d=0.12, E=0, µ = 0.18 (-0.27 0.62) 

	T4–T6 
	T4–T6 
	U=203, p=0.001, d=0.44, E=3, µ = −1.05 (-1.57 -0.45) 
	t(35.99)=-4.05, p¡0.001, d=-1.06, E=3, µ = −0.94 (-1.4 -0.47) 
	U=522, p=0.294, d=0.21, E=0, µ = 0.42 (-0.09 0.86) 
	t(30.07)=1.5, p=0.153, d=0.4, E=0, µ = 0.39 (-0.13 0.92) 
	t(34.14)=0.62, p=0.659, d=0.16, E=0, µ = 0.16 (-0.37 0.7) 

	T3–T5 
	T3–T5 
	t(36.03)=-3.71, p=0.001, d=-0.97, E=3, µ = −0.88 (-1.35 -0.4) 
	t(36.81)=-4.3, p¡0.001, d=-1.13, E=3, µ = −0.98 (-1.44 -0.53) 
	U=499, p=0.353, d=0.16, E=0, µ = 0.33 (-0.19 0.81) 
	t(34.53)=2.8, p=0.016, d=0.74, E=3, µ = 0.7 (0.2 1.2) 
	t(33.29)=0.93, p=0.547, d=0.25, E=0, µ = 0.25 (-0.28 0.78) 

	P4–PZ 
	P4–PZ 
	t(37)=-3.4, p=0.001, d=-0.89, E=3, µ = −0.82 (-1.3 -0.34) 
	t(36.88)=-4.39, p¡0.001, d=-1.15, E=3, µ = −1 (-1.46 -0.54) 
	t(35.75)=1.51, p=0.299, d=0.39, E=0, µ = 0.39 (-0.13 0.91) 
	t(35.16)=2.48, p=0.025, d=0.65, E=3, µ = 0.63 (0.12 1.13) 
	U=410, p=0.923, d=0.02, E=0, µ = −0.03 (-0.58 0.48) 

	P3–PZ 
	P3–PZ 
	U=180, p¡0.001, d=0.49, E=3, µ = −1.1 (-1.67 -0.61) 
	t(36.4)=-3.49, p=0.001, d=-0.92, E=3, µ = −0.84 (-1.31 -0.36) 
	t(32.48)=1.7, p=0.294, d=0.44, E=0, µ = 0.44 (-0.08 0.95) 
	U=577, p=0.023, d=0.32, E=3, µ = 0.65 (0.13 1.24) 
	U=469, p=0.613, d=0.1, E=0, µ = 0.14 (-0.35 0.56) 

	T6–O2 
	T6–O2 
	U=194, p=0.001, d=0.46, E=3, µ = −1.09 (-1.59 -0.52) 
	t(35.12)=-4.06, p¡0.001, d=-1.06, E=3, µ = −0.94 (-1.4 -0.48) 
	U=610, p=0.063, d=0.39, E=0, µ = 0.68 (0.29 1.1) 
	t(36.92)=1.41, p=0.163, d=0.37, E=0, µ = 0.37 (-0.15 0.89) 
	U=324, p=0.395, d=0.17, E=0, µ = −0.25 (-0.63 0.13) 

	T5–O1 
	T5–O1 
	t(30.73)=-4.33, p¡0.001, d=-1.14, E=3, µ = −0.99 (-1.46 -0.53) 
	t(34.14)=-3.45, p=0.001, d=-0.91, E=3, µ = −0.83 (-1.32 -0.35) 
	t(32.43)=2.69, p=0.111, d=0.71, E=0, µ = 0.67 (0.17 1.17) 
	t(32.71)=1.62, p=0.128, d=0.43, E=0, µ = 0.42 (-0.1 0.95) 
	U=369, p=0.659, d=0.08, E=0, µ = −0.11 (-0.5 0.25) 

	P4–O2 
	P4–O2 
	U=191, p=0.001, d=0.45, E=3, µ = −1.2 (-1.59 -0.56) 
	t(32.17)=-3.35, p=0.002, d=-0.88, E=3, µ = −0.81 (-1.3 -0.33) 
	U=545, p=0.151, d=0.29, E=0, µ = 0.5 (0.04 0.95) 
	U=540, p=0.039, d=0.28, E=3, µ = 0.57 (0.07 0.96) 
	U=358, p=0.613, d=0.1, E=0, µ = −0.15 (-0.6 0.22) 

	P3–O1 
	P3–O1 
	U=189, p=0.001, d=0.44, E=3, µ = −0.99 (-1.51 -0.41) 
	t(35.98)=-4.04, p¡0.001, d=-1.07, E=3, µ = −0.95 (-1.42 -0.48) 
	t(35.57)=1.48, p=0.299, d=0.39, E=0, µ = 0.39 (-0.14 0.91) 
	t(25.07)=2.35, p=0.032, d=0.62, E=3, µ = 0.6 (0.09 1.12) 
	U=409, p=0.968, d=0.01, E=0, µ = 0.01 (-0.42 0.38) 

	O1–O2 
	O1–O2 
	t(33.25)=-3.72, p=0.001, d=-1, E=3, µ = −0.9 (-1.39 -0.42) 
	t(33.89)=-4.4, p¡0.001, d=-1.19, E=3, µ = −1.03 (-1.49 -0.56) 
	t(34.89)=2.31, p=0.151, d=0.62, E=0, µ = 0.59 (0.08 1.11) 
	t(29.68)=1.46, p=0.158, d=0.39, E=0, µ = 0.39 (-0.15 0.92) 
	U=314, p=0.395, d=0.17, E=0, µ = −0.2 (-0.6 0.12) 


	A.3 Results of statistical tests for epoch 2 
	Table A.14: Comparisons of node strength measured with CBS in epoch 2. The results are reported as follows: statistics value (degrees of freedom), p-value of the test, Cohen’s d effect size (or nonparametric alternative), number of epochs where significant differences were observed (E), and difference estimate µ with 95% confidence interval (CI). Reliable differences (significant in all three epochs) are highlighted with bold text. 
	from 
	from 
	from 
	channel 
	δ 
	θ 
	α 
	β 
	γ 

	δ 
	δ 
	F8–F4 
	U=238, p=0.005, d=0.37, E=2, µ =-0.73 (-1.25 -0.23) 
	t(36.72)=-3.87, p¡0.001, d=1.01, E=3, µ =-0.91 (-1.38 -0.44) 
	-

	t(35.73)=-2.77, p=0.008, d=-0.73, E=2, µ =-0.69 (-1.18 -0.19) 
	U=413, p=0.982, d=0.01, E=0, µ =-0.01 (-0.45 0.39) 
	U=519, p=0.715, d=0.2, E=0, µ =0.34 (-0.13 0.71) 

	δ 
	δ 
	F7–F3 
	U=224, p=0.003, d=0.4, E=3, µ =-0.77 (-1.27 -0.32) 
	t(36.93)=-3.82, p¡0.001, d=-1, E=3, µ =-0.9 (-1.37 -0.43) 
	t(36.92)=-3.8, p=0.001, d=-1, E=2,µ =-0.9 (-1.37 -0.42) 
	U=393, p=0.982, d=0.06, E=0, µ =-0.11 (-0.48 0.49) 
	U=511, p=0.715, d=0.19, E=0, µ =0.2 (-0.08 0.44) 

	δ 
	δ 
	F4–C4 
	U=227, p=0.003, d=0.39, E=3, µ =-0.8 (-1.19 -0.37) 
	U=152, p¡0.001, d=0.55, E=3, µ =-1.16 (-1.58 -0.66) 
	t(32.42)=-4.89, p¡0.001, d=1.29, E=3, µ =-1.09 (-1.54 -0.64) 
	-

	U=390, p=0.982, d=0.06, E=0, µ =-0.11 (-0.58 0.36) 
	U=506, p=0.715, d=0.18, E=0, µ =0.1 (-0.05 0.26) 

	δ 
	δ 
	F3–C3 
	U=198, p=0.001, d=0.45, E=2, µ =-0.82 (-1.16 -0.41) 
	t(36.6)=-5, p¡0.001, d=-1.31, E=3, µ =-1.1 (-1.54 -0.66) 
	t(36.22)=-4.03, p=0.001, d=-1.06, E=2, µ =-0.94 (-1.41 -0.47) 
	U=418, p=0.982, d=0, E=0, µ =0 (-0.5 0.43) 
	U=480, p=0.746, d=0.12, E=0, µ =0.08 (-0.07 0.26) 

	δ 
	δ 
	F4–FZ 
	U=198, p=0.001, d=0.45, E=2, µ =-0.89 (-1.36 -0.45) 
	t(33.13)=-3.8, p¡0.001, d=0.99, E=3, µ =-0.89 (-1.36 -0.42) 
	-

	t(34.81)=-3.66, p=0.001, d=-0.96, E=2, µ =-0.87 (-1.34 -0.39) 
	U=376, p=0.982, d=0.09, E=0, µ =-0.14 (-0.53 0.33) 
	U=524, p=0.715, d=0.21, E=0, µ =0.14 (-0.04 0.23) 

	δ 
	δ 
	FZ–CZ 
	U=199, p=0.001, d=0.45, E=3, µ =-0.81 (-1.23 -0.41) 
	t(35.9)=-4.23, p¡0.001, d=1.11, E=3, µ =-0.98 (-1.44 -0.51) 
	-

	t(35.39)=-3.98, p=0.001, d=-1.05, E=2, µ =-0.93 (-1.4 -0.46) 
	U=417, p=0.982, d=0.01, E=0, µ =-0.02 (-0.5 0.39) 
	U=514, p=0.715, d=0.19, E=0, µ =0.06 (-0.03 0.18) 

	δ 
	δ 
	F3–FZ 
	t(37)=-3.51, p=0.002, d=-0.92, E=3, µ =-0.84 (-1.32 -0.36) 
	t(35.14)=-3.36, p=0.001, d=0.88, E=3, µ =-0.81 (-1.29 -0.33) 
	-

	t(36.97)=-3.65, p=0.001, d=0.96, E=3, µ =-0.87 (-1.34 -0.39) 
	-

	U=417, p=0.982, d=0.01, E=0, µ =-0.01 (-0.44 0.4) 
	U=468, p=0.862, d=0.1, E=0, µ =0.07 (-0.12 0.2) 

	δ 
	δ 
	T4–C4 
	U=176, p=0.001, d=0.5, E=3, µ =-0.94 (-1.36 -0.49) 
	t(36.75)=-4.36, p¡0.001, d=1.15, E=3, µ =-1 (-1.46 -0.54) 
	-

	t(36.44)=-3.22, p=0.004, d=-0.84, E=1, µ =-0.78 (-1.27 -0.29) 
	U=418, p=0.982, d=0, E=0, µ =0.01 (-0.38 0.36) 
	-

	U=462, p=0.862, d=0.09, E=0, µ =0.04 (-0.09 0.15) 

	δ 
	δ 
	T3–C3 
	U=204, p=0.002, d=0.44, E=3, µ =-0.94 (-1.49 -0.39) 
	t(37)=-4.67, p¡0.001, d=-1.22, E=3, µ =-1.05 (-1.5 -0.6) 
	t(35.81)=-3.42, p=0.002, d=-0.9, E=1, µ =-0.83 (-1.31 -0.34) 
	U=347, p=0.858, d=0.15, E=0, µ =-0.22 (-0.57 0.18) 
	U=490, p=0.715, d=0.14, E=0, µ =0.08 (-0.06 0.21) 

	δ 
	δ 
	C4–CZ 
	t(35.74)=-2.24, p=0.029, d=0.59, E=3, µ =-0.57 (-1.08 -0.06) 
	-

	t(37)=-3.54, p=0.001, d=-0.93, E=3, µ =-0.85 (-1.33 -0.37) 
	U=254, p=0.009, d=0.34, E=3, µ =-0.66 (-1.14 -0.18) 
	U=481, p=0.982, d=0.12, E=0, µ =0.23 (-0.22 0.67) 
	U=504, p=0.715, d=0.17, E=0, µ =0.07 (-0.04 0.2) 

	δ 
	δ 
	C3–CZ 
	t(35.77)=-3.17, p=0.003, d=0.83, E=3, µ =-0.78 (-1.27 -0.28) 
	-

	t(36.74)=-3.42, p=0.001, d=-0.9, E=2, µ =-0.82 (-1.31 -0.34) 
	t(35.57)=-2.79, p=0.008, d=-0.73, E=1, µ =-0.69 (-1.18 -0.19) 
	U=446, p=0.982, d=0.05, E=0, µ =0.09 (-0.32 0.61) 
	U=490, p=0.715, d=0.14, E=0, µ =0.07 (-0.05 0.2) 

	δ 
	δ 
	CZ–PZ 
	U=198, p=0.001, d=0.45, E=3, µ =-0.85 (-1.29 -0.35) 
	t(35.98)=-6.3, p¡0.001, d=1.66, E=3, µ =-1.28 (-1.69 -0.87) 
	-

	t(35.45)=-4.18, p=0.001, d=1.1, E=3, µ =-0.97 (-1.44 -0.5) 
	-

	U=439, p=0.982, d=0.04, E=0, µ =0.08 (-0.49 0.63) 
	U=438, p=0.905, d=0.04, E=0, µ =0.02 (-0.09 0.15) 

	δ 
	δ 
	C4–P4 
	U=231, p=0.003, d=0.39, E=3, µ =-0.71 (-1.08 -0.28) 
	t(36.65)=-5.29, p¡0.001, d=1.39, E=3, µ =-1.15 (-1.58 -0.71) 
	-

	t(36.68)=-4.07, p=0.001, d=-1.07, E=2, µ =-0.95 (-1.41 -0.48) 
	U=450, p=0.982, d=0.06, E=0, µ =0.09 (-0.36 0.59) 
	U=393, p=0.905, d=0.06, E=0, µ =-0.04 (-0.29 0.23) 
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	A.3 Results of statistical tests for epoch 2 
	δ 
	δ 
	δ 
	C3–P3 
	U=207, p=0.002, d=0.44, E=3, µ =-0.81 (-1.34 -0.38) 
	U=151, p¡0.001, d=0.55, E=3, µ =-1.13 (-1.67 -0.67) 
	t(36.61)=-3.86, p=0.001, d=-1.01, E=2, µ =-0.91 (-1.38 -0.44) 
	U=426, p=0.982, d=0.01, E=0, µ =0.02 (-0.43 0.56) 
	U=417, p=0.969, d=0.01, E=0, µ =0 (-0.32 0.33) 

	δ 
	δ 
	T4–T6 
	U=180, p=0.001, d=0.49, E=3, µ =-0.98 (-1.36 -0.56) 
	t(36.88)=-4.44, p¡0.001, d=1.16, E=3, µ =-1.01 (-1.46 -0.55) 
	-

	t(36.03)=-3.01, p=0.005, d=-0.79, E=2, µ =-0.74 (-1.23 -0.25) 
	U=382, p=0.982, d=0.08, E=0, µ =-0.11 (-0.49 0.28) 
	U=395, p=0.905, d=0.05, E=0, µ =-0.02 (-0.16 0.1) 

	δ 
	δ 
	T3–T5 
	U=238, p=0.005, d=0.37, E=3, µ =-0.76 (-1.11 -0.31) 
	t(36.48)=-3.79, p¡0.001, d=0.99, E=3, µ =-0.89 (-1.36 -0.42) 
	-

	t(36.55)=-2.81, p=0.008, d=-0.74, E=1, µ =-0.69 (-1.19 -0.2) 
	U=317, p=0.695, d=0.21, E=0, µ =-0.27 (-0.61 0.11) 
	U=444, p=0.905, d=0.05, E=0, µ =0.02 (-0.12 0.16) 

	δ 
	δ 
	P4–PZ 
	U=211, p=0.002, d=0.43, E=3, µ =-0.83 (-1.27 -0.38) 
	t(36.79)=-4.4, p¡0.001, d=1.16, E=3, µ =-1 (-1.46 -0.55) 
	-

	t(36.59)=-3.64, p=0.001, d=-0.95, E=1, µ =-0.86 (-1.34 -0.39) 
	U=428, p=0.982, d=0.02, E=0, µ =0.03 (-0.38 0.49) 
	U=432, p=0.937, d=0.02, E=0, µ =0.01 (-0.11 0.15) 

	δ 
	δ 
	P3–PZ 
	U=242, p=0.005, d=0.36, E=3, µ =-0.87 (-1.27 -0.29) 
	t(32.55)=-4.26, p¡0.001, d=1.11, E=3, µ =-0.97 (-1.43 -0.51) 
	-

	t(31.72)=-3.03, p=0.005, d=-0.79, E=1, µ =-0.74 (-1.22 -0.25) 
	U=414, p=0.982, d=0.01, E=0, µ =-0.02 (-0.35 0.36) 
	U=411, p=0.937, d=0.02, E=0, µ =-0.01 (-0.1 0.09) 

	δ 
	δ 
	T6–O2 
	U=222, p=0.003, d=0.4, E=3, µ =-0.72 (-1.12 -0.33) 
	t(36.48)=-2.98, p=0.004, d=-0.78, E=2, µ =-0.73 (-1.22 -0.24) 
	U=251, p=0.008, d=0.35, E=2, µ =-0.6 (-1.01 -0.19) 
	U=323, p=0.695, d=0.2, E=0, µ =0.2 (-0.46 0.09) 
	-

	U=382, p=0.862, d=0.08, E=0, µ =-0.03 (-0.12 0.08) 

	δ 
	δ 
	T5–O1 
	U=226, p=0.003, d=0.4, E=3, µ =-0.76 (-1.17 -0.3) 
	t(36.83)=-3.6, p=0.001, d=0.95, E=3, µ =-0.86 (-1.34 -0.38) 
	-

	t(34.35)=-3.11, p=0.005, d=-0.81, E=2, µ =-0.76 (-1.24 -0.27) 
	U=312, p=0.695, d=0.22, E=0, µ =-0.27 (-0.56 0.07) 
	U=354, p=0.715, d=0.13, E=0, µ =-0.04 (-0.12 0.05) 

	δ 
	δ 
	P4–O2 
	U=185, p=0.001, d=0.48, E=3, µ =-0.9 (-1.37 -0.44) 
	t(36.93)=-4.77, p¡0.001, d=1.25, E=3, µ =-1.06 (-1.51 -0.62) 
	-

	t(37)=-2.85, p=0.008, d=-0.75, E=2, µ =-0.71 (-1.2 -0.21) 
	U=345, p=0.858, d=0.15, E=0, µ =-0.22 (-0.54 0.18) 
	U=400, p=0.905, d=0.04, E=0, µ =-0.01 (-0.09 0.06) 

	δ 
	δ 
	P3–O1 
	U=214, p=0.002, d=0.42, E=3, µ =-0.7 (-1.12 -0.31) 
	t(36.41)=-4.13, p¡0.001, d=1.08, E=3, µ =-0.95 (-1.42 -0.49) 
	-

	t(35.57)=-3.36, p=0.003, d=-0.88, E=2, µ =-0.81 (-1.29 -0.33) 
	U=315, p=0.695, d=0.21, E=0, µ =-0.29 (-0.6 0.09) 
	U=379, p=0.862, d=0.08, E=0, µ =-0.02 (-0.09 0.05) 

	δ 
	δ 
	O1–O2 
	U=203, p=0.002, d=0.44, E=3, µ =-0.9 (-1.37 -0.44) 
	U=124, p¡0.001, d=0.6, E=3, µ =-1.32 (-1.76 -0.86) 
	t(36.46)=-4.94, p¡0.001, d=1.3, E=3, µ =-1.09 (-1.54 -0.65) 
	-

	U=327, p=0.695, d=0.19, E=0, µ =-0.25 (-0.77 0.1) 
	U=351, p=0.715, d=0.14, E=0, µ =-0.04 (-0.12 0.05) 

	θ 
	θ 
	F8–F4 
	t(36.09)=-3.76, p=0.001, d=0.98, E=3, µ =-0.88 (-1.36 -0.41) 
	-

	t(36.3)=-2.93, p=0.008, d=0.77, E=3, µ =-0.72 (-1.21 -0.23) 
	-

	t(33.68)=-2.11, p=0.083, d=-0.55, E=0, µ =-0.53 (-1.04 -0.03) 
	U=470, p=0.716, d=0.1, E=0, µ =0.24 (-0.24 0.68) 
	U=524, p=0.322, d=0.21, E=0, µ =0.39 (-0.11 0.81) 

	θ 
	θ 
	F7–F3 
	t(35.36)=-4.13, p¡0.001, d=1.08, E=3, µ =-0.95 (-1.41 -0.49) 
	-

	t(36.89)=-2.94, p=0.008, d=0.77, E=3, µ =-0.72 (-1.22 -0.23) 
	-

	t(35.49)=-2.15, p=0.083, d=-0.56, E=0, µ =-0.54 (-1.05 -0.04) 
	t(36.1)=0.4, p=0.926, d=0.11, E=0, µ =0.11 (-0.42 0.63) 
	U=519, p=0.322, d=0.2, E=0, µ =0.43 (-0.1 0.94) 

	θ 
	θ 
	F4–C4 
	U=144, p¡0.001, d=0.56, E=3, µ =-1.22 (-1.58 -0.72) 
	t(35.62)=-4.24, p=0.001, d=1.12, E=3, µ =-0.98 (-1.44 -0.52) 
	-

	t(36.53)=-3.47, p=0.024, d=-0.91, E=1, µ =-0.83 (-1.31 -0.35) 
	t(36.97)=0.3, p=0.926, d=0.08, E=0, µ =0.08 (-0.45 0.61) 
	U=555, p=0.274, d=0.28, E=0, µ =0.36 (0.03 0.66) 

	θ 
	θ 
	F3–C3 
	t(36.96)=-4.95, p¡0.001, d=1.3, E=3, µ =-1.09 (-1.54 -0.65) 
	-

	t(35.37)=-4.58, p=0.001, d=1.21, E=3, µ =-1.04 (-1.49 -0.58) 
	-

	t(36.95)=-2.77, p=0.058, d=-0.73, E=0, µ =-0.69 (-1.18 -0.19) 
	t(34.79)=0.73, p=0.716, d=0.19, E=0, µ =0.19 (-0.34 0.73) 
	U=533, p=0.322, d=0.23, E=0, µ =0.25 (-0.02 0.56) 

	θ 
	θ 
	F4–FZ 
	t(29.34)=-3.71, p=0.001, d=0.97, E=3, µ =-0.87 (-1.34 -0.4) 
	-

	t(36.35)=-3.53, p=0.003, d=0.93, E=3, µ =-0.84 (-1.32 -0.36) 
	-

	t(34.01)=-2.95, p=0.054, d=-0.77, E=0, µ =-0.72 (-1.21 -0.23) 
	t(32.83)=0.76, p=0.716, d=0.2, E=0, µ =0.2 (-0.32 0.72) 
	U=607, p=0.074, d=0.38, E=0, µ =0.44 (0.16 0.67) 
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	θ 
	θ 
	θ 
	FZ–CZ 
	t(36.97)=-4.93, p¡0.001, d=1.29, E=3, µ =-1.09 (-1.53 -0.65) 
	-

	t(35.18)=-3.6, p=0.003, d=-0.95, E=2, µ =-0.86 (-1.34 -0.38) 
	t(36)=-2.43, p=0.061, d=-0.64, E=0, µ =-0.61 (-1.12 -0.11) 
	t(35.99)=0.33, p=0.926, d=0.09, E=0, µ =0.09 (-0.44 0.62) 
	U=513, p=0.347, d=0.19, E=0, µ =0.18 (-0.09 0.43) 

	θ 
	θ 
	F3–FZ 
	t(33.07)=-3.78, p=0.001, d=0.99, E=3, µ =-0.89 (-1.36 -0.41) 
	-

	t(31.27)=-2.15, p=0.036, d=0.56, E=3, µ =-0.54 (-1.05 -0.04) 
	-

	t(33.5)=-2.07, p=0.083, d=-0.54, E=0, µ =-0.52 (-1.03 -0.02) 
	t(35.99)=0.1, p=0.982, d=0.03, E=0, µ =0.03 (-0.5 0.55) 
	U=531, p=0.322, d=0.23, E=0, µ =0.28 (-0.03 0.58) 

	θ 
	θ 
	T4–C4 
	t(36.94)=-4.5, p¡0.001, d=1.18, E=3, µ =-1.02 (-1.48 -0.57) 
	-

	t(31.3)=-2.91, p=0.008, d=-0.76, E=2, µ =-0.71 (-1.2 -0.22) 
	t(27.44)=-2.56, p=0.061, d=-0.67, E=0, µ =-0.63 (-1.13 -0.13) 
	U=422, p=0.982, d=0, E=0, µ =0.01 (-0.5 0.53) 
	U=480, p=0.746, d=0.12, E=0, µ =0.1 (-0.15 0.35) 

	θ 
	θ 
	T3–C3 
	t(37)=-4.34, p¡0.001, d=-1.14, E=3, µ =-0.99 (-1.45 -0.54) 
	t(36.92)=-2.91, p=0.008, d=-0.76, E=2, µ =-0.72 (-1.21 -0.22) 
	t(36.99)=-2.1, p=0.083, d=-0.55, E=0, µ =-0.53 (-1.05 -0.02) 
	t(36.69)=0.21, p=0.96, d=0.05, E=0, µ =0.06 (-0.47 0.58) 
	U=575, p=0.177, d=0.32, E=0, µ =0.4 (0.08 0.72) 

	θ 
	θ 
	C4–CZ 
	t(35.15)=-3.35, p=0.002, d=0.88, E=3, µ =-0.8 (-1.29 -0.32) 
	-

	t(35.78)=-2.63, p=0.012, d=-0.69, E=2, µ =-0.65 (-1.15 -0.16) 
	t(36.7)=-2.2, p=0.083, d=-0.58, E=0, µ =-0.56 (-1.06 -0.05) 
	t(36.91)=-0.07, p=0.982, d=-0.02, E=0, µ =-0.02 (-0.55 0.51) 
	U=522, p=0.322, d=0.21, E=0, µ =0.18 (-0.05 0.39) 

	θ 
	θ 
	C3–CZ 
	t(35.99)=-3.73, p=0.001, d=0.98, E=3, µ =-0.88 (-1.35 -0.41) 
	-

	t(32.08)=-2.73, p=0.01, d=-0.71, E=2, µ =-0.67 (-1.17 -0.18) 
	t(31.15)=-2.43, p=0.061, d=-0.64, E=0, µ =-0.61 (-1.11 -0.11) 
	t(36.56)=0.88, p=0.716, d=0.23, E=0, µ =0.23 (-0.29 0.75) 
	U=463, p=0.799, d=0.09, E=0, µ =0.07 (-0.19 0.34) 

	θ 
	θ 
	CZ–PZ 
	t(33.82)=-5.67, p¡0.001, d=1.5, E=3, µ =-1.2 (-1.63 -0.78) 
	-

	U=199, p=0.002, d=0.45, E=3, µ =-0.86 (-1.29 -0.38) 
	t(36.91)=-1.86, p=0.121, d=-0.49, E=0, µ =-0.48 (-0.99 0.04) 
	t(35.23)=2.3, p=0.146, d=0.61, E=0, µ =0.58 (0.07 1.09) 
	U=471, p=0.77, d=0.1, E=0, µ =0.11 (-0.13 0.39) 

	θ 
	θ 
	C4–P4 
	t(36.05)=-4.95, p¡0.001, d=1.3, E=3, µ =-1.1 (-1.54 -0.65) 
	-

	t(36.75)=-3.19, p=0.006, d=0.84, E=3, µ =-0.78 (-1.27 -0.29) 
	-

	t(37)=-1.27, p=0.266, d=-0.33, E=0, µ =-0.33 (-0.85 0.19) 
	t(35.84)=3.56, p=0.018, d=0.93, E=2, µ =0.85 (0.37 1.32) 
	U=422, p=0.982, d=0, E=0, µ =0 (-0.47 0.41) 

	θ 
	θ 
	C3–P3 
	t(35.11)=-4.82, p¡0.001, d=1.27, E=3, µ =-1.08 (-1.53 -0.63) 
	-

	t(30.94)=-3.26, p=0.006, d=0.86, E=3, µ =-0.8 (-1.29 -0.31) 
	-

	t(34.92)=-1.31, p=0.266, d=-0.34, E=0, µ =-0.34 (-0.87 0.18) 
	t(36.83)=1.71, p=0.359, d=0.45, E=0, µ =0.44 (-0.08 0.96) 
	U=437, p=0.967, d=0.03, E=0, µ =0.04 (-0.47 0.48) 

	θ 
	θ 
	T4–T6 
	t(36.96)=-4.21, p¡0.001, d=-1.11, E=2, µ =-0.97 (-1.43 -0.51) 
	t(36.28)=-2.76, p=0.01, d=0.72, E=3, µ =-0.68 (-1.18 -0.19) 
	-

	t(33.29)=-0.92, p=0.377, d=-0.24, E=0, µ =-0.24 (-0.76 0.28) 
	t(29.62)=2.34, p=0.146, d=0.61, E=0, µ =0.58 (0.08 1.09) 
	U=439, p=0.967, d=0.04, E=0, µ =0.06 (-0.22 0.29) 

	θ 
	θ 
	T3–T5 
	U=232, p=0.003, d=0.38, E=3, µ =-0.83 (-1.34 -0.34) 
	t(35.2)=-2.84, p=0.009, d=-0.75, E=2, µ =-0.71 (-1.2 -0.21) 
	t(36.82)=-1.53, p=0.19, d=-0.4, E=0, µ =-0.4 (-0.91 0.12) 
	U=460, p=0.779, d=0.08, E=0, µ =0.16 (-0.34 0.61) 
	U=523, p=0.322, d=0.21, E=0, µ =0.32 (-0.1 0.67) 

	θ 
	θ 
	P4–PZ 
	t(36.96)=-4.47, p¡0.001, d=1.17, E=3, µ =-1.02 (-1.47 -0.56) 
	-

	t(36.84)=-3.97, p=0.002, d=1.04, E=3, µ =-0.93 (-1.39 -0.46) 
	-

	U=268, p=0.061, d=0.31, E=0, µ =-0.64 (-1.21 -0.12) 
	t(36.5)=1.24, p=0.56, d=0.32, E=0, µ =0.32 (-0.2 0.84) 
	U=425, p=0.982, d=0.01, E=0, µ =0.02 (-0.31 0.33) 

	θ 
	θ 
	P3–PZ 
	t(30.35)=-2.96, p=0.005, d=0.77, E=3, µ =-0.72 (-1.21 -0.23) 
	-

	t(32.17)=-2.74, p=0.01, d=-0.72, E=2, µ =-0.68 (-1.17 -0.18) 
	t(29.61)=-1.17, p=0.301, d=-0.3, E=0, µ =-0.3 (-0.82 0.22) 
	U=567, p=0.146, d=0.3, E=0, µ =0.51 (0.08 1.01) 
	U=442, p=0.967, d=0.04, E=0, µ =0.05 (-0.19 0.31) 

	θ 
	θ 
	T6–O2 
	t(32.09)=-3.24, p=0.002, d=-0.85, E=2, µ =-0.78 (-1.26 -0.3) 
	t(36.57)=-2.97, p=0.008, d=-0.78, E=2, µ =-0.73 (-1.22 -0.24) 
	t(27.85)=-1.05, p=0.33, d=-0.27, E=0, µ =-0.27 (-0.79 0.25) 
	U=492, p=0.56, d=0.15, E=0, µ =0.26 (-0.17 0.68) 
	U=378, p=0.799, d=0.09, E=0, µ =-0.06 (-0.29 0.14) 

	θ 
	θ 
	T5–O1 
	U=200, p=0.001, d=0.45, E=3, µ =-1.02 (-1.47 -0.41) 
	t(36.49)=-2.92, p=0.008, d=-0.76, E=2, µ =-0.72 (-1.21 -0.22) 
	t(31.06)=-1.57, p=0.189, d=-0.41, E=0, µ =-0.4 (-0.92 0.11) 
	U=495, p=0.56, d=0.15, E=0, µ =0.29 (-0.18 0.74) 
	U=367, p=0.77, d=0.11, E=0, µ =0.06 (-0.23 0.1) 
	-


	θ 
	θ 
	P4–O2 
	t(36.42)=-4.15, p¡0.001, d=1.09, E=3, µ =-0.96 (-1.42 -0.5) 
	-

	t(36.89)=-2.61, p=0.012, d=-0.69, E=2, µ =-0.65 (-1.15 -0.15) 
	t(34.96)=-0.87, p=0.386, d=-0.23, E=0, µ =-0.23 (-0.75 0.3) 
	U=514, p=0.483, d=0.19, E=0, µ =0.31 (-0.11 0.74) 
	U=411, p=0.982, d=0.02, E=0, µ =-0.01 (-0.17 0.15) 


	A.3 Results of statistical tests for epoch 2 
	θ 
	θ 
	θ 
	P3–O1 
	t(36.88)=-3.74, p=0.001, d=0.98, E=3, µ =-0.88 (-1.36 -0.41) 
	-

	t(36.73)=-3.19, p=0.006, d=-0.84, E=2, µ =-0.78 (-1.27 -0.29) 
	t(36.9)=-1.13, p=0.302, d=-0.3, E=0, µ =-0.3 (-0.82 0.23) 
	t(29.51)=2, p=0.235, d=0.52, E=0, µ =0.5 (0 1.01) 
	U=425, p=0.982, d=0.01, E=0, µ =0.01 (-0.17 0.21) 

	θ 
	θ 
	O1–O2 
	t(36.29)=-3.87, p=0.001, d=1.01, E=3, µ =-0.91 (-1.38 -0.44) 
	-

	t(36.95)=-3.05, p=0.008, d=0.8, E=3, µ =-0.75 (-1.24 -0.26) 
	-

	t(33.7)=-1.61, p=0.187, d=-0.42, E=0, µ =-0.41 (-0.93 0.1) 
	U=509, p=0.489, d=0.18, E=0, µ =0.28 (-0.15 0.86) 
	U=392, p=0.965, d=0.06, E=0, µ =-0.03 (-0.25 0.17) 

	α 
	α 
	F8–F4 
	t(33.5)=-3.37, p=0.003, d=-0.88, E=2, µ =-0.81 (-1.29 -0.33) 
	t(35.07)=-2.68, p=0.03, d=-0.7, E=1, µ =-0.66 (-1.16 -0.17) 
	U=371, p=0.798, d=0.1, E=0, µ =0.19 (-0.67 0.35) 
	-

	t(36.85)=1.96, p=0.074, d=0.51, E=0, µ =0.5 (-0.01 1.01) 
	U=582, p=0.025, d=0.33, E=2, µ =0.53 (0.11 0.9) 

	α 
	α 
	F7–F3 
	t(36.66)=-3.96, p=0.001, d=-1.04, E=2, µ =-0.92 (-1.39 -0.46) 
	t(35.07)=-3.26, p=0.015, d=-0.85, E=1, µ =-0.79 (-1.27 -0.3) 
	t(32.72)=-1.69, p=0.791, d=-0.44, E=0, µ =-0.44 (-0.96 0.08) 
	t(36.34)=1.23, p=0.244, d=0.32, E=0, µ =0.32 (-0.2 0.85) 
	U=585, p=0.025, d=0.34, E=2, µ =0.43 (0.11 0.76) 

	α 
	α 
	F4–C4 
	t(32.9)=-4.25, p¡0.001, d=-1.12, E=2, µ =-0.98 (-1.45 -0.52) 
	t(36.6)=-3.38, p=0.015, d=-0.89, E=1, µ =-0.82 (-1.3 -0.33) 
	U=416, p=0.957, d=0.01, E=0, µ =-0.02 (-0.48 0.48) 
	t(29.02)=1.31, p=0.227, d=0.35, E=0, µ =0.35 (-0.19 0.88) 
	U=669, p=0.001, d=0.51, E=3, µ =0.66 (0.38 1.01) 

	α 
	α 
	F3–C3 
	t(36.94)=-4.23, p¡0.001, d=-1.11, E=2, µ =-0.98 (-1.44 -0.51) 
	t(36.72)=-3.46, p=0.015, d=-0.91, E=1, µ =-0.83 (-1.31 -0.35) 
	U=394, p=0.798, d=0.05, E=0, µ =-0.12 (-0.58 0.37) 
	U=563, p=0.049, d=0.29, E=3, µ =0.55 (0.05 0.99) 
	U=670, p=0.001, d=0.51, E=3, µ =0.71 (0.33 0.99) 

	α 
	α 
	F4–FZ 
	t(34.65)=-3.21, p=0.005, d=-0.84, E=2, µ =-0.78 (-1.26 -0.29) 
	t(35.75)=-2.96, p=0.021, d=-0.77, E=1, µ =-0.72 (-1.22 -0.23) 
	t(35.7)=-0.93, p=0.798, d=-0.24, E=0, µ =-0.24 (-0.77 0.28) 
	t(37)=1.76, p=0.102, d=0.46, E=0, µ =0.45 (-0.06 0.97) 
	U=634, p=0.005, d=0.44, E=3, µ =0.57 (0.25 0.91) 

	α 
	α 
	FZ–CZ 
	t(36.99)=-4.56, p¡0.001, d=-1.2, E=1, µ =-1.03 (-1.48 -0.58) 
	t(36.73)=-2.88, p=0.022, d=-0.76, E=1, µ =-0.71 (-1.21 -0.22) 
	U=448, p=0.798, d=0.06, E=0, µ =0.08 (-0.38 0.55) 
	t(29.42)=1.16, p=0.263, d=0.31, E=0, µ =0.31 (-0.23 0.84) 
	U=582, p=0.025, d=0.33, E=3, µ =0.38 (0.1 0.69) 

	α 
	α 
	F3–FZ 
	t(37)=-3.81, p=0.001, d=-1, E=1, µ =-0.9 (-1.37 -0.43) 
	t(32.09)=-1.86, p=0.087, d=-0.49, E=0, µ =-0.47 (-0.98 0.04) 
	t(36.83)=-1.23, p=0.791, d=-0.32, E=0, µ =-0.32 (-0.84 0.2) 
	t(36.84)=0.87, p=0.386, d=0.23, E=0, µ =0.23 (-0.3 0.76) 
	U=600, p=0.021, d=0.37, E=3, µ =0.52 (0.16 0.89) 

	α 
	α 
	T4–C4 
	t(32.64)=-2.88, p=0.008, d=-0.75, E=1, µ =-0.7 (-1.2 -0.21) 
	t(26.92)=-2.19, p=0.059, d=-0.57, E=0, µ =-0.55 (-1.05 -0.05) 
	t(36.83)=-0.16, p=0.913, d=-0.04, E=0, µ =-0.04 (-0.57 0.49) 
	U=547, p=0.072, d=0.26, E=0, µ =0.45 (0.01 0.94) 
	U=576, p=0.025, d=0.32, E=2, µ =0.35 (0.08 0.64) 

	α 
	α 
	T3–C3 
	t(35.81)=-3.05, p=0.007, d=-0.8, E=1, µ =-0.75 (-1.24 -0.26) 
	t(36)=-2.65, p=0.03, d=-0.69, E=1,µ =-0.66 (-1.16 -0.16) 
	t(31.98)=-0.65, p=0.798, d=-0.17, E=0, µ =-0.17 (-0.71 0.36) 
	U=560, p=0.052, d=0.29, E=0, µ =0.6 (0.08 1.04) 
	U=626, p=0.006, d=0.42, E=2, µ =0.6 (0.22 0.95) 

	α 
	α 
	C4–CZ 
	t(34.74)=-2.36, p=0.024, d=-0.62, E=1, µ =-0.59 (-1.09 -0.09) 
	t(35)=-2.57, p=0.03, d=-0.67, E=1,µ =-0.64 (-1.14 -0.14) 
	U=404, p=0.888, d=0.03, E=0, µ =-0.05 (-0.48 0.37) 
	U=546, p=0.072, d=0.26, E=0, µ =0.45 (-0.02 0.85) 
	U=575, p=0.025, d=0.32, E=2, µ =0.36 (0.06 0.68) 

	α 
	α 
	C3–CZ 
	t(35.69)=-2.89, p=0.008, d=-0.76, E=1, µ =-0.71 (-1.2 -0.22) 
	t(29.85)=-2.29, p=0.055, d=-0.6, E=0, µ =-0.57 (-1.08 -0.07) 
	U=477, p=0.798, d=0.12, E=0, µ =0.19 (-0.3 0.54) 
	t(32.74)=2.09, p=0.068, d=0.55, E=0, µ =0.54 (0.02 1.05) 
	U=594, p=0.024, d=0.36, E=2, µ =0.5 (0.18 0.9) 

	α 
	α 
	CZ–PZ 
	t(36.56)=-4.71, p¡0.001, d=-1.24, E=2, µ =-1.06 (-1.51 -0.61) 
	t(36.45)=-2.6, p=0.03, d=-0.68, E=1, µ =-0.65 (-1.15 -0.15) 
	U=491, p=0.791, d=0.15, E=0, µ =0.24 (-0.22 0.72) 
	t(23.71)=2.68, p=0.024, d=0.71, E=3, µ =0.68 (0.17 1.19) 
	U=577, p=0.025, d=0.32, E=3, µ =0.45 (0.12 0.76) 

	α 
	α 
	C4–P4 
	t(36.53)=-4.43, p¡0.001, d=-1.16, E=2, µ =-1.01 (-1.46 -0.55) 
	t(35.3)=-2.02, p=0.076, d=-0.53, E=0, µ =-0.51 (-1.02 0) 
	U=514, p=0.791, d=0.19, E=0, µ =0.39 (-0.14 0.88) 
	t(27.55)=3.46, p=0.011, d=0.92, E=3, µ =0.84 (0.35 1.33) 
	U=535, p=0.101, d=0.23, E=0, µ =0.33 (-0.04 0.75) 

	α 
	α 
	C3–P3 
	t(36.17)=-3.54, p=0.002, d=-0.93, E=1, µ =-0.85 (-1.33 -0.37) 
	t(34.82)=-2.24, p=0.057, d=-0.59, E=0, µ =-0.57 (-1.08 -0.06) 
	U=463, p=0.798, d=0.09, E=0, µ =0.15 (-0.28 0.69) 
	t(27.11)=2.69, p=0.024, d=0.71, E=3, µ =0.68 (0.17 1.19) 
	U=527, p=0.114, d=0.22, E=0, µ =0.35 (-0.04 0.72) 

	α 
	α 
	T4–T6 
	t(34.51)=-2.91, p=0.008, d=-0.76, E=1, µ =-0.71 (-1.2 -0.22) 
	t(31.99)=-1.66, p=0.117, d=-0.43, E=0, µ =-0.42 (-0.94 0.09) 
	t(35.19)=0.84, p=0.798, d=0.22, E=0, µ =0.22 (-0.31 0.75) 
	U=604, p=0.014, d=0.38, E=3, µ =0.75 (0.24 1.18) 
	U=540, p=0.09, d=0.25, E=0, µ =0.29 (-0.02 0.59) 

	α 
	α 
	T3–T5 
	t(35.91)=-2.39, p=0.023, d=-0.63, E=1, µ =-0.6 (-1.1 -0.1) 
	t(36.99)=-2.01, p=0.076, d=-0.53, E=0, µ =-0.51 (-1.02 0) 
	U=451, p=0.798, d=0.06, E=0, µ =0.12 (-0.39 0.63) 
	U=573, p=0.035, d=0.31, E=3, µ =0.61 (0.15 0.96) 
	U=576, p=0.025, d=0.32, E=2, µ =0.44 (0.11 0.84) 


	A.3 Results of statistical tests for epoch 2 
	α 
	α 
	α 
	P4–PZ 
	t(36.84)=-2.57, p=0.015, d=-0.68, E=1, µ =-0.64 (-1.15 -0.14) 
	t(36.32)=-3.05, p=0.02, d=-0.8, E=1, µ =-0.74 (-1.23 -0.25) 
	U=457, p=0.798, d=0.08, E=0, µ =0.12 (-0.29 0.63) 
	t(29.69)=1.86, p=0.089, d=0.49, E=0, µ =0.48 (-0.04 1.01) 
	U=546, p=0.077, d=0.26, E=0, µ =0.38 (0 0.81) 

	α 
	α 
	P3–PZ 
	t(25.4)=-2.18, p=0.034, d=-0.57, E=1, µ =-0.55 (-1.05 -0.04) 
	t(33.5)=-1.73, p=0.108, d=-0.45, E=0, µ =-0.44 (-0.96 0.07) 
	U=507, p=0.791, d=0.18, E=0, µ =0.36 (-0.11 0.81) 
	t(34.15)=3.66, p=0.011, d=0.96, E=3, µ =0.88 (0.4 1.36) 
	U=582, p=0.025, d=0.33, E=2, µ =0.52 (0.13 0.94) 

	α 
	α 
	T6–O2 
	U=195, p=0.001, d=0.46, E=1, µ =-0.78 (-1.16 -0.33) 
	t(32.47)=-1.94, p=0.079, d=-0.51, E=0, µ =-0.49 (-1 0.02) 
	t(34.76)=1.14, p=0.791, d=0.3, E=0, µ =0.3 (-0.22 0.82) 
	U=600, p=0.015, d=0.37, E=3, µ =0.7 (0.21 1.14) 
	U=522, p=0.12, d=0.21, E=0, µ =0.18 (-0.04 0.43) 

	α 
	α 
	T5–O1 
	t(33.16)=-2.75, p=0.01, d=-0.72, E=1, µ =-0.68 (-1.17 -0.18) 
	t(32.65)=-1.94, p=0.079, d=-0.51, E=0, µ =-0.49 (-1 0.02) 
	t(36.93)=1.65, p=0.791, d=0.43, E=0, µ =0.43 (-0.09 0.94) 
	U=622, p=0.011, d=0.41, E=3, µ =0.84 (0.35 1.3) 
	U=525, p=0.114, d=0.21, E=0, µ =0.19 (-0.04 0.48) 

	α 
	α 
	P4–O2 
	t(35.83)=-2.32, p=0.025, d=-0.61, E=1, µ =-0.58 (-1.09 -0.08) 
	t(34.25)=-1.46, p=0.15, d=-0.38, E=0, µ =-0.38 (-0.89 0.14) 
	t(36.55)=1.33, p=0.791, d=0.35, E=0, µ =0.35 (-0.17 0.87) 
	U=591, p=0.021, d=0.35, E=3, µ =0.71 (0.19 1.15) 
	U=525, p=0.114, d=0.21, E=0, µ =0.19 (-0.04 0.45) 

	α 
	α 
	P3–O1 
	t(36.28)=-2.9, p=0.008, d=-0.76, E=1, µ =-0.71 (-1.2 -0.22) 
	t(36.33)=-1.63, p=0.117, d=-0.43, E=0, µ =-0.42 (-0.94 0.1) 
	t(36.84)=0.71, p=0.798, d=0.19, E=0, µ =0.19 (-0.34 0.72) 
	t(33.53)=3.05, p=0.014, d=0.8, E=3, µ =0.75 (0.26 1.25) 
	U=530, p=0.113, d=0.22, E=0, µ =0.23 (-0.03 0.5) 

	α 
	α 
	O1–O2 
	t(37)=-2.99, p=0.007, d=-0.79, E=2, µ =-0.74 (-1.23 -0.24) 
	t(35.61)=-1.62, p=0.117, d=-0.42, E=0, µ =-0.42 (-0.93 0.1) 
	t(36.75)=0.51, p=0.798, d=0.13, E=0, µ =0.13 (-0.39 0.66) 
	U=614, p=0.013, d=0.4, E=3, µ =0.7 (0.3 1.23) 
	U=498, p=0.23, d=0.16, E=0, µ =0.15 (-0.1 0.48) 

	β 
	β 
	F8–F4 
	U=445, p=0.875, d=0.05, E=0, µ =0.07 (-0.3 0.46) 
	U=511, p=0.915, d=0.19, E=0, µ =0.35 (-0.15 0.76) 
	t(35.73)=1.81, p=0.087, d=0.48, E=0, µ =0.47 (-0.05 0.99) 
	U=612, p=0.03, d=0.39, E=2, µ =0.63 (0.23 1.06) 
	U=642, p=0.002, d=0.45, E=2, µ =0.62 (0.32 0.93) 

	β 
	β 
	F7–F3 
	U=446, p=0.875, d=0.05, E=0, µ =0.08 (-0.41 0.63) 
	t(34.81)=0.29, p=0.938, d=0.08, E=0, µ =0.08 (-0.46 0.61) 
	U=540, p=0.076, d=0.25, E=0, µ =0.43 (-0.03 0.91) 
	U=569, p=0.031, d=0.3, E=2, µ =0.41 (0.05 0.81) 
	U=616, p=0.006, d=0.4, E=3, µ =0.45 (0.18 0.76) 

	β 
	β 
	F4–C4 
	U=399, p=0.875, d=0.04, E=0, µ =-0.07 (-0.45 0.36) 
	t(36.62)=0.29, p=0.938, d=0.08, E=0, µ =0.08 (-0.45 0.61) 
	U=556, p=0.049, d=0.28, E=3, µ =0.47 (0.04 0.95) 
	U=549, p=0.054, d=0.26, E=0, µ =0.46 (0.01 0.89) 
	U=647, p=0.002, d=0.46, E=3, µ =0.49 (0.27 0.84) 

	β 
	β 
	F3–C3 
	U=450, p=0.875, d=0.06, E=0, µ =0.12 (-0.4 0.63) 
	t(34.2)=0.96, p=0.915, d=0.25, E=0, µ =0.26 (-0.28 0.79) 
	U=583, p=0.027, d=0.33, E=3, µ =0.63 (0.16 0.99) 
	U=596, p=0.031, d=0.36, E=3, µ =0.63 (0.2 1.08) 
	U=685, p¡0.001, d=0.54, E=3, µ =0.52 (0.28 0.78) 

	β 
	β 
	F4–FZ 
	U=453, p=0.875, d=0.07, E=0, µ =0.1 (-0.29 0.68) 
	t(31.05)=0.58, p=0.915, d=0.15, E=0, µ =0.15 (-0.37 0.68) 
	t(35.97)=1.76, p=0.092, d=0.46, E=0, µ =0.45 (-0.06 0.96) 
	U=598, p=0.031, d=0.36, E=3, µ =0.62 (0.19 1.07) 
	U=662, p=0.001, d=0.49, E=3, µ =0.49 (0.24 0.73) 

	β 
	β 
	FZ–CZ 
	U=392, p=0.875, d=0.06, E=0, µ =-0.1 (-0.6 0.29) 
	t(36.67)=0.53, p=0.915, d=0.14, E=0, µ =0.14 (-0.39 0.67) 
	U=563, p=0.042, d=0.29, E=3, µ =0.51 (0.06 0.98) 
	t(37)=1.79, p=0.082, d=0.47, E=0, µ =0.46 (-0.05 0.98) 
	U=597, p=0.009, d=0.36, E=3, µ =0.33 (0.09 0.64) 

	β 
	β 
	F3–FZ 
	U=429, p=0.896, d=0.02, E=0, µ =0.02 (-0.47 0.4) 
	U=382, p=0.915, d=0.08, E=0, µ =-0.14 (-0.61 0.32) 
	t(36.26)=1.06, p=0.293, d=0.28, E=0, µ =0.28 (-0.25 0.81) 
	U=574, p=0.031, d=0.31, E=3, µ =0.55 (0.12 1.03) 
	U=633, p=0.003, d=0.44, E=3, µ =0.47 (0.19 0.78) 

	β 
	β 
	T4–C4 
	U=395, p=0.875, d=0.05, E=0, µ =-0.08 (-0.4 0.32) 
	U=428, p=0.949, d=0.02, E=0, µ =0.02 (-0.48 0.56) 
	U=544, p=0.069, d=0.25, E=0, µ =0.45 (-0.02 0.88) 
	U=561, p=0.038, d=0.29, E=2, µ =0.49 (0.05 0.92) 
	U=606, p=0.008, d=0.38, E=2, µ =0.33 (0.12 0.57) 

	β 
	β 
	T3–C3 
	U=397, p=0.875, d=0.05, E=0, µ =-0.1 (-0.5 0.42) 
	t(36.85)=-0.32, p=0.938, d=-0.08, E=0, µ =-0.08 (-0.61 0.44) 
	U=568, p=0.039, d=0.3, E=3, µ =0.57 (0.1 1.08) 
	U=578, p=0.031, d=0.32, E=2, µ =0.56 (0.11 1.02) 
	U=622, p=0.005, d=0.41, E=2, µ =0.51 (0.21 0.82) 

	β 
	β 
	C4–CZ 
	U=498, p=0.875, d=0.16, E=0, µ =0.29 (-0.18 0.7) 
	t(36.67)=0.12, p=0.949, d=0.03, E=0, µ =0.03 (-0.5 0.56) 
	U=506, p=0.193, d=0.18, E=0, µ =0.27 (-0.15 0.67) 
	t(35.68)=2.48, p=0.031, d=0.65, E=2, µ =0.63 (0.12 1.13) 
	U=615, p=0.006, d=0.4, E=2, µ =0.34 (0.12 0.6) 

	β 
	β 
	C3–CZ 
	U=394, p=0.875, d=0.05, E=0, µ =-0.12 (-0.55 0.43) 
	t(33.42)=0.04, p=0.969, d=0.01, E=0, µ =0.01 (-0.52 0.54) 
	U=588, p=0.027, d=0.34, E=2, µ =0.52 (0.16 0.9) 
	t(36.04)=2.71, p=0.031, d=0.71, E=2, µ =0.68 (0.18 1.18) 
	U=605, p=0.008, d=0.38, E=2, µ =0.41 (0.14 0.72) 

	β 
	β 
	CZ–PZ 
	U=492, p=0.875, d=0.15, E=0, µ =0.29 (-0.26 0.84) 
	t(36.82)=1.17, p=0.915, d=0.31, E=0, µ =0.31 (-0.22 0.83) 
	U=624, p=0.012, d=0.42, E=3, µ =0.74 (0.31 1.14) 
	t(36.87)=2.57, p=0.031, d=0.68, E=3, µ =0.64 (0.14 1.15) 
	U=596, p=0.009, d=0.36, E=3, µ =0.39 (0.12 0.73) 

	β 
	β 
	C4–P4 
	U=500, p=0.875, d=0.16, E=0, µ =0.28 (-0.17 0.72) 
	t(35.13)=2.54, p=0.324, d=0.66, E=0, µ =0.63 (0.13 1.13) 
	U=663, p=0.002, d=0.5, E=3, µ =0.83 (0.48 1.33) 
	U=611, p=0.03, d=0.39, E=2, µ =0.75 (0.25 1.24) 
	U=571, p=0.026, d=0.31, E=2, µ =0.42 (0.07 0.9) 


	A.3 Results of statistical tests for epoch 2 
	β 
	β 
	β 
	C3–P3 
	U=464, p=0.875, d=0.09, E=0, µ =0.17 (-0.26 0.69) 
	t(36.94)=1.04, p=0.915, d=0.27, E=0, µ =0.27 (-0.25 0.8) 
	U=612, p=0.012, d=0.39, E=3, µ =0.66 (0.23 1.09) 
	U=583, p=0.031, d=0.33, E=3, µ =0.68 (0.17 1.08) 
	U=561, p=0.038, d=0.29, E=2, µ =0.4 (0.04 0.73) 

	β 
	β 
	T4–T6 
	U=352, p=0.875, d=0.14, E=0, µ =-0.19 (-0.65 0.19) 
	t(35.21)=0.85, p=0.915, d=0.22, E=0, µ =0.22 (-0.3 0.74) 
	U=578, p=0.028, d=0.32, E=3, µ =0.64 (0.15 1.09) 
	U=530, p=0.088, d=0.22, E=0, µ =0.4 (-0.1 0.89) 
	U=538, p=0.081, d=0.24, E=0, µ =0.22 (-0.01 0.49) 

	β 
	β 
	T3–T5 
	U=390, p=0.875, d=0.06, E=0, µ =-0.09 (-0.5 0.32) 
	t(33.73)=0.38, p=0.938, d=0.1, E=0, µ =0.1 (-0.43 0.63) 
	U=567, p=0.039, d=0.3, E=3, µ =0.58 (0.09 1) 
	U=569, p=0.031, d=0.3, E=2, µ =0.5 (0.07 1.01) 
	U=572, p=0.026, d=0.31, E=2, µ =0.34 (0.06 0.66) 

	β 
	β 
	P4–PZ 
	U=439, p=0.875, d=0.04, E=0, µ =0.09 (-0.37 0.63) 
	t(36.47)=0.63, p=0.915, d=0.17, E=0, µ =0.17 (-0.36 0.69) 
	U=584, p=0.027, d=0.34, E=3, µ =0.59 (0.16 1.11) 
	U=576, p=0.031, d=0.32, E=3, µ =0.6 (0.11 1.09) 
	U=596, p=0.009, d=0.36, E=3, µ =0.48 (0.14 0.8) 

	β 
	β 
	P3–PZ 
	U=471, p=0.875, d=0.1, E=0, µ =0.13 (-0.23 0.55) 
	U=464, p=0.915, d=0.09, E=0, µ =0.15 (-0.32 0.63) 
	U=583, p=0.027, d=0.33, E=3, µ =0.7 (0.18 1.13) 
	U=570, p=0.031, d=0.31, E=3, µ =0.61 (0.13 1.09) 
	U=596, p=0.009, d=0.36, E=3, µ =0.37 (0.09 0.7) 

	β 
	β 
	T6–O2 
	U=366, p=0.875, d=0.11, E=0, µ =-0.12 (-0.43 0.19) 
	U=428, p=0.949, d=0.02, E=0, µ =0.03 (-0.44 0.51) 
	U=580, p=0.028, d=0.33, E=3, µ =0.63 (0.14 1.11) 
	U=538, p=0.074, d=0.24, E=0, µ =0.31 (-0.06 0.69) 
	U=525, p=0.109, d=0.21, E=0, µ =0.16 (-0.04 0.4) 

	β 
	β 
	T5–O1 
	U=342, p=0.875, d=0.16, E=0, µ =-0.22 (-0.54 0.14) 
	t(26.1)=0.53, p=0.915, d=0.14, E=0, µ =0.14 (-0.38 0.66) 
	U=618, p=0.012, d=0.4, E=3, µ =0.8 (0.29 1.25) 
	U=539, p=0.074, d=0.24, E=0, µ =0.37 (-0.05 0.78) 
	U=535, p=0.086, d=0.23, E=0, µ =0.16 (-0.01 0.39) 

	β 
	β 
	P4–O2 
	U=403, p=0.875, d=0.03, E=0, µ =-0.04 (-0.43 0.32) 
	t(31.27)=1.27, p=0.915, d=0.33, E=0, µ =0.33 (-0.19 0.85) 
	U=611, p=0.012, d=0.39, E=3, µ =0.77 (0.27 1.2) 
	U=569, p=0.031, d=0.3, E=2, µ =0.45 (0.07 0.92) 
	U=526, p=0.109, d=0.22, E=0, µ =0.15 (-0.02 0.36) 

	β 
	β 
	P3–O1 
	U=368, p=0.875, d=0.11, E=0, µ =-0.17 (-0.53 0.26) 
	t(34.59)=1.2, p=0.915, d=0.31, E=0, µ =0.31 (-0.21 0.83) 
	t(33.3)=2.18, p=0.049, d=0.58, E=3, µ =0.56 (0.05 1.07) 
	U=550, p=0.054, d=0.27, E=0, µ =0.46 (0.02 0.94) 
	U=556, p=0.044, d=0.28, E=2, µ =0.23 (0.01 0.49) 

	β 
	β 
	O1–O2 
	U=409, p=0.896, d=0.02, E=0, µ =-0.06 (-0.51 0.42) 
	t(32.53)=1.47, p=0.915, d=0.38, E=0, µ =0.38 (-0.14 0.89) 
	t(36.64)=2.03, p=0.064, d=0.53, E=0, µ =0.52 (0.01 1.03) 
	U=564, p=0.036, d=0.29, E=3, µ =0.55 (0.07 1.04) 
	U=523, p=0.111, d=0.21, E=0, µ =0.16 (-0.04 0.49) 

	γ 
	γ 
	F8–F4 
	U=508, p=0.815, d=0.18, E=0, µ =0.19 (-0.1 0.43) 
	U=505, p=0.546, d=0.17, E=0, µ =0.41 (-0.19 0.88) 
	U=613, p=0.009, d=0.39, E=2, µ =0.69 (0.27 1.14) 
	U=671, p=0.001, d=0.51, E=2, µ =0.7 (0.42 1) 
	U=579, p=0.042, d=0.32, E=2, µ =0.47 (0.12 0.81) 

	γ 
	γ 
	F7–F3 
	U=500, p=0.815, d=0.16, E=0, µ =0.14 (-0.07 0.42) 
	U=529, p=0.351, d=0.22, E=0, µ =0.44 (-0.09 0.89) 
	U=603, p=0.011, d=0.37, E=2, µ =0.53 (0.16 0.89) 
	U=606, p=0.007, d=0.38, E=2, µ =0.41 (0.17 0.69) 
	U=609, p=0.029, d=0.39, E=2, µ =0.39 (0.12 0.62) 

	γ 
	γ 
	F4–C4 
	U=496, p=0.815, d=0.16, E=0, µ =0.1 (-0.07 0.26) 
	U=518, p=0.427, d=0.2, E=0, µ =0.26 (-0.1 0.58) 
	U=617, p=0.009, d=0.4, E=3, µ =0.59 (0.24 0.95) 
	U=659, p=0.001, d=0.49, E=2, µ =0.38 (0.19 0.64) 
	U=604, p=0.029, d=0.38, E=2, µ =0.24 (0.08 0.42) 

	γ 
	γ 
	F3–C3 
	U=495, p=0.815, d=0.15, E=0, µ =0.09 (-0.06 0.24) 
	U=546, p=0.231, d=0.26, E=0, µ =0.33 (0 0.71) 
	U=656, p=0.004, d=0.48, E=3, µ =0.68 (0.33 1.01) 
	U=683, p¡0.001, d=0.54, E=2, µ =0.47 (0.27 0.71) 
	U=617, p=0.029, d=0.4, E=2, µ =0.26 (0.08 0.45) 

	γ 
	γ 
	F4–FZ 
	U=552, p=0.815, d=0.27, E=0, µ =0.13 (0.01 0.27) 
	U=555, p=0.231, d=0.28, E=0, µ =0.3 (0.02 0.58) 
	U=617, p=0.009, d=0.4, E=3, µ =0.56 (0.25 0.96) 
	U=636, p=0.003, d=0.44, E=2, µ =0.37 (0.19 0.6) 
	U=591, p=0.035, d=0.35, E=2, µ =0.21 (0.06 0.37) 

	γ 
	γ 
	FZ–CZ 
	U=517, p=0.815, d=0.2, E=0, µ =0.08 (-0.03 0.19) 
	U=549, p=0.231, d=0.26, E=0, µ =0.21 (0 0.45) 
	U=571, p=0.035, d=0.31, E=3, µ =0.41 (0.07 0.64) 
	U=629, p=0.003, d=0.43, E=2, µ =0.31 (0.14 0.53) 
	U=564, p=0.062, d=0.29, E=0, µ =0.12 (0.02 0.23) 

	γ 
	γ 
	F3–FZ 
	U=520, p=0.815, d=0.2, E=0, µ =0.12 (-0.03 0.29) 
	U=556, p=0.231, d=0.28, E=0, µ =0.33 (0.03 0.61) 
	U=617, p=0.009, d=0.4, E=3, µ =0.57 (0.23 0.88) 
	U=649, p=0.001, d=0.47, E=2, µ =0.47 (0.21 0.71) 
	U=568, p=0.06, d=0.3, E=0, µ =0.21 (0.03 0.41) 

	γ 
	γ 
	T4–C4 
	U=399, p=0.96, d=0.04, E=0, µ =0.03 (-0.19 0.13) 
	-

	U=418, p=0.982, d=0, E=0, µ =0 (-0.33 0.3) 
	U=575, p=0.032, d=0.32, E=3, µ =0.29 (0.07 0.59) 
	U=622, p=0.004, d=0.41, E=2, µ =0.28 (0.11 0.51) 
	U=540, p=0.12, d=0.25, E=0, µ =0.12 (-0.01 0.25) 

	γ 
	γ 
	T3–C3 
	U=445, p=0.96, d=0.05, E=0, µ =0.03 (-0.16 0.23) 
	U=560, p=0.231, d=0.29, E=0, µ =0.35 (0.03 0.73) 
	U=605, p=0.011, d=0.38, E=2, µ =0.5 (0.18 0.96) 
	U=634, p=0.003, d=0.44, E=2, µ =0.51 (0.24 0.81) 
	U=590, p=0.035, d=0.35, E=2, µ =0.29 (0.08 0.49) 

	γ 
	γ 
	C4–CZ 
	U=470, p=0.96, d=0.1, E=0, µ =0.05 (-0.07 0.18) 
	U=463, p=0.784, d=0.09, E=0, µ =0.08 (-0.21 0.31) 
	U=543, p=0.066, d=0.25, E=0, µ =0.32 (-0.01 0.63) 
	U=612, p=0.006, d=0.39, E=2, µ =0.33 (0.14 0.57) 
	U=562, p=0.062, d=0.29, E=0, µ =0.14 (0.02 0.27) 

	γ 
	γ 
	C3–CZ 
	U=461, p=0.96, d=0.08, E=0, µ =0.04 (-0.08 0.14) 
	U=451, p=0.878, d=0.06, E=0, µ =0.09 (-0.22 0.4) 
	U=614, p=0.009, d=0.4, E=2, µ =0.52 (0.24 0.92) 
	U=613, p=0.006, d=0.39, E=2, µ =0.39 (0.15 0.68) 
	U=582, p=0.042, d=0.33, E=2, µ =0.15 (0.04 0.36) 


	A.3 Results of statistical tests for epoch 2 
	γ 
	γ 
	γ 
	CZ–PZ 
	U=479, p=0.96, d=0.12, E=0, µ =0.05 (-0.07 0.19) 
	U=466, p=0.784, d=0.09, E=0, µ =0.12 (-0.26 0.48) 
	U=550, p=0.059, d=0.27, E=0, µ =0.4 (0.01 0.71) 
	U=594, p=0.012, d=0.36, E=2, µ =0.34 (0.11 0.65) 
	U=508, p=0.268, d=0.18, E=0, µ =0.07 (-0.03 0.19) 

	γ 
	γ 
	C4–P4 
	U=439, p=0.96, d=0.04, E=0, µ =0.02 (-0.11 0.15) 
	U=492, p=0.616, d=0.15, E=0, µ =0.2 (-0.13 0.56) 
	U=542, p=0.066, d=0.25, E=0, µ =0.37 (-0.02 0.79) 
	U=584, p=0.018, d=0.34, E=2, µ =0.4 (0.1 0.78) 
	U=482, p=0.436, d=0.13, E=0, µ =0.12 (-0.14 0.41) 

	γ 
	γ 
	C3–P3 
	U=440, p=0.96, d=0.04, E=0, µ =0.03 (-0.14 0.17) 
	U=477, p=0.676, d=0.12, E=0, µ =0.13 (-0.2 0.43) 
	U=557, p=0.05, d=0.28, E=0, µ =0.45 (0.04 0.77) 
	U=583, p=0.018, d=0.33, E=2, µ =0.44 (0.1 0.76) 
	U=505, p=0.273, d=0.17, E=0, µ =0.17 (-0.07 0.4) 

	γ 
	γ 
	T4–T6 
	U=420, p=1, d=0, E=0, µ =0 (0.22 0.15) 
	-

	U=450, p=0.878, d=0.06, E=0, µ =0.06 (-0.19 0.32) 
	U=550, p=0.059, d=0.27, E=0, µ =0.3 (0.01 0.58) 
	U=547, p=0.062, d=0.26, E=0, µ =0.21 (0 0.43) 
	U=528, p=0.167, d=0.22, E=0, µ =0.1 (-0.03 0.23) 

	γ 
	γ 
	T3–T5 
	U=428, p=0.994, d=0.02, E=0, µ =0.01 (-0.18 0.18) 
	U=484, p=0.638, d=0.13, E=0, µ =0.19 (-0.2 0.62) 
	U=568, p=0.037, d=0.3, E=2, µ =0.48 (0.07 0.9) 
	U=566, p=0.033, d=0.3, E=2, µ =0.31 (0.05 0.61) 
	U=541, p=0.12, d=0.25, E=0, µ =0.18 (-0.01 0.35) 

	γ 
	γ 
	P4–PZ 
	U=434, p=0.96, d=0.03, E=0, µ =0.02 (-0.09 0.16) 
	U=424, p=0.982, d=0.01, E=0, µ =0.01 (-0.26 0.28) 
	U=541, p=0.066, d=0.25, E=0, µ =0.39 (-0.02 0.73) 
	U=561, p=0.038, d=0.29, E=2, µ =0.35 (0.05 0.65) 
	U=482, p=0.436, d=0.13, E=0, µ =0.08 (-0.07 0.22) 

	γ 
	γ 
	P3–PZ 
	U=423, p=1, d=0.01, E=0, µ =0 (-0.1 0.11) 
	U=499, p=0.572, d=0.16, E=0, µ =0.17 (-0.12 0.48) 
	U=565, p=0.039, d=0.3, E=2, µ =0.56 (0.07 0.97) 
	U=581, p=0.018, d=0.33, E=2, µ =0.31 (0.06 0.62) 
	U=518, p=0.214, d=0.2, E=0, µ =0.08 (-0.02 0.2) 

	γ 
	γ 
	T6–O2 
	U=403, p=0.96, d=0.03, E=0, µ =0.02 (-0.15 0.09) 
	-

	U=406, p=0.96, d=0.03, E=0, µ =0.03 (-0.36 0.21) 
	-

	U=543, p=0.066, d=0.25, E=0, µ =0.28 (-0.02 0.52) 
	U=524, p=0.116, d=0.21, E=0, µ =0.13 (-0.03 0.32) 
	U=450, p=0.678, d=0.06, E=0, µ =0.02 (-0.06 0.11) 

	γ 
	γ 
	T5–O1 
	U=399, p=0.96, d=0.04, E=0, µ =0.01 (-0.12 0.1) 
	-

	U=401, p=0.938, d=0.04, E=0, µ =-0.04 (-0.25 0.18) 
	U=529, p=0.092, d=0.22, E=0, µ =0.22 (-0.03 0.47) 
	U=523, p=0.116, d=0.21, E=0, µ =0.13 (-0.04 0.35) 
	U=457, p=0.628, d=0.08, E=0, µ =0.02 (-0.06 0.11) 

	γ 
	γ 
	P4–O2 
	U=368, p=0.96, d=0.11, E=0, µ =0.04 (-0.14 0.05) 
	-

	U=422, p=0.982, d=0, E=0, µ =0 (-0.18 0.19) 
	U=538, p=0.07, d=0.24, E=0, µ =0.27 (-0.01 0.53) 
	U=545, p=0.063, d=0.26, E=0, µ =0.15 (0 0.32) 
	U=464, p=0.576, d=0.09, E=0, µ =0.02 (-0.04 0.09) 

	γ 
	γ 
	P3–O1 
	U=378, p=0.96, d=0.09, E=0, µ =0.03 (-0.14 0.08) 
	-

	U=483, p=0.638, d=0.13, E=0, µ =0.09 (-0.13 0.32) 
	U=582, p=0.028, d=0.33, E=2, µ =0.37 (0.09 0.65) 
	U=541, p=0.069, d=0.25, E=0, µ =0.17 (-0.01 0.41) 
	U=472, p=0.516, d=0.11, E=0, µ =0.03 (-0.06 0.12) 

	γ 
	γ 
	O1–O2 
	U=399, p=0.96, d=0.04, E=0, µ =0.01 (-0.11 0.08) 
	-

	U=398, p=0.938, d=0.04, E=0, µ =-0.04 (-0.3 0.21) 
	U=580, p=0.028, d=0.33, E=2, µ =0.42 (0.1 0.72) 
	U=503, p=0.201, d=0.17, E=0, µ =0.11 (-0.06 0.35) 
	U=405, p=0.823, d=0.03, E=0, µ =-0.01 (-0.08 0.08) 


	Table A.15: Results from epoch 2 comparing unweighted edge betweenness. The results are reported as follows: statistics value (degrees of freedom), p-value of the test, Cohen’s d effect size or nonparameteric alternative, number of thresholds where signifi cant differences were observed (T), number of epochs where significant differences were observed (E), and group difference estimate (95% CI). Reliable differences (significant in all three epochs) are highlighted with bold text. 
	Table
	TR
	δ 
	θ 
	α 
	β 
	γ 

	δ 
	δ 
	U=507, p=0.18, d=0.18, T=5, E=0, µ = 0.3 (-0.14 0.63) 
	U=574, p=0.016, d=0.31, T=13, E=1, µ = 0.56 (0.09 0.96) 
	t(33.13)=3.63, p=0.001, d=0.95, T=19, E=2, µ = 0.86 (0.38 1.33) 
	U=650, p¡0.001, d=0.47, T=18, E=3, µ = 0.85 (0.4 1.24) 
	U=506, p=0.185, d=0.18, T=9, E=0, µ = 0.2 (-0.08 0.47) 

	θ 
	θ 
	U=489, p=0.289, d=0.14, T=0, E=0, µ = 0.18 (-0.18 0.54) 
	U=498, p=0.23, d=0.16, T=0, E=0, µ = 0.28 (-0.17 0.72) 
	U=536, p=0.072, d=0.24, T=5, E=0, µ = 0.43 (-0.04 0.9) 
	U=570, p=0.019, d=0.31, T=19, E=1, µ = 0.51 (0.08 0.93) 
	U=549, p=0.045, d=0.26, T=11, E=1, µ = 0.33 (0.01 0.64) 

	α 
	α 
	U=569, p=0.02, d=0.3, T=20, E=1, µ = 0.34 (0.04 0.65) 
	U=539, p=0.065, d=0.24, T=8, E=0, µ = 0.44 (-0.01 0.82) 
	U=555, p=0.036, d=0.28, T=13, E=1, µ = 0.49 (0.03 0.93) 
	U=599, p=0.005, d=0.37, T=19, E=1, µ = 0.59 (0.16 1.01) 
	U=627, p=0.001, d=0.42, T=18, E=1, µ = 0.38 (0.16 0.58) 

	β 
	β 
	U=561, p=0.028, d=0.29, T=14, E=1, µ = 0.39 (0.04 0.72) 
	U=527, p=0.098, d=0.22, T=4, E=0, µ = 0.34 (-0.07 0.71) 
	U=541, p=0.06, d=0.25, T=6, E=0, µ = 0.41 (-0.01 0.79) 
	t(31.53)=2.25, p=0.029, d=0.59, T=15, E=1, µ = 0.56 (0.06 1.07) 
	U=572, p=0.018, d=0.31, T=16, E=1, µ = 0.31 (0.06 0.48) 

	γ 
	γ 
	t(35.3)=-1, p=0.321, d=-0.26, T=6, E=0, µ = −0.26 (-0.79 0.26) 
	U=509, p=0.17, d=0.18, T=3, E=0, µ = 0.23 (-0.12 0.65) 
	U=569, p=0.02, d=0.3, T=15, E=2, µ = 0.35 (0.06 0.65) 
	U=559, p=0.03, d=0.28, T=15, E=1, µ = 0.28 (0.04 0.53) 
	U=488, p=0.296, d=0.14, T=1, E=0, µ = 0.23 (-0.24 0.71) 


	Table A.16: Results from epoch 2 comparing unweighted global vulnerability. The results are reported as follows: statistics value (degrees of freedom), p-value of the test, Cohen’s d effect size or nonparameteric alternative, number of thresholds where signifi cant differences were observed (T), number of epochs where significant differences were observed (E), and group difference estimate (95% CI). Reliable differences (significant in all three epochs) are highlighted with bold text. 
	Table
	TR
	δ 
	θ 
	α 
	β 
	γ 

	δ 
	δ 
	t(27.5)=-4.11, p¡0.001, d=-1.07, T=19, E=3, µ = −0.94(-1.4 -0.48) 
	t(37)=-4.64, p¡0.001, d=-1.22, T=16, E=3, µ = −1.04(-1.49 -0.59) 
	t(36.96)=-1.31, p=0.194, d=-0.35, T=3, E=0, µ = −0.34(-0.87 0.18) 
	t(33.86)=-1.24, p=0.219, d=-0.33, T=2, E=0, µ = −0.32(-0.84 0.2) 
	t(36.99)=-1.78, p=0.08, d=-0.47, T=8, E=0, µ = −0.46(-0.97 0.06) 

	θ 
	θ 
	t(35.35)=1.21, p=0.232, d=0.32, T=4, E=0, µ = 0.32(-0.21 0.84) 
	U=315, p=0.104, d=0.21, T=1, E=0, µ = −0.35(-0.87 0.08) 
	U=492, p=0.268, d=0.15, T=0, E=0, µ = 0.18(-0.14 0.51) 
	U=348, p=0.268, d=0.15, T=0, E=0, µ = −0.23(-0.77 0.27) 
	U=344, p=0.242, d=0.16, T=2, E=0, µ = −0.22(-0.66 0.17) 

	α 
	α 
	U=505, p=0.19, d=0.17, T=7, E=0, µ = 0.35(-0.14 0.88) 
	t(35.45)=-1.09, p=0.281, d=-0.29, T=5, E=0, µ = −0.29(-0.81 0.24) 
	U=511, p=0.16, d=0.19, T=5, E=0, µ = 0.28(-0.13 0.62) 
	t(34.49)=-0.74, p=0.461, d=-0.2, T=0, E=0, µ = −0.2(-0.73 0.33) 
	U=386, p=0.605, d=0.07, T=0, E=0, µ = −0.13(-0.63 0.35) 

	β 
	β 
	t(30.07)=-1.04, p=0.301, d=-0.27, T=6, E=0, µ = −0.27(-0.79 0.25) 
	t(36.97)=-0.74, p=0.462, d=-0.19, T=0, E=0, µ = −0.19(-0.72 0.33) 
	U=453, p=0.616, d=0.07, T=1, E=0, µ = 0.03(-0.07 0.12) 
	t(34.58)=2.73, p=0.008, d=0.72, T=10, E=1, µ = 0.68(0.18 1.19) 
	t(37)=-2.34, p=0.023, d=-0.61, T=12, E=2, µ = −0.59(-1.1 -0.08) 

	γ 
	γ 
	U=370, p=0.444, d=0.1, T=6, E=0, µ = −0.12(-0.51 0.21) 
	t(36.76)=0.65, p=0.516, d=0.17, T=0, E=0, µ = 0.17(-0.36 0.7) 
	U=456, p=0.583, d=0.07, T=1, E=0, µ = 0.13(-0.34 0.6) 
	t(34.2)=-3.94, p¡0.001, d=-1.04, T=14, E=3, µ = −0.93(-1.4 -0.45) 
	t(36.54)=-1.63, p=0.109, d=-0.43, T=7, E=0, µ = −0.42(-0.94 0.1) 


	A.3 Results of statistical tests for epoch 2 
	Table A.17: Results from epoch 2 comparing unweighted local vulnerability. The results are reported as follows: statistics value (degrees of freedom), p-value of the test, Cohen’s d effect size or nonparameteric alternative, number of thresholds where signifi cant differences were observed (T), number of epochs where significant differences were observed (E), and group difference estimate (95% CI). Reliable differences (significant in all three epochs) are highlighted with bold text. 
	Table
	TR
	δ 
	θ 
	α 
	β 
	γ 

	δ 
	δ 
	U=247, p=0.007, d=0.35, T=14, E=1, µ = −0.67 (-1.12 -0.16) 
	t(34.75)=-1.66, p=0.104, d=-0.44, T=6, E=0, µ = −0.43 (-0.95 0.09) 
	t(36.84)=-0.99, p=0.325, d=-0.26, T=2, E=0, µ = −0.26 (-0.78 0.26) 
	t(34.9)=-0.48, p=0.633, d=-0.13, T=0, E=0, µ = −0.13 (-0.66 0.41) 
	U=375, p=0.492, d=0.09, T=0, E=0, µ = −0.17 (-0.67 0.29) 

	θ 
	θ 
	t(34.18)=-1.47, p=0.148, d=-0.38, T=4, E=0, µ = −0.38 (-0.89 0.14) 
	U=365, p=0.399, d=0.11, T=0, E=0, µ = −0.18 (-0.79 0.24) 
	t(34.46)=0.86, p=0.392, d=0.23, T=1, E=0, µ = 0.23 (-0.3 0.76) 
	t(36.55)=-0.72, p=0.476, d=-0.19, T=0, E=0, µ = −0.19 (-0.71 0.34) 
	t(32.79)=-1.08, p=0.286, d=-0.28, T=2, E=0, µ = −0.28 (-0.8 0.24) 

	α 
	α 
	t(34.6)=-1.41, p=0.164, d=-0.37, T=5, E=0, µ = −0.36 (-0.88 0.15) 
	t(28.77)=-1.36, p=0.18, d=-0.36, T=3, E=0, µ = −0.36 (-0.89 0.17) 
	U=520, p=0.122, d=0.2, T=7, E=0, µ = 0.43 (-0.13 0.95) 
	t(33.16)=1.35, p=0.182, d=0.35, T=6, E=0, µ = 0.35 (-0.17 0.87) 
	t(36.83)=-1.74, p=0.088, d=-0.46, T=4, E=0, µ = −0.45 (-0.96 0.07) 

	β 
	β 
	t(35.19)=-2.09, p=0.042, d=-0.55, T=10, E=1, µ = −0.53 (-1.05 -0.02) 
	U=529, p=0.092, d=0.22, T=6, E=0, µ = 0.35 (-0.07 0.83) 
	t(36.22)=2.16, p=0.035, d=0.57, T=11, E=1, µ = 0.55 (0.04 1.06) 
	U=617, p=0.002, d=0.4, T=12, E=1, µ = 0.66 (0.23 1.1) 
	t(36.56)=-1.08, p=0.283, d=-0.28, T=4, E=0, µ = −0.28 (-0.81 0.24) 

	γ 
	γ 
	U=307, p=0.08, d=0.23, T=9, E=0, µ = −0.36 (-0.76 0.03) 
	U=320, p=0.122, d=0.2, T=0, E=0, µ = −0.36 (-0.8 0.08) 
	U=304, p=0.072, d=0.24, T=6, E=0, µ = −0.39 (-0.81 0.04) 
	t(36.12)=-1.94, p=0.058, d=-0.51, T=8, E=0, µ = −0.49 (-1.01 0.02) 
	U=662, p¡0.001, d=0.49, T=19, E=3, µ = 0.25 (0.12 0.43) 


	Table A.18: Results from epoch 2 comparing weighted edge betweenness. The results are reported as follows: statistics value (degrees of freedom), p-value of the test, Cohen’s d effect size or nonparameteric alternative, number of thresholds where signifi cant differences were observed (T), number of epochs where significant differences were observed (E), and group difference estimate (95% CI). Reliable differences (significant in all three epochs) are highlighted with bold text. 
	Table
	TR
	δ 
	θ 
	α 
	β 
	γ 

	δ 
	δ 
	U=608, p¡0.001, d=0.47, T=20, E=3, µ = 0 (0 0.01) 
	U=618, p¡0.001, d=0.49, T=14, E=3, µ = 0.03 (0 0.14) 
	U=681.5, p¡0.001, d=0.55, T=19, E=3, µ = 0.45 (0.21 0.91) 
	U=671, p¡0.001, d=0.51, T=18, E=3, µ = 0.25 (0.14 0.55) 
	U=639, p¡0.001, d=0.45, T=19, E=3, µ = 0.95 (0.38 1.38) 

	θ 
	θ 
	U=683.5, p¡0.001, d=0.54, T=10, E=3, µ = 0.56 (0.3 1) 
	U=556.5, p=0.003, d=0.39, T=10, E=3, µ = 0 (0 0) 
	U=448, p=0.176, d=0.18, T=4, E=0, µ = 0 (0 0) 
	U=478.5, p=0.367, d=0.12, T=1, E=0, µ = 0.07 (-0.02 0.24) 
	U=480, p=0.357, d=0.12, T=1, E=0, µ = 0.13 (-0.2 0.38) 

	α 
	α 
	U=504.5, p=0.065, d=0.24, T=10, E=2, µ = 0 (0 0) 
	U=461, p=0.265, d=0.15, T=1, E=0, µ = 0 (0 0) 
	U=458, p=0.354, d=0.12, T=0, E=0, µ = 0 (0 0) 
	U=442, p=0.738, d=0.04, T=2, E=0, µ = 0.03 (-0.15 0.27) 
	U=350, p=0.282, d=0.14, T=1, E=0, µ = −0.14 (-0.44 0.15) 

	β 
	β 
	U=686, p¡0.001, d=0.54, T=19, E=3, µ = 0.71 (0.36 1.13) 
	t(36.24)=0.53, p=0.6, d=0.14, T=0, E=0, µ = 0.14 (-0.39 0.67) 
	U=389.5, p=0.51, d=0.09, T=0, E=0, µ = 0 (0 0) 
	U=455, p=0.589, d=0.07, T=0, E=0, µ = 0 (-0.02 0.04) 
	U=176, p¡0.001, d=0.5, T=18, E=3, µ = −0.77 (-1.13 -0.28) 

	γ 
	γ 
	U=628, p=0.001, d=0.42, T=18, E=3, µ = 1.05 (0.45 1.45) 
	U=354, p=0.311, d=0.13, T=6, E=0, µ = −0.23 (-0.7 0.18) 
	U=381, p=0.552, d=0.08, T=1, E=0, µ = −0.05 (-0.22 0.12) 
	U=207, p=0.001, d=0.44, T=14, E=3, µ = −0.65 (-1.04 -0.27) 
	t(32)=-3.69, p=0.001, d=-0.96, T=17, E=3, µ = −0.87 (-1.34 -0.4) 


	A.3 Results of statistical tests for epoch 2 
	Table A.19: Results from epoch 2 comparing weighted global vulnerability. The results are reported as follows: statistics value (degrees of freedom), p-value of the test, Cohen’s d effect size or nonparameteric alternative, number of thresholds where significant differences were observed (T), number of epochs where significant diffferences were observed (E), group difference estimate (95% CI). Reliable differences (significant in all three epochs) are highlighted with bold text. 
	Table
	TR
	δ 
	θ 
	α 
	β 
	γ 

	δ 
	δ 
	U=389, p=0.638, d=0.06, T=3, E=0, µ = 0 (0 0) 
	U=387, p=0.616, d=0.07, T=2, E=0, µ = 0 (0 0) 
	U=467, p=0.472, d=0.1, T=3, E=0, µ = 0 (0 0) 
	U=645, p¡0.001, d=0.46, T=19, E=3, µ = 0.19 (0.06 0.48) 
	t(36.04)=1.44, p=0.154, d=0.38, T=2, E=0, µ = 0.37 (-0.14 0.89) 

	θ 
	θ 
	U=377, p=0.511, d=0.09, T=3, E=0, µ = 0 (0 0) 
	U=483, p=0.333, d=0.13, T=0, E=0, µ = 0 (0 0.17) 
	U=388, p=0.627, d=0.07, T=0, E=0, µ = 0 (0 0) 
	U=386, p=0.605, d=0.07, T=0, E=0, µ = −0.01 (-0.06 0.03) 
	U=475, p=0.399, d=0.11, T=0, E=0, µ = 0.22 (-0.31 0.74) 

	α 
	α 
	U=483, p=0.333, d=0.13, T=5, E=0, µ = 0 (0 0) 
	U=388, p=0.627, d=0.07, T=0, E=0, µ = 0 (0 0) 
	U=400, p=0.763, d=0.04, T=0, E=0, µ = 0 (0 0) 
	U=388, p=0.627, d=0.07, T=0, E=0, µ = 0 (0 0) 
	U=355, p=0.318, d=0.13, T=2, E=0, µ = −0.22 (-0.74 0.3) 

	β 
	β 
	U=644, p¡0.001, d=0.46, T=10, E=3, µ = 0.4 (0.03 0.62) 
	U=379, p=0.531, d=0.08, T=0, E=0, µ = 0 (0 0) 
	U=459, p=0.552, d=0.08, T=0, E=0, µ = 0 (0 0) 
	U=458, p=0.562, d=0.08, T=2, E=0, µ = 0 (0 0) 
	U=176, p¡0.001, d=0.5, T=18, E=3, µ = −0.64 (-0.96 -0.3) 

	γ 
	γ 
	U=532, p=0.083, d=0.23, T=4, E=0, µ = 0.35 (-0.03 0.83) 
	U=446, p=0.694, d=0.05, T=0, E=0, µ = 0.13 (-0.28 0.6) 
	U=396, p=0.717, d=0.05, T=0, E=0, µ = −0.08 (-0.51 0.28) 
	t(35.65)=-3.68, p=0.001, d=-0.96, T=20, E=3, µ = −0.87 (-1.34 -0.4) 
	U=185, p¡0.001, d=0.48, T=18, E=3, µ = −0.96 (-1.5 -0.38) 


	Table A.20: Results from epoch 2 comparing weighted local vulnerability. The results are reported as follows: statistics value (degrees of freedom), p-value of the test, Cohen’s d effect size or nonparameteric alternative, number of thresholds where significant differences were observed (T), number of epochs where significant differences were observed (E), and group difference estimate (95% CI). Reliable differences (significant in all three epochs) are highlighted with bold text. 
	Table
	TR
	δ 
	θ 
	α 
	β 
	γ 

	δ 
	δ 
	U=644, p¡0.001, d=0.46, T=17, E=3, µ = 0.79 (0.36 1.22) 
	U=657, p¡0.001, d=0.48, T=18, E=3, µ = 0.86 (0.46 1.29) 
	U=213, p=0.001, d=0.42, T=14, E=3, µ = −0.76 (-1.13 -0.39) 
	U=176, p¡0.001, d=0.5, T=14, E=3, µ = −0.7 (-0.97 -0.4) 
	U=456, p=0.583, d=0.07, T=0, E=0, µ = 0.1 (-0.28 0.47) 

	θ 
	θ 
	t(28.75)=3.75, p¡0.001, d=0.98, T=19, E=3, µ = 0.88 (0.41 1.35) 
	t(36.76)=3.51, p=0.001, d=0.92, T=15, E=3, µ = 0.84 (0.36 1.32) 
	U=263, p=0.014, d=0.32, T=12, E=2, µ = −0.57 (-0.91 -0.13) 
	t(33.55)=-5.08, p¡0.001, d=-1.34, T=16, E=3, µ = −1.12 (-1.56 -0.68) 
	U=349, p=0.275, d=0.15, T=0, E=0, µ = −0.15 (-0.46 0.13) 

	α 
	α 
	t(36.95)=3.9, p¡0.001, d=1.02, T=19, E=3, µ = 0.92 (0.45 1.38) 
	t(34.18)=3.25, p=0.002, d=0.86, T=14, E=3, µ = 0.79 (0.3 1.28) 
	U=212, p=0.001, d=0.42, T=14, E=3, µ = −0.82 (-1.29 -0.34) 
	t(28.29)=-5.33, p¡0.001, d=-1.41, T=15, E=3, µ = −1.16 (-1.6 -0.72) 
	U=349, p=0.275, d=0.15, T=5, E=0, µ = −0.21 (-0.62 0.14) 

	β 
	β 
	t(33.58)=3.73, p¡0.001, d=0.97, T=18, E=3, µ = 0.88 (0.41 1.35) 
	U=610, p=0.003, d=0.39, T=11, E=3, µ = 0.7 (0.24 1.19) 
	U=271, p=0.02, d=0.3, T=12, E=1, µ = −0.5 (-0.84 -0.07) 
	U=177, p¡0.001, d=0.5, T=14, E=3, µ = −0.87 (-1.24 -0.51) 
	U=320, p=0.122, d=0.2, T=6, E=0, µ = −0.26 (-0.59 0.05) 

	γ 
	γ 
	U=547, p=0.048, d=0.26, T=10, E=1, µ = 0.48 (0 1.06) 
	t(32.94)=1.24, p=0.222, d=0.33, T=4, E=0, µ = 0.33 (-0.2 0.85) 
	t(33.97)=-0.65, p=0.521, d=-0.17, T=0, E=0, µ = −0.17 (-0.69 0.36) 
	t(32.39)=-3.72, p¡0.001, d=-0.98, T=16, E=3, µ = −0.89 (-1.37 -0.41) 
	t(35.36)=-3.19, p=0.002, d=-0.83, T=11, E=3, µ = −0.77 (-1.26 -0.29) 


	A.3 Results of statistical tests for epoch 2 
	A.4 Results for epoch 3 
	Figure
	Figure A.12: Difference of average connectivity matrices (AD − HC) measured with CS in epoch 3. For visualisation purposes, the values were min-max normalised. Digits in black denote a p-value testing for the difference in global coupling (p< 0.05 in bold, in italics otherwise). 
	Figure A.12: Difference of average connectivity matrices (AD − HC) measured with CS in epoch 3. For visualisation purposes, the values were min-max normalised. Digits in black denote a p-value testing for the difference in global coupling (p< 0.05 in bold, in italics otherwise). 
	-



	A.4 Results for epoch 3 
	Inthissection,weonlyreporttheresultsofthestatisticalcomparisonsandcorrespondingfiguresusingdatafromthethirdepoch.
	-

	ThecomparisonsofaveragecouplingcomputedwithCSandCBSareshowninTablesA.21andA.22,respectively.Additionally,thecorrespondingfiguresofconnectivitymatricescomputedwithCSandCBSareshowninFiguresA.12andA.13.
	-

	ThecomparisonsofnodestrengthcomputedwithCSandCBSareshowninTable
	A.23andFigureA.14,andTableA.24andFigureA.15,respectively.
	ResultsofcomparisonsoftheunweightedmultilayernetworkmetricsarereportedinTablesA.25,A.26andA.27foredgebetweenness,globalvulnerabilityandlocalvulnerability,respectively.Thecorrespondingfiguresare;edgebetweenness(FigureA.16),globalvulnerability(FigureA.17)andlocalvulnerability(FigureA.18).
	ResultsofcomparisonsoftheweightedmultilayernetworkmetricsarereportedinTablesA.28,A.29andA.30foredgebetweenness,globalvulnerabilityandlocalvulnerability,respectively.Thecorrespondingfiguresare;edgebetweenness(FigureA.19),globalvulnerability(FigureA.20)andlocalvulnerability(FigureA.21).
	A.4 Results for epoch 3 
	Table A.21: Comparisons of the mean of adjacency matrix constructed with CS in epoch 3. The results are reported as follows: statistics value (degrees of freedom), p-value of the test, Cohen’s d effect size (or nonparametric alternative), number of epochs where significant differences were observed (E), difference estimate µ with 95% confidence interval. Reliable differences (significant in all three epochs) are highlighted with bold text. 
	-

	Frequencyband
	Frequencyband
	Frequencyband
	Test
	Differenceestimate(95%CI)

	α β δ γ θ 
	α β δ γ θ 
	t(34.87)=-2.12,p=0.049,d=-0.55,E=1U=231, p=0.005, d=0.39, E=3 t(34.62)=4.82, p¡0.001, d=1.26, E=3 U=355,p=0.318,d=0.13,E=0t(32.41)=4.93, p¡0.001, d=1.3, E=3 
	µ =−0.54(-1.04-0.03)µ =−0.72(-1.19-0.2)µ =1.07(0.621.51)µ =−0.27(-0.850.31)µ =1.1(0.651.54)


	Figure
	Figure A.13: Difference of average connectivity matrices (AD − HC) measured with CBS in epoch 3 with input frequency on the vertical facets and output frequency on the horizontal. For visualisation purposes, the values were min-max normalised. Digits in white denote a p-value testing for the difference in global coupling (p< 0.05 in bold, in italics otherwise). 
	Figure A.13: Difference of average connectivity matrices (AD − HC) measured with CBS in epoch 3 with input frequency on the vertical facets and output frequency on the horizontal. For visualisation purposes, the values were min-max normalised. Digits in white denote a p-value testing for the difference in global coupling (p< 0.05 in bold, in italics otherwise). 


	Table
	TR
	δ 
	θ 
	α 
	β 
	γ 

	δθαβγ 
	δθαβγ 
	t(36.7)=3.5,p=0.005,d=0.92,E=2,µ =0.84(0.361.32)t(36.75)=3.97, p=0.001, d=1.04,E=3, µ =0.93(0.46 1.4) t(36.28)=2.49,p=0.026,d=0.65,E=2,µ =0.62(0.121.12)t(33.54)=-0.09,p=0.928,d=-0.02,E=0,µ =−0.02(-0.550.5)U=399,p=0.817,d=0.04,E=0,µ =−0.07(-0.630.37)
	t(36.86)=4.74, p¡0.001, d=1.24,E=3, µ =1.06(0.61 1.51) t(36.48)=3.03, p=0.013, d=0.8,E=3, µ =0.74(0.25 1.24) t(36.75)=0.8,p=0.559,d=0.21,E=1,µ =0.21(-0.310.74)t(29.57)=-2.26,p=0.044,d=-0.59,E=1,µ =−0.57(-1.07-0.06)t(36.58)=-1.13,p=0.368,d=-0.3,E=0,µ =−0.29(-0.820.23)
	t(32.33)=3.21, p=0.009, d=0.84,E=3, µ =0.77(0.29 1.26) t(34.96)=0.4,p=0.783,d=0.11,E=1,µ =0.11(-0.420.63)t(36.79)=-2.57,p=0.023,d=-0.67,E=1,µ =−0.64(-1.14-0.14)t(37)=-4.04, p=0.001, d=-1.06,E=3, µ =−0.94(-1.41 -0.47) t(36.98)=-2.69, p=0.021, d=-0.71,E=3, µ =−0.67(-1.17 -0.17) 
	t(35.67)=0.47,p=0.763,d=0.12,E=0,µ =0.12(-0.40.65)t(30.99)=-2.9,p=0.017,d=-0.76,E=1,µ =−0.71(-1.2-0.22)t(37)=-4.15, p=0.001, d=-1.09,E=3, µ =−0.96(-1.42 -0.5) t(36.54)=-2.63, p=0.023, d=-0.69,E=3, µ =−0.66(-1.16 -0.16) t(35.97)=-2.58, p=0.023, d=-0.68,E=3, µ =−0.64(-1.14 -0.14) 
	U=435,p=0.857,d=0.03,E=0,µ =0.04(-0.520.51)U=376,p=0.626,d=0.09,E=1,µ =−0.17(-0.660.29)t(36.81)=-2.72, p=0.021, d=-0.71,E=3, µ =−0.68(-1.17 -0.18) t(36.29)=-2.77, p=0.021, d=-0.72,E=3, µ =−0.68(-1.18 -0.19) U=313,p=0.144,d=0.22,E=1,µ =−0.39(-0.910.08)


	Table A.22: Comparisons of the mean of adjacency matrix constructed with CBS in epoch 3. The results are reported as follows: statistics value (degrees of freedom), p-value of the test, Cohen’s d effect size (or nonparametric alternative), number of epochs where significant differences were observed (E), difference estimate µ with 95% confidence interval. Reliable differences (significant in all three epochs) are highlighted with bold text. 
	A.4 Results for epoch 3 
	A.4 Results for epoch 3 
	Figure
	Figure A.14: Node strength (min-max normalised) measured with CS in epoch 3 of HC (blue) and AD (orange): mean with 95% confidence intervals. Significant differences (p ≤ 0.05) observed in at least ten thresholded networks are encoded by asterisks. The number of asterisks corresponds to the p-value (FDR corrected), i.e. p ≤ 0.0001 “****”, p ≤ 0.001 “***”, p ≤ 0.01 “**”, and p ≤ 0.05 “*”. 
	-

	Table A.23: Comparisons of node strength measured with CS in epoch 3. The results are reported as follows: statistics value (degrees of freedom), p-value of the test, Cohen’s d effect size (or nonparametric alternative), number of epochs where significant differences were observed (E), and difference estimate µ with 95% confidence interval (CI). Reliable differences (significant in all three epochs) are highlighted with bold text. 
	channel 
	channel 
	channel 
	δ 
	θ 
	α 
	β 
	γ 

	F8–F4 
	F8–F4 
	t(36.96)=-4.06, p<0.001, d=-1.07, E=3, µ = −0.94 (-1.41 -0.48) 
	t(36.99)=-4.51, p<0.001, d=-1.18, E=3, µ = −1.02 (-1.48 -0.57) 
	t(33.69)=-0.12, p=0.947, d=-0.03, E=0, µ = −0.03 (-0.56 0.49) 
	t(36.56)=4, p=0.004, d=1.05, E=3, µ = 0.94 (0.47 1.4) 
	t(37)=1.81, p=0.347, d=0.48, E=0, µ = 0.47 (-0.05 0.98) 

	F7–F3 
	F7–F3 
	t(36.99)=-4.21, p<0.001, d=-1.11, E=3, µ = −0.97 (-1.43 -0.51) 
	t(36.67)=-3.91, p<0.001, d=-1.03, E=3, µ = −0.92 (-1.39 -0.45) 
	t(36.71)=0.15, p=0.947, d=0.04, E=0, µ = 0.04 (-0.49 0.57) 
	t(35.89)=3.78, p=0.004, d=0.99, E=3, µ = 0.9 (0.42 1.37) 
	t(36.95)=2.67, p=0.115, d=0.7, E=0, µ = 0.66 (0.17 1.16) 

	F4–C4 
	F4–C4 
	t(36.95)=-5.09, p<0.001, d=-1.34, E=3, µ = −1.11 (-1.55 -0.68) 
	t(32.04)=-5.41, p<0.001, d=-1.43, E=3, µ = −1.17 (-1.6 -0.73) 
	t(30.83)=1, p=0.39, d=0.26, E=0, µ = 0.26 (-0.26 0.78) 
	U=563, p=0.027, d=0.29, E=3, µ = 0.6 (0.06 1.17) 
	t(36.63)=1.65, p=0.399, d=0.43, E=0, µ = 0.43 (-0.09 0.94) 

	F3–C3 
	F3–C3 
	t(36.75)=-4.88, p¡0.001, d=-1.28, E=2, µ = −1.08 (-1.52 -0.64) 
	t(34.72)=-4.9, p<0.001, d=-1.29, E=3, µ = −1.09 (-1.54 -0.64) 
	t(36.93)=1.18, p=0.349, d=0.31, E=0, µ = 0.31 (-0.21 0.83) 
	U=608, p=0.008, d=0.38, E=3, µ = 0.74 (0.21 1.17) 
	U=536, p=0.347, d=0.24, E=0, µ = 0.5 (-0.04 1.11) 

	F4–FZ 
	F4–FZ 
	t(36.65)=-3.93, p<0.001, d=-1.03, E=3, µ = −0.92 (-1.39 -0.45) 
	t(36.94)=-5.59, p<0.001, d=-1.47, E=3, µ = −1.19 (-1.61 -0.76) 
	t(29.33)=0.07, p=0.947, d=0.02, E=0, µ = 0.02 (-0.51 0.54) 
	t(37)=2.88, p=0.01, d=0.76, E=3, µ = 0.71 (0.22 1.21) 
	t(36.59)=2.35, p=0.171, d=0.62, E=0, µ = 0.59 (0.09 1.1) 

	FZ–CZ 
	FZ–CZ 
	t(36.56)=-4.7, p<0.001, d=-1.23, E=3, µ = −1.05 (-1.5 -0.6) 
	t(36.28)=-4.48, p<0.001, d=-1.18, E=3, µ = −1.02 (-1.48 -0.56) 
	t(34.16)=1.25, p=0.333, d=0.33, E=0, µ = 0.32 (-0.2 0.84) 
	t(33.61)=2.31, p=0.027, d=0.61, E=2, µ = 0.59 (0.08 1.1) 
	U=450, p=0.967, d=0.06, E=0, µ = 0.11 (-0.5 0.62) 

	F3–FZ 
	F3–FZ 
	t(36.98)=-3.91, p<0.001, d=-1.03, E=3, µ = −0.92 (-1.39 -0.45) 
	t(36.52)=-4.93, p<0.001, d=-1.29, E=3, µ = −1.09 (-1.53 -0.65) 
	t(32.14)=0.71, p=0.554, d=0.19, E=0, µ = 0.18 (-0.34 0.71) 
	t(35.75)=3.62, p=0.004, d=0.95, E=3, µ = 0.87 (0.39 1.35) 
	t(35.6)=2.92, p=0.115, d=0.76, E=0, µ = 0.72 (0.22 1.21) 

	T4–C4 
	T4–C4 
	t(34.8)=-3.92, p<0.001, d=-1.02, E=3, µ = −0.91 (-1.38 -0.45) 
	t(35.28)=-3.45, p=0.001, d=-0.91, E=3, µ = −0.83 (-1.32 -0.35) 
	t(31.06)=1.12, p=0.363, d=0.29, E=0, µ = 0.29 (-0.23 0.81) 
	t(36.97)=2.06, p=0.044, d=0.54, E=2, µ = 0.53 (0.02 1.04) 
	t(34.44)=0.57, p=0.964, d=0.15, E=0, µ = 0.15 (-0.38 0.68) 

	T3–C3 
	T3–C3 
	t(36.63)=-3.51, p=0.001, d=-0.92, E=3, µ = −0.84 (-1.32 -0.36) 
	t(31.13)=-2.55, p=0.014, d=-0.67, E=3, µ = −0.64 (-1.15 -0.14) 
	t(34.74)=1.9, p=0.131, d=0.5, E=0, µ = 0.49 (-0.03 1.01) 
	t(35.43)=2.63, p=0.016, d=0.69, E=3, µ = 0.66 (0.16 1.16) 
	U=485, p=0.914, d=0.13, E=0, µ = 0.31 (-0.3 0.87) 

	C4–CZ 
	C4–CZ 
	t(35.21)=-3.41, p=0.001, d=-0.89, E=3, µ = −0.82 (-1.3 -0.34) 
	t(34.33)=-3.79, p=0.001, d=-1, E=3, µ = −0.9 (-1.38 -0.42) 
	t(31.98)=1.02, p=0.39, d=0.27, E=0, µ = 0.27 (-0.25 0.79) 
	t(34.91)=2.53, p=0.018, d=0.67, E=3, µ = 0.64 (0.13 1.14) 
	U=458, p=0.964, d=0.08, E=0, µ = 0.12 (-0.38 0.57) 

	C3–CZ 
	C3–CZ 
	t(32.98)=-3.64, p=0.001, d=-0.95, E=3, µ = −0.86 (-1.33 -0.38) 
	t(36.99)=-4.57, p<0.001, d=-1.2, E=3, µ = −1.03 (-1.49 -0.58) 
	t(31.5)=1.94, p=0.131, d=0.51, E=0, µ = 0.49 (-0.02 1) 
	t(36.31)=2.55, p=0.017, d=0.67, E=3, µ = 0.64 (0.14 1.14) 
	U=477, p=0.964, d=0.12, E=0, µ = 0.23 (-0.33 0.7) 

	CZ–PZ 
	CZ–PZ 
	U=151, p<0.001, d=0.55, E=3, µ = −1.17 (-1.66 -0.66) 
	t(24.48)=-4.39, p<0.001, d=-1.16, E=3, µ = −1.02 (-1.48 -0.55) 
	t(36.9)=2.35, p=0.073, d=0.62, E=0, µ = 0.59 (0.09 1.1) 
	t(35.42)=3.54, p=0.004, d=0.93, E=3, µ = 0.85 (0.37 1.33) 
	U=441, p=0.967, d=0.04, E=0, µ = 0.07 (-0.46 0.53) 

	C4–P4 
	C4–P4 
	U=156, p<0.001, d=0.54, E=3, µ = −1.18 (-1.68 -0.67) 
	U=141, p<0.001, d=0.57, E=3, µ = −1.24 (-1.65 -0.72) 
	t(35.22)=1.94, p=0.131, d=0.51, E=0, µ = 0.49 (-0.02 1) 
	t(36.99)=2.89, p=0.01, d=0.76, E=3, µ = 0.71 (0.22 1.21) 
	U=403, p=0.967, d=0.03, E=0, µ = −0.06 (-0.7 0.43) 

	C3–P3 
	C3–P3 
	U=181, p<0.001, d=0.49, E=3, µ = −1.11 (-1.64 -0.6) 
	t(28.76)=-5.3, p<0.001, d=-1.4, E=3, µ = −1.16 (-1.6 -0.72) 
	t(36.97)=2.2, p=0.093, d=0.58, E=0, µ = 0.56 (0.05 1.06) 
	t(36.91)=2.91, p=0.01, d=0.77, E=3, µ = 0.72 (0.22 1.21) 
	U=457, p=0.964, d=0.08, E=0, µ = 0.13 (-0.43 0.66) 

	T4–T6 
	T4–T6 
	t(35.96)=-4.11, p<0.001, d=-1.08, E=3, µ = −0.95 (-1.41 -0.49) 
	t(34.59)=-4.35, p<0.001, d=-1.15, E=3, µ = −1 (-1.46 -0.54) 
	U=522, p=0.189, d=0.21, E=0, µ = 0.4 (-0.09 0.98) 
	t(35.39)=2.7, p=0.014, d=0.71, E=1, µ = 0.68 (0.18 1.18) 
	t(34.98)=0.15, p=0.967, d=0.04, E=0, µ = 0.04 (-0.49 0.57) 

	T3–T5 
	T3–T5 
	t(36.16)=-3.5, p=0.001, d=-0.92, E=3, µ = −0.84 (-1.32 -0.36) 
	t(28.56)=-3.72, p=0.001, d=-0.98, E=3, µ = −0.89 (-1.37 -0.41) 
	t(36.99)=1.78, p=0.143, d=0.47, E=0, µ = 0.46 (-0.06 0.97) 
	t(34.46)=2.58, p=0.017, d=0.68, E=3, µ = 0.65 (0.14 1.15) 
	U=510, p=0.542, d=0.18, E=0, µ = 0.34 (-0.18 0.9) 

	P4–PZ 
	P4–PZ 
	t(35.71)=-4.11, p<0.001, d=-1.07, E=3, µ = −0.95 (-1.41 -0.49) 
	t(29.73)=-4.98, p<0.001, d=-1.31, E=3, µ = −1.11 (-1.55 -0.66) 
	t(34.46)=1.84, p=0.137, d=0.48, E=0, µ = 0.47 (-0.04 0.98) 
	t(34.29)=3.48, p=0.004, d=0.92, E=3, µ = 0.84 (0.36 1.32) 
	U=421, p=0.994, d=0, E=0, µ = 0.01 (-0.54 0.51) 

	P3–PZ 
	P3–PZ 
	t(35.74)=-4.39, p<0.001, d=-1.15, E=3, µ = −1 (-1.45 -0.54) 
	t(36.97)=-4.71, p<0.001, d=-1.23, E=3, µ = −1.05 (-1.5 -0.61) 
	t(36.15)=3.03, p=0.017, d=0.79, E=1, µ = 0.74 (0.25 1.23) 
	t(35.82)=2.98, p=0.01, d=0.78, E=3, µ = 0.73 (0.24 1.23) 
	U=440, p=0.967, d=0.04, E=0, µ = 0.09 (-0.39 0.53) 

	T6–O2 
	T6–O2 
	U=179, p<0.001, d=0.49, E=3, µ = −1.18 (-1.58 -0.66) 
	t(30.88)=-3.19, p=0.003, d=-0.85, E=3, µ = −0.79 (-1.29 -0.29) 
	U=570, p=0.073, d=0.31, E=0, µ = 0.55 (0.09 1.02) 
	t(32.84)=2.29, p=0.027, d=0.6, E=1, µ = 0.57 (0.07 1.08) 
	U=369, p=0.964, d=0.08, E=0, µ = −0.13 (-0.75 0.29) 

	T5–O1 
	T5–O1 
	U=167, p<0.001, d=0.51, E=3, µ = −1.11 (-1.63 -0.58) 
	t(35.61)=-3.52, p=0.001, d=-0.93, E=3, µ = −0.85 (-1.34 -0.37) 
	t(34.7)=3.24, p=0.016, d=0.86, E=1, µ = 0.79 (0.3 1.28) 
	t(36)=3.27, p=0.006, d=0.87, E=2, µ = 0.8 (0.31 1.29) 
	U=394, p=0.967, d=0.03, E=0, µ = −0.04 (-0.61 0.39) 

	P4–O2 
	P4–O2 
	U=164, p<0.001, d=0.5, E=3, µ = −1.18 (-1.59 -0.59) 
	t(32.71)=-3.17, p=0.003, d=-0.84, E=3, µ = −0.78 (-1.28 -0.29) 
	t(36)=3.23, p=0.016, d=0.86, E=1, µ = 0.79 (0.3 1.28) 
	t(35.38)=2.7, p=0.014, d=0.72, E=3, µ = 0.68 (0.17 1.18) 
	U=387, p=0.967, d=0.04, E=0, µ = −0.06 (-0.61 0.32) 

	P3–O1 
	P3–O1 
	U=155, p<0.001, d=0.53, E=3, µ = −1.17 (-1.67 -0.68) 
	t(26.51)=-2.89, p=0.006, d=-0.77, E=3, µ = −0.73 (-1.23 -0.22) 
	t(35.96)=3.66, p=0.013, d=0.97, E=1, µ = 0.88 (0.4 1.36) 
	t(34.03)=3.57, p=0.004, d=0.95, E=3, µ = 0.86 (0.38 1.35) 
	U=390, p=0.994, d=0, E=0, µ = −0.01 (-0.59 0.37) 

	O1–O2 
	O1–O2 
	U=118, p<0.001, d=0.6, E=3, µ = −1.25 (-1.61 -0.85) 
	t(34.21)=-6.3, p<0.001, d=-1.68, E=3, µ = −1.29 (-1.7 -0.88) 
	t(32.21)=3.07, p=0.017, d=0.82, E=1, µ = 0.76 (0.26 1.26) 
	t(33.58)=3.11, p=0.008, d=0.83, E=1, µ = 0.77 (0.27 1.27) 
	U=345, p=0.964, d=0.07, E=0, µ = −0.1 (-0.57 0.27) 


	A.4 Results for epoch 3 
	A.4 Results for epoch 3 
	Figure
	Figure A.15: Node strength (min-max normalised) measured with CBS in epoch 3 of HC (blue) and AD (orange): mean with 95% confidence intervals. The input frequency is on the vertical facets, and the output frequency is on the horizontal. Significant differences (p ≤ 0.05) observed in at least ten thresholded networks are encoded by asterisks. The number of asterisks corresponds to the p-value (FDR corrected), i.e. p ≤ 0.0001 “****”, p ≤ 0.001 “***”, p ≤ 0.01 “**”, and p ≤ 0.05 “*”. 
	Table A.24: Comparisons of node strength measured with CBS in epoch 3. The results are reported as follows: statistics value (degrees of freedom), p-value of the test, Cohen’s d effect size (or nonparametric alternative), number of epochs where significant differences were observed (E), and difference estimate µ with 95% confidence interval (CI). Reliable differences (significant in all three epochs) are highlighted with bold text. 
	from 
	from 
	from 
	channel 
	δ 
	θ 
	α 
	β 
	γ 


	δ 
	δ 
	δ 
	F8–F4 
	U=237, p=0.007, d=0.37, E=2, µ =-0.77 (-1.43 -0.24) 
	t(35.41)=-4.39, p¡0.001, d=-1.15, E=3, µ =-1 (-1.45 -0.54) 
	t(36.81)=-2.75, p=0.017, d=0.72, E=2, µ =-0.68 (-1.18 -0.18) 
	-

	U=347, p=0.527, d=0.15, E=0, µ =-0.19 (-0.58 0.23) 
	U=419, p=1, d=0, E=0, µ =0 (-0.26 0.23) 

	δ 
	δ 
	F7–F3 
	U=210, p=0.003, d=0.43, E=3, µ =-0.89 (-1.4 -0.35) 
	t(34.06)=-3.99, p¡0.001, d=-1.05, E=3, µ =-0.94 (-1.41 -0.47) 
	t(37)=-3.14, p=0.009, d=-0.82, E=2, µ =-0.77 (-1.25 -0.28) 
	U=343, p=0.527, d=0.16, E=0, µ =-0.24 (-0.6 0.2) 
	U=408, p=0.981, d=0.02, E=0, µ =-0.02 (-0.27 0.16) 

	δ 
	δ 
	F4–C4 
	U=208, p=0.003, d=0.43, E=3, µ =-0.74 (-1.32 -0.34) 
	t(36.96)=-4.3, p¡0.001, d=-1.13, E=3, µ =-0.99 (-1.45 -0.53) 
	t(36.72)=-3.73, p=0.003, d=-0.98, E=3, µ =-0.89 (-1.36 -0.41) 
	U=306, p=0.497, d=0.23, E=0, µ =-0.35 (-0.7 0.04) 
	U=454, p=0.981, d=0.07, E=0, µ =0.04 (-0.1 0.16) 

	δ 
	δ 
	F3–C3 
	U=224, p=0.005, d=0.4, E=2, µ =-0.73 (-1.24 -0.25) 
	t(36.92)=-4.33, p¡0.001, d=-1.14, E=3, µ =-0.99 (-1.45 -0.53) 
	t(32.71)=-2.55, p=0.023, d=0.67, E=2, µ =-0.63 (-1.13 -0.13) 
	-

	U=294, p=0.497, d=0.26, E=0, µ =-0.3 (-0.64 0) 
	U=439, p=0.981, d=0.04, E=0, µ =0.02 (-0.12 0.12) 

	δ 
	δ 
	F4–FZ 
	U=180, p=0.002, d=0.49, E=2, µ =-0.8 (-1.38 -0.43) 
	t(36.1)=-5.42, p¡0.001, d=-1.43, E=3, µ =-1.17 (-1.6 -0.73) 
	t(35.97)=-4.74, p¡0.001, d=1.24, E=2, µ =-1.06 (-1.5 -0.61) 
	-

	U=346, p=0.527, d=0.15, E=0, µ =-0.22 (-0.65 0.18) 
	U=463, p=0.981, d=0.09, E=0, µ =0.03 (-0.1 0.14) 

	δ 
	δ 
	FZ–CZ 
	U=222, p=0.004, d=0.4, E=3, µ =0.72 (-1.3 -0.26) 
	-

	t(36.92)=-4.33, p¡0.001, d=-1.14, E=3, µ =-0.99 (-1.45 -0.53) 
	t(36.78)=-2.8, p=0.016, d=0.74, E=2, µ =-0.69 (-1.19 -0.2) 
	-

	U=372, p=0.592, d=0.1, E=0, µ =-0.19 (-0.61 0.22) 
	U=440, p=0.981, d=0.04, E=0, µ =0.02 (-0.12 0.09) 

	δ 
	δ 
	F3–FZ 
	U=204, p=0.003, d=0.44, E=3, µ =-0.77 (-1.28 -0.37) 
	t(33.05)=-4.53, p¡0.001, d=-1.19, E=3, µ =-1.03 (-1.49 -0.58) 
	t(36.98)=-3.19, p=0.009, d=-0.84, E=3, µ =-0.78 (-1.26 -0.29) 
	U=355, p=0.563, d=0.13, E=0, µ =-0.18 (-0.61 0.27) 
	U=435, p=0.981, d=0.03, E=0, µ =0.01 (-0.15 0.14) 

	δ 
	δ 
	T4–C4 
	U=250, p=0.013, d=0.35, E=3, µ =-0.57 (-1.05 -0.14) 
	t(36.93)=-3.08, p=0.004, d=-0.81, E=3, µ =-0.75 (-1.24 -0.26) 
	t(32.23)=-1.65, p=0.122, d=0.43, E=0, µ =-0.42 (-0.93 0.09) 
	-

	U=362, p=0.573, d=0.12, E=0, µ =-0.23 (-0.68 0.25) 
	U=410, p=0.981, d=0.02, E=0, µ =-0.01 (-0.18 0.12) 

	δ 
	δ 
	T3–C3 
	U=276, p=0.029, d=0.29, E=3, µ =-0.54 (-1.06 -0.06) 
	t(37)=-2.55, p=0.014, d=-0.67, E=3, µ =-0.64 (-1.14 -0.14) 
	U=306, p=0.094, d=0.23, E=0, µ =-0.36 (-0.92 0.04) 
	U=375, p=0.596, d=0.09, E=0, µ =-0.18 (-0.59 0.27) 
	U=445, p=0.981, d=0.05, E=0, µ =0.04 (-0.17 0.16) 

	δ 
	δ 
	C4–CZ 
	U=256, p=0.016, d=0.34, E=3, µ =-0.59 (-1.05 -0.14) 
	t(36.89)=-4.23, p¡0.001, d=-1.11, E=3, µ =-0.97 (-1.44 -0.51) 
	t(28.21)=-2.59, p=0.023, d=-0.67, E=3, µ =-0.64 (-1.13 -0.14) 
	U=349, p=0.527, d=0.15, E=0, µ =-0.31 (-0.75 0.21) 
	U=411, p=0.981, d=0.02, E=0, µ =-0.01 (-0.14 0.13) 

	δ 
	δ 
	C3–CZ 
	U=285, p=0.039, d=0.28, E=3, µ =-0.42 (-0.88 -0.04) 
	t(35.34)=-2.71, p=0.01, d=0.71, E=2, µ =-0.67 (-1.17 -0.17) 
	-

	t(30.17)=-1.5, p=0.146, d=0.39, E=0, µ =-0.38 (-0.9 0.13) 
	-

	U=404, p=0.848, d=0.03, E=0, µ =-0.05 (-0.43 0.4) 
	U=468, p=0.981, d=0.1, E=0, µ =0.05 (-0.11 0.19) 

	δ 
	δ 
	CZ–PZ 
	U=211, p=0.003, d=0.43, E=3, µ =-0.79 (-1.22 -0.33) 
	t(29.77)=-4.87, p¡0.001, d=-1.29, E=3, µ =-1.09 (-1.54 -0.64) 
	t(36.97)=-4.32, p=0.001, d=-1.13, E=3, µ =-0.99 (-1.45 -0.53) 
	U=398, p=0.81, d=0.04, E=0, µ =-0.08 (-0.52 0.4) 
	U=405, p=0.981, d=0.03, E=0, µ =-0.01 (-0.12 0.08) 

	δ 
	δ 
	C4–P4 
	U=199, p=0.002, d=0.45, E=3, µ =-0.73 (-1.15 -0.33) 
	t(32.96)=-4.59, p¡0.001, d=-1.21, E=3, µ =-1.04 (-1.5 -0.59) 
	t(36.64)=-3.52, p=0.004, d=0.92, E=2, µ =-0.84 (-1.32 -0.36) 
	-

	U=341, p=0.527, d=0.16, E=0, µ =-0.23 (-0.6 0.21) 
	U=385, p=0.981, d=0.07, E=0, µ =-0.03 (-0.2 0.1) 

	δ 
	δ 
	C3–P3 
	U=233, p=0.006, d=0.38, E=3, µ =-0.67 (-1.15 -0.21) 
	U=190, p¡0.001, d=0.47, E=3, µ =0.93 (-1.41 -0.51) 
	-

	t(36.16)=-2.95, p=0.014, d=0.77, E=2, µ =-0.72 (-1.21 -0.23) 
	-

	U=423, p=0.969, d=0.01, E=0, µ =0.01 (-0.39 0.42) 
	U=420, p=1, d=0, E=0, µ =0 (-0.2 0.14) 

	δ 
	δ 
	T4–T6 
	U=265, p=0.02, d=0.32, E=3, µ =0.54 (-0.99 -0.14) 
	-

	t(34.98)=-3.25, p=0.003, d=-0.86, E=3, µ =-0.79 (-1.28 -0.3) 
	t(34.95)=-2.82, p=0.016, d=0.74, E=2, µ =-0.69 (-1.19 -0.2) 
	-

	U=316, p=0.497, d=0.21, E=0, µ =-0.29 (-0.64 0.07) 
	U=394, p=0.981, d=0.05, E=0, µ =-0.02 (-0.15 0.09) 
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	δ 
	δ 
	δ 
	T3–T5 
	U=288, p=0.04, d=0.27, E=3, µ =0.44 (-0.93 -0.02) 
	-

	t(36.51)=-2.56, p=0.014, d=-0.67, E=3, µ =-0.64 (-1.15 -0.14) 
	t(35.53)=-1.3, p=0.2, d=-0.34, E=0, µ =-0.34 (-0.86 0.18) 
	U=388, p=0.721, d=0.07, E=0, µ =-0.12 (-0.5 0.36) 
	U=429, p=0.981, d=0.02, E=0, µ =0.01 (-0.17 0.16) 

	δ 
	δ 
	P4–PZ 
	U=198, p=0.002, d=0.45, E=3, µ =-0.74 (-1.2 -0.31) 
	t(37)=-4.16, p¡0.001, d=-1.09, E=3,µ =-0.96 (-1.43 -0.5) 
	t(25.06)=-1.95, p=0.074, d=0.51, E=0, µ =-0.49 (-1 0.02) 
	-

	U=359, p=0.573, d=0.12, E=0, µ =-0.18 (-0.61 0.27) 
	U=408, p=0.981, d=0.02, E=0, µ =-0.01 (-0.2 0.12) 

	δ 
	δ 
	P3–PZ 
	U=287, p=0.04, d=0.27, E=3, µ =0.52 (-1.01 -0.01) 
	-

	t(35.97)=-3.39, p=0.002, d=-0.89, E=3, µ =-0.81 (-1.3 -0.33) 
	U=324, p=0.146, d=0.2, E=0, µ =-0.38 (-0.87 0.13) 
	U=469, p=0.592, d=0.1, E=0, µ =0.16 (-0.27 0.64) 
	U=432, p=0.981, d=0.02, E=0, µ =0.01 (-0.11 0.13) 

	δ 
	δ 
	T6–O2 
	U=228, p=0.005, d=0.39, E=3, µ =-0.58 (-0.85 -0.23) 
	U=175, p¡0.001, d=0.5, E=2, µ =-0.79 (-1.12 -0.44) 
	U=259, p=0.022, d=0.33, E=2, µ =-0.54 (-0.93 -0.13) 
	U=307, p=0.497, d=0.23, E=0, µ =-0.2 (-0.46 0.02) 
	U=348, p=0.981, d=0.15, E=0, µ =-0.04 (-0.14 0.03) 

	δ 
	δ 
	T5–O1 
	U=267, p=0.02, d=0.31, E=3, µ =0.58 (-1.01 -0.1) 
	-

	t(33.99)=-3.42, p=0.002, d=-0.9, E=3, µ =-0.83 (-1.31 -0.34) 
	t(34.13)=-2.17, p=0.047, d=0.57, E=2, µ =-0.55 (-1.05 -0.04) 
	-

	U=349, p=0.527, d=0.15, E=0, µ =-0.2 (-0.53 0.16) 
	U=374, p=0.981, d=0.09, E=0, µ =-0.02 (-0.16 0.06) 

	δ 
	δ 
	P4–O2 
	U=258, p=0.016, d=0.33, E=3, µ =-0.44 (-0.77 -0.09) 
	U=211, p=0.001, d=0.43, E=3, µ =-0.72 (-1.19 -0.3) 
	U=268, p=0.027, d=0.31, E=2, µ =-0.55 (-0.98 -0.07) 
	U=345, p=0.527, d=0.15, E=0, µ =-0.15 (-0.42 0.12) 
	U=399, p=0.981, d=0.04, E=0, µ =-0.01 (-0.12 0.06) 

	δ 
	δ 
	P3–O1 
	U=264, p=0.02, d=0.32, E=3, µ =0.57 (-1.11 -0.11) 
	-

	t(28.68)=-3.16, p=0.003, d=-0.84, E=3, µ =-0.78 (-1.28 -0.28) 
	t(37)=-2.42, p=0.027, d=-0.63, E=2, µ =-0.61 (-1.11 -0.1) 
	U=370, p=0.592, d=0.1, E=0, µ =-0.14 (-0.56 0.27) 
	U=398, p=0.981, d=0.04, E=0, µ =-0.01 (-0.15 0.06) 

	δ 
	δ 
	O1–O2 
	U=199, p=0.002, d=0.45, E=3, µ =-0.56 (-0.9 -0.27) 
	U=144, p¡0.001, d=0.56, E=3, µ =0.92 (-1.33 -0.52) 
	-

	U=195, p=0.003, d=0.46, E=3, µ =-0.75 (-1.1 -0.33) 
	U=315, p=0.497, d=0.21, E=0, µ =-0.24 (-0.51 0.06) 
	U=348, p=0.981, d=0.15, E=0, µ =-0.04 (-0.15 0.03) 

	θ 
	θ 
	F8–F4 
	t(36.96)=-3.54, p=0.002, d=-0.93, E=3, µ =-0.85 (-1.33 -0.37) 
	t(36.9)=-2.92, p=0.012, d=-0.77, E=3, µ =-0.72 (-1.21 -0.23) 
	t(36.26)=-1.29, p=0.828, d=0.34, E=0, µ =-0.33 (-0.85 0.19) 
	-

	U=487, p=0.348, d=0.14, E=0, µ =0.25 (-0.21 0.83) 
	U=422, p=0.982, d=0, E=0, µ =0.01 (-0.36 0.34) 

	θ 
	θ 
	F7–F3 
	t(36.58)=-4.43, p¡0.001, d=-1.17, E=3, µ =-1.01 (-1.47 -0.55) 
	t(35.49)=-3.33, p=0.009, d=-0.88, E=3, µ =-0.81 (-1.29 -0.32) 
	t(36.86)=-1.78, p=0.621, d=0.47, E=0, µ =-0.46 (-0.97 0.06) 
	-

	t(36.99)=0.88, p=0.421, d=0.23, E=0, µ =0.23 (-0.3 0.76) 
	U=476, p=0.899, d=0.11, E=0, µ =0.12 (-0.18 0.43) 

	θ 
	θ 
	F4–C4 
	t(34.27)=-4.51, p¡0.001, d=-1.19, E=3, µ =-1.03 (-1.49 -0.57) 
	t(35.56)=-3.78, p=0.005, d=-0.99, E=3, µ =-0.9 (-1.37 -0.42) 
	t(36.89)=-1.34, p=0.828, d=0.35, E=0, µ =-0.35 (-0.87 0.17) 
	-

	U=514, p=0.216, d=0.19, E=0, µ =0.38 (-0.12 0.87) 
	U=527, p=0.899, d=0.22, E=0, µ =0.22 (-0.05 0.5) 

	θ 
	θ 
	F3–C3 
	t(36.97)=-3.73, p=0.001, d=-0.98, E=3, µ =-0.88 (-1.36 -0.41) 
	t(35.95)=-3.12, p=0.009, d=-0.82, E=3, µ =-0.76 (-1.26 -0.27) 
	t(37)=-0.87, p=0.828, d=-0.23, E=0, µ =-0.23 (-0.75 0.3) 
	U=490, p=0.341, d=0.14, E=0, µ =0.28 (-0.19 0.77) 
	U=530, p=0.899, d=0.22, E=0, µ =0.21 (-0.03 0.41) 

	θ 
	θ 
	F4–FZ 
	t(34.48)=-4.57, p¡0.001, d=-1.2, E=3, µ =-1.04 (-1.49 -0.58) 
	t(36.46)=-4.14, p=0.003, d=-1.09, E=3, µ =-0.96 (-1.43 -0.5) 
	t(36.88)=-2.95, p=0.108, d=0.77, E=0, µ =-0.72 (-1.22 -0.23) 
	-

	t(36.87)=-0.48, p=0.66, d=0.13, E=0, µ =-0.13 (-0.66 0.4) 
	-

	U=496, p=0.899, d=0.16, E=0, µ =0.14 (-0.11 0.41) 

	θ 
	θ 
	FZ–CZ 
	t(36.82)=-3.46, p=0.002, d=-0.91, E=3, µ =-0.83 (-1.31 -0.35) 
	U=297, p=0.081, d=0.25, E=0, µ =-0.44 (-0.93 0.03) 
	t(36.18)=-1.04, p=0.828, d=0.27, E=0, µ =-0.27 (-0.79 0.25) 
	-

	t(33.16)=1.62, p=0.195, d=0.42, E=0, µ =0.42 (-0.1 0.93) 
	U=508, p=0.899, d=0.18, E=0, µ =0.11 (-0.06 0.26) 

	θ 
	θ 
	F3–FZ 
	t(33.35)=-4.27, p¡0.001, d=-1.13, E=3, µ =-0.99 (-1.45 -0.52) 
	U=213, p=0.008, d=0.42, E=3, µ =-0.72 (-1.21 -0.31) 
	t(36.56)=-1.9, p=0.621, d=0.5, E=0, µ =-0.49 (-1 0.03) 
	-

	U=430, p=0.883, d=0.02, E=0, µ =0.01 (-0.36 0.47) 
	U=492, p=0.899, d=0.15, E=0, µ =0.14 (-0.11 0.36) 

	θ 
	θ 
	T4–C4 
	t(36.99)=-2.31, p=0.031, d=-0.61, E=3, µ =-0.58 (-1.09 -0.08) 
	t(36.99)=-1.78, p=0.103, d=0.47, E=0, µ =-0.46 (-0.97 0.06) 
	-

	t(32.91)=-0.22, p=0.997, d=0.06, E=0, µ =-0.06 (-0.58 0.47) 
	-

	t(31.2)=1.46, p=0.216, d=0.38, E=0, µ =0.37 (-0.14 0.89) 
	U=451, p=0.946, d=0.06, E=0, µ =0.06 (-0.28 0.33) 

	θ 
	θ 
	T3–C3 
	t(35.94)=-2.18, p=0.036, d=-0.57, E=3, µ =-0.55 (-1.07 -0.04) 
	U=360, p=0.357, d=0.12, E=0, µ =-0.25 (-0.73 0.29) 
	t(36.88)=0, p=0.997, d=0, E=0, µ =0 (-0.53 0.53) 
	U=551, p=0.096, d=0.27, E=0, µ =0.5 (0.01 0.97) 
	U=485, p=0.899, d=0.13, E=0, µ =0.15 (-0.16 0.4) 

	θ 
	θ 
	C4–CZ 
	t(36.98)=-3.03, p=0.006, d=-0.8, E=3, µ =-0.74 (-1.23 -0.25) 
	U=345, p=0.259, d=0.15, E=0, µ =-0.33 (-0.79 0.2) 
	t(29.25)=-0.23, p=0.997, d=0.06, E=0, µ =-0.06 (-0.58 0.46) 
	-

	U=491, p=0.341, d=0.15, E=0, µ =0.26 (-0.19 0.8) 
	U=451, p=0.946, d=0.06, E=0, µ =0.04 (-0.2 0.25) 
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	θ 
	θ 
	θ 
	C3–CZ 
	t(36.99)=-2.3, p=0.031, d=-0.6, E=3, µ =-0.58 (-1.09 -0.07) 
	t(37)=-2.18, p=0.06, d=-0.57, E=0, µ =-0.55 (-1.06 -0.04) 
	t(33.05)=-0.57, p=0.938, d=0.15, E=0, µ =-0.15 (-0.67 0.38) 
	-

	t(34.17)=1.41, p=0.225, d=0.37, E=0, µ =0.36 (-0.15 0.88) 
	U=478, p=0.899, d=0.12, E=0, µ =0.11 (-0.12 0.36) 

	θ 
	θ 
	CZ–PZ 
	U=175, p¡0.001, d=0.5, E=3, µ =0.88 (-1.38 -0.44) 
	-

	U=223, p=0.009, d=0.4, E=3, µ =0.8 (-1.23 -0.3) 
	-

	t(36.36)=-0.26, p=0.997, d=0.07, E=0, µ =-0.07 (-0.6 0.46) 
	-

	U=618, p=0.013, d=0.4, E=1, µ =0.66 (0.24 1.3) 
	U=480, p=0.899, d=0.12, E=0, µ =0.08 (-0.1 0.25) 

	θ 
	θ 
	C4–P4 
	U=181, p¡0.001, d=0.49, E=3, µ =0.84 (-1.32 -0.37) 
	-

	U=231, p=0.009, d=0.39, E=3, µ =-0.7 (-1.2 -0.27) 
	t(36.87)=-0.19, p=0.997, d=0.05, E=0, µ =-0.05 (-0.58 0.48) 
	-

	U=611, p=0.013, d=0.39, E=2, µ =0.67 (0.24 1.28) 
	U=403, p=0.946, d=0.03, E=0, µ =-0.03 (-0.28 0.19) 

	θ 
	θ 
	C3–P3 
	U=230, p=0.005, d=0.39, E=3, µ =-0.79 (-1.28 -0.28) 
	t(29.99)=-3.11, p=0.009, d=-0.82, E=3, µ =-0.77 (-1.27 -0.27) 
	t(36.02)=-0.74, p=0.828, d=0.19, E=0, µ =-0.19 (-0.72 0.33) 
	-

	U=610, p=0.013, d=0.39, E=1, µ =0.64 (0.17 1.16) 
	U=416, p=0.982, d=0.01, E=0, µ =-0.01 (-0.24 0.19) 

	θ 
	θ 
	T4–T6 
	t(34.38)=-2.76, p=0.012, d=0.73, E=2, µ =-0.69 (-1.19 -0.19) 
	-

	t(35.43)=-2.63, p=0.023, d=-0.69, E=3, µ =-0.66 (-1.16 -0.16) 
	t(34.88)=-0.1, p=0.997, d=0.03, E=0, µ =-0.03 (-0.55 0.5) 
	-

	U=536, p=0.148, d=0.24, E=0, µ =0.55 (-0.06 1.28) 
	U=442, p=0.946, d=0.04, E=0, µ =0.04 (-0.24 0.26) 

	θ 
	θ 
	T3–T5 
	t(35.99)=-2.17, p=0.036, d=-0.57, E=3, µ =-0.55 (-1.06 -0.04) 
	t(28.64)=-1.69, p=0.118, d=0.45, E=0, µ =-0.44 (-0.97 0.08) 
	-

	t(36.81)=0.73, p=0.828, d=0.19, E=0, µ =0.19 (-0.34 0.72) 
	U=605, p=0.014, d=0.38, E=1, µ =0.7 (0.22 1.23) 
	U=449, p=0.946, d=0.06, E=0, µ =0.07 (-0.21 0.36) 

	θ 
	θ 
	P4–PZ 
	t(36.01)=-3.53, p=0.002, d=-0.93, E=3, µ =-0.85 (-1.33 -0.37) 
	U=264, p=0.028, d=0.32, E=3, µ =-0.6 (-1.05 -0.11) 
	t(31.7)=-0.02, p=0.997, d=0, E=0, µ =0 (-0.53 0.52) 
	U=534, p=0.148, d=0.23, E=0, µ =0.51 (-0.06 0.99) 
	U=439, p=0.946, d=0.04, E=0, µ =0.04 (-0.28 0.34) 

	θ 
	θ 
	P3–PZ 
	t(36.17)=-2.07, p=0.044, d=-0.54, E=3, µ =-0.53 (-1.04 -0.02) 
	t(36.1)=-1.95, p=0.081, d=0.51, E=0, µ =-0.5 (-1.02 0.01) 
	-

	t(31.87)=0.85, p=0.828, d=0.22, E=0, µ =0.22 (-0.3 0.74) 
	U=591, p=0.024, d=0.35, E=1, µ =0.7 (0.15 1.2) 
	U=443, p=0.946, d=0.05, E=0, µ =0.05 (-0.23 0.33) 

	θ 
	θ 
	T6–O2 
	U=250, p=0.012, d=0.35, E=2, µ =-0.57 (-0.98 -0.17) 
	t(36.99)=-2.08, p=0.069, d=0.55, E=0, µ =-0.53 (-1.04 -0.02) 
	-

	t(32.29)=0.8, p=0.828, d=0.21, E=0, µ =0.21 (-0.31 0.73) 
	U=580, p=0.031, d=0.33, E=1, µ =0.43 (0.07 0.96) 
	U=377, p=0.946, d=0.09, E=0, µ =-0.04 (-0.2 0.07) 

	θ 
	θ 
	T5–O1 
	t(34.07)=-2.2, p=0.036, d=-0.58, E=3, µ =-0.56 (-1.08 -0.05) 
	t(35.44)=-1.29, p=0.221, d=0.34, E=0, µ =-0.34 (-0.86 0.19) 
	-

	t(32.26)=0.86, p=0.828, d=0.22, E=0, µ =0.22 (-0.3 0.75) 
	t(32.37)=4.41, p=0.001, d=1.15, E=1, µ =1 (0.54 1.45) 
	U=423, p=0.982, d=0.01, E=0, µ =0.01 (-0.21 0.21) 

	θ 
	θ 
	P4–O2 
	U=269, p=0.026, d=0.31, E=3, µ =-0.51 (-1.02 -0.09) 
	t(31.59)=-1.86, p=0.093, d=0.49, E=0, µ =-0.48 (-1 0.04) 
	-

	t(36.93)=0.16, p=0.997, d=0.04, E=0, µ =0.04 (-0.49 0.57) 
	U=581, p=0.031, d=0.33, E=1, µ =0.53 (0.13 1.06) 
	U=438, p=0.946, d=0.04, E=0, µ =0.02 (-0.14 0.16) 

	θ 
	θ 
	P3–O1 
	t(26.77)=-2.42, p=0.027, d=-0.64, E=3, µ =-0.62 (-1.13 -0.1) 
	t(33.27)=-1.33, p=0.217, d=0.35, E=0, µ =-0.35 (-0.88 0.18) 
	-

	t(36.61)=0.89, p=0.828, d=0.23, E=0, µ =0.23 (-0.29 0.76) 
	U=685, p¡0.001, d=0.54, E=1, µ =1 (0.56 1.46) 
	U=435, p=0.946, d=0.03, E=0, µ =0.03 (-0.22 0.18) 

	θ 
	θ 
	O1–O2 
	U=186, p=0.001, d=0.48, E=3, µ =-0.75 (-1.16 -0.4) 
	U=242, p=0.012, d=0.36, E=3, µ =-0.69 (-1.13 -0.21) 
	t(35.23)=-0.48, p=0.966, d=0.13, E=0, µ =-0.13 (-0.65 0.4) 
	-

	U=517, p=0.216, d=0.2, E=0, µ =0.38 (-0.1 0.91) 
	U=362, p=0.899, d=0.12, E=0, µ =-0.08 (-0.36 0.09) 

	α 
	α 
	F8–F4 
	t(36.89)=-2.64, p=0.031, d=0.69, E=2, µ =-0.66 (-1.16 -0.16) 
	-

	t(36.91)=-1.7, p=0.433, d=0.45, E=0, µ =-0.44 (-0.95 0.08) 
	-

	t(35.69)=0.84, p=0.466, d=0.22, E=0, µ =0.22 (-0.3 0.74) 
	U=592, p=0.011, d=0.35, E=2, µ =0.71 (0.18 1.15) 
	U=541, p=0.093, d=0.25, E=0, µ =0.24 (-0.02 0.53) 

	α 
	α 
	F7–F3 
	t(35.86)=-3.76, p=0.006, d=0.99, E=2, µ =-0.89 (-1.37 -0.42) 
	-

	t(36.58)=-2.4, p=0.228, d=0.63, E=0, µ =-0.61 (-1.11 -0.1) 
	-

	t(35.12)=0.23, p=0.851, d=0.06, E=0, µ =0.06 (-0.47 0.6) 
	U=572, p=0.022, d=0.31, E=2, µ =0.53 (0.12 0.94) 
	U=551, p=0.093, d=0.27, E=0, µ =0.28 (0.02 0.6) 


	A.4 Results for epoch 3 
	α 
	α 
	α 
	F4–C4 
	t(36.97)=-3.71, p=0.006, d=0.97, E=2, µ =-0.88 (-1.35 -0.4) 
	-

	t(36.96)=-1.8, p=0.433, d=0.47, E=0, µ =-0.46 (-0.98 0.05) 
	-

	U=512, p=0.207, d=0.19, E=0, µ =0.33 (-0.15 0.85) 
	t(36.15)=2.37, p=0.025, d=0.62, E=2, µ =0.6 (0.09 1.11) 
	U=606, p=0.026, d=0.38, E=3, µ =0.42 (0.13 0.78) 

	α 
	α 
	F3–C3 
	t(31.82)=-2.86, p=0.023, d=0.75, E=2, µ =-0.7 (-1.19 -0.21) 
	-

	t(36.98)=-1.39, p=0.656, d=0.36, E=0, µ =-0.36 (-0.88 0.16) 
	-

	t(36.82)=1.05, p=0.358, d=0.28, E=0, µ =0.28 (-0.25 0.8) 
	U=603, p=0.007, d=0.37, E=3, µ =0.72 (0.24 1.25) 
	U=597, p=0.031, d=0.36, E=3, µ =0.37 (0.13 0.66) 

	α 
	α 
	F4–FZ 
	t(36.84)=-3.53, p=0.006, d=0.93, E=2, µ =-0.85 (-1.33 -0.37) 
	-

	t(36.5)=-3.11, p=0.069, d=0.82, E=0, µ =-0.76 (-1.25 -0.27) 
	-

	t(36.92)=-0.51, p=0.668, d=0.13, E=0, µ =-0.14 (-0.66 0.39) 
	-

	t(36.79)=1.77, p=0.082, d=0.46, E=0, µ =0.45 (-0.06 0.97) 
	U=633, p=0.016, d=0.44, E=3, µ =0.41 (0.15 0.68) 

	α 
	α 
	FZ–CZ 
	t(36.32)=-2.26, p=0.072, d=0.59, E=0, µ =-0.57 (-1.07 -0.06) 
	-

	t(36.51)=-0.69, p=0.854, d=0.18, E=0, µ =-0.18 (-0.71 0.34) 
	-

	t(36.86)=1.42, p=0.207, d=0.37, E=0, µ =0.37 (-0.15 0.89) 
	U=610, p=0.005, d=0.39, E=2, µ =0.66 (0.24 1.14) 
	U=613, p=0.026, d=0.39, E=3, µ =0.33 (0.1 0.58) 

	α 
	α 
	F3–FZ 
	t(37)=-2.19, p=0.075, d=-0.58, E=0, µ =-0.56 (-1.07 -0.05) 
	t(36.91)=-1.94, p=0.433, d=0.51, E=0, µ =-0.5 (-1.01 0.02) 
	-

	t(36.97)=-0.19, p=0.851, d=0.05, E=0, µ =-0.05 (-0.58 0.48) 
	-

	t(36.06)=2.5, p=0.021, d=0.66, E=2, µ =0.63 (0.12 1.13) 
	U=587, p=0.036, d=0.34, E=3, µ =0.38 (0.1 0.65) 

	α 
	α 
	T4–C4 
	t(31.89)=-0.29, p=0.774, d=0.08, E=0, µ =-0.08 (-0.6 0.45) 
	-

	t(36.01)=-0.54, p=0.854, d=0.14, E=0, µ =-0.14 (-0.67 0.39) 
	-

	t(34.46)=1.66, p=0.171, d=0.43, E=0, µ =0.42 (-0.09 0.94) 
	U=588, p=0.012, d=0.34, E=2, µ =0.66 (0.15 1.23) 
	U=541, p=0.093, d=0.25, E=0, µ =0.33 (-0.02 0.67) 

	α 
	α 
	T3–C3 
	U=356, p=0.413, d=0.13, E=0, µ =-0.27 (-0.8 0.26) 
	t(34.8)=0.26, p=0.919, d=0.07, E=0, µ =0.07 (-0.47 0.6) 
	U=586, p=0.027, d=0.34, E=1, µ =0.64 (0.19 1.07) 
	U=611, p=0.005, d=0.39, E=2, µ =0.68 (0.25 1.19) 
	U=538, p=0.094, d=0.24, E=0, µ =0.3 (-0.04 0.59) 

	α 
	α 
	C4–CZ 
	t(29.63)=-2.04, p=0.089, d=0.53, E=0, µ =-0.52 (-1.02 -0.01) 
	-

	U=426, p=0.932, d=0.01, E=0, µ =0.05 (-0.54 0.55) 
	U=552, p=0.071, d=0.27, E=0, µ =0.43 (0.02 0.92) 
	U=548, p=0.049, d=0.26, E=2, µ =0.5 (0 1.03) 
	U=506, p=0.203, d=0.18, E=0, µ =0.16 (-0.09 0.45) 

	α 
	α 
	C3–CZ 
	t(31.44)=-1.23, p=0.303, d=0.32, E=0, µ =-0.32 (-0.84 0.2) 
	-

	t(35.2)=-0.89, p=0.854, d=0.23, E=0, µ =-0.23 (-0.75 0.29) 
	-

	t(36.2)=1.43, p=0.207, d=0.37, E=0, µ =0.37 (-0.15 0.89) 
	t(36.09)=2.14, p=0.04, d=0.56, E=2, µ =0.54 (0.03 1.05) 
	U=546, p=0.093, d=0.26, E=0, µ =0.24 (0 0.51) 

	α 
	α 
	CZ–PZ 
	t(35.34)=-2.7, p=0.03, d=0.71, E=2, µ =-0.68 (-1.18 -0.17) 
	-

	t(36.6)=-0.73, p=0.854, d=0.19, E=0, µ =-0.19 (-0.72 0.34) 
	-

	U=619, p=0.013, d=0.41, E=1, µ =0.74 (0.28 1.3) 
	U=715, p¡0.001, d=0.6, E=3, µ =1.02 (0.56 1.49) 
	U=586, p=0.036, d=0.34, E=3, µ =0.29 (0.06 0.56) 

	α 
	α 
	C4–P4 
	t(32.52)=-3.17, p=0.013, d=0.84, E=2, µ =-0.78 (-1.27 -0.29) 
	-

	t(36.99)=-1.18, p=0.802, d=0.31, E=0, µ =-0.31 (-0.83 0.22) 
	-

	t(36.55)=2.8, p=0.023, d=0.73, E=1, µ =0.69 (0.2 1.19) 
	U=695, p¡0.001, d=0.56, E=3, µ =0.96 (0.55 1.44) 
	U=500, p=0.218, d=0.16, E=0, µ =0.17 (-0.11 0.42) 

	α 
	α 
	C3–P3 
	t(36.96)=-2.1, p=0.084, d=0.55, E=0, µ =-0.54 (-1.05 -0.03) 
	-

	t(36.16)=-0.62, p=0.854, d=0.16, E=0, µ =-0.16 (-0.69 0.37) 
	-

	U=599, p=0.019, d=0.37, E=1, µ =0.67 (0.21 1.23) 
	U=689, p¡0.001, d=0.55, E=3, µ =0.94 (0.52 1.37) 
	U=537, p=0.094, d=0.24, E=0, µ =0.2 (-0.02 0.44) 

	α 
	α 
	T4–T6 
	U=304, p=0.118, d=0.24, E=0, µ =-0.43 (-0.96 0.06) 
	t(36.95)=-0.65, p=0.854, d=0.17, E=0, µ =-0.17 (-0.7 0.36) 
	-

	t(34.54)=2.35, p=0.052, d=0.61, E=0, µ =0.59 (0.09 1.09) 
	U=651, p=0.001, d=0.47, E=3, µ =0.9 (0.45 1.43) 
	U=514, p=0.178, d=0.19, E=0, µ =0.22 (-0.08 0.48) 

	α 
	α 
	T3–T5 
	t(36.72)=-0.59, p=0.614, d=0.15, E=0, µ =-0.15 (-0.68 0.37) 
	-

	t(34.4)=0.27, p=0.919, d=0.07, E=0, µ =0.07 (-0.46 0.61) 
	t(37)=2.2, p=0.061, d=0.58, E=0, µ =0.56 (0.05 1.07) 
	U=656, p=0.001, d=0.48, E=3, µ =0.85 (0.41 1.32) 
	U=554, p=0.093, d=0.27, E=0, µ =0.31 (0.01 0.69) 

	α 
	α 
	P4–PZ 
	t(31.06)=-1.69, p=0.148, d=0.44, E=0, µ =-0.43 (-0.94 0.08) 
	-

	t(36.59)=-0.38, p=0.9, d=-0.1, E=0, µ =-0.1 (-0.63 0.43) 
	U=578, p=0.034, d=0.32, E=1, µ =0.64 (0.13 1.17) 
	U=625, p=0.002, d=0.42, E=2, µ =0.81 (0.34 1.27) 
	U=545, p=0.093, d=0.26, E=0, µ =0.35 (0 0.72) 

	α 
	α 
	P3–PZ 
	U=398, p=0.774, d=0.04, E=0, µ =-0.11 (-0.64 0.42) 
	t(37)=0.54, p=0.854, d=0.14, E=0, µ =0.14 (-0.39 0.67) 
	U=609, p=0.017, d=0.39, E=1, µ =0.69 (0.23 1.24) 
	t(36.72)=3.79, p=0.001, d=1, E=3, µ =0.9 (0.42 1.37) 
	U=566, p=0.075, d=0.3, E=0, µ =0.39 (0.06 0.81) 


	A.4 Results for epoch 3 
	α 
	α 
	α 
	T6–O2 
	U=298, p=0.103, d=0.25, E=0, µ =-0.42 (-0.83 0.01) 
	t(35.21)=-0.13, p=0.932, d=0.04, E=0, µ =-0.04 (-0.56 0.49) 
	-

	U=604, p=0.017, d=0.38, E=1, µ =0.79 (0.27 1.35) 
	U=671, p¡0.001, d=0.51, E=3, µ =0.88 (0.42 1.37) 
	U=501, p=0.218, d=0.17, E=0, µ =0.11 (-0.09 0.32) 

	α 
	α 
	T5–O1 
	t(36.82)=-1.47, p=0.211, d=0.39, E=0, µ =-0.38 (-0.9 0.14) 
	-

	t(37)=0.43, p=0.9, d=0.11, E=0, µ =0.11 (-0.42 0.64) 
	t(33.5)=3.44, p=0.013, d=0.9, E=1, µ =0.82 (0.34 1.3) 
	t(35.83)=4.96, p¡0.001, d=1.3, E=3, µ =1.09 (0.65 1.53) 
	U=552, p=0.093, d=0.27, E=0, µ =0.26 (0.03 0.57) 

	α 
	α 
	P4–O2 
	U=358, p=0.413, d=0.13, E=0, µ =-0.24 (-0.71 0.27) 
	t(36.78)=-0.11, p=0.932, d=0.03, E=0, µ =-0.03 (-0.56 0.5) 
	-

	t(36.6)=2.3, p=0.052, d=0.6, E=0, µ =0.58 (0.08 1.09) 
	U=643, p=0.001, d=0.46, E=3, µ =0.93 (0.4 1.4) 
	U=542, p=0.093, d=0.25, E=0, µ =0.19 (-0.01 0.44) 

	α 
	α 
	P3–O1 
	t(35.2)=-0.77, p=0.511, d=0.2, E=0, µ =-0.2 (-0.73 0.33) 
	-

	t(37)=0.74, p=0.854, d=0.19, E=0, µ =0.19 (-0.33 0.72) 
	t(34.05)=3.3, p=0.013, d=0.86, E=1, µ =0.79 (0.31 1.28) 
	U=714, p¡0.001, d=0.6, E=3, µ =1.15 (0.69 1.62) 
	U=523, p=0.142, d=0.21, E=0, µ =0.17 (-0.04 0.41) 

	α 
	α 
	O1–O2 
	U=231, p=0.013, d=0.39, E=2, µ =-0.68 (-1.09 -0.23) 
	t(36.88)=-0.77, p=0.854, d=0.2, E=0, µ =-0.2 (-0.73 0.32) 
	-

	U=515, p=0.207, d=0.19, E=0, µ =0.35 (-0.13 0.95) 
	U=571, p=0.022, d=0.31, E=3, µ =0.5 (0.07 1.03) 
	U=512, p=0.179, d=0.19, E=0, µ =0.16 (-0.05 0.44) 

	β 
	β 
	F8–F4 
	U=403, p=0.962, d=0.03, E=0, µ =-0.05 (-0.56 0.37) 
	U=440, p=0.798, d=0.04, E=0, µ =0.1 (-0.41 0.68) 
	U=596, p=0.007, d=0.36, E=2, µ =0.76 (0.22 1.28) 
	U=531, p=0.123, d=0.23, E=0, µ =0.27 (-0.06 0.67) 
	U=558, p=0.05, d=0.28, E=0, µ =0.29 (0.03 0.58) 

	β 
	β 
	F7–F3 
	U=333, p=0.947, d=0.18, E=0, µ =-0.27 (-0.77 0.17) 
	U=391, p=0.723, d=0.06, E=0, µ =-0.13 (-0.64 0.44) 
	t(35.5)=1.88, p=0.066, d=0.49, E=0, µ =0.48 (-0.03 1) 
	U=538, p=0.103, d=0.24, E=0, µ =0.36 (-0.03 0.73) 
	U=573, p=0.048, d=0.31, E=3, µ =0.33 (0.06 0.66) 

	β 
	β 
	F4–C4 
	U=343, p=0.947, d=0.16, E=0, µ =-0.25 (-0.69 0.14) 
	t(32.08)=1.1, p=0.353, d=0.29, E=0, µ =0.29 (-0.23 0.8) 
	U=617, p=0.003, d=0.4, E=3, µ =0.72 (0.27 1.18) 
	U=516, p=0.151, d=0.2, E=0, µ =0.27 (-0.1 0.68) 
	U=602, p=0.028, d=0.37, E=3, µ =0.36 (0.09 0.77) 

	β 
	β 
	F3–C3 
	U=352, p=0.947, d=0.14, E=0, µ =-0.22 (-0.61 0.2) 
	t(31.61)=1.21, p=0.334, d=0.32, E=0, µ =0.31 (-0.21 0.83) 
	U=618, p=0.003, d=0.4, E=3, µ =0.77 (0.33 1.24) 
	U=575, p=0.041, d=0.32, E=3, µ =0.42 (0.07 0.84) 
	U=594, p=0.029, d=0.36, E=3, µ =0.34 (0.12 0.64) 

	β 
	β 
	F4–FZ 
	U=409, p=0.962, d=0.02, E=0, µ =-0.05 (-0.51 0.33) 
	t(36.08)=-0.19, p=0.847, d=0.05, E=0, µ =-0.05 (-0.58 0.48) 
	-

	t(36.99)=2.39, p=0.022, d=0.63, E=2, µ =0.6 (0.1 1.11) 
	U=598, p=0.024, d=0.36, E=3, µ =0.51 (0.17 0.92) 
	U=618, p=0.028, d=0.4, E=3, µ =0.38 (0.15 0.65) 

	β 
	β 
	FZ–CZ 
	U=337, p=0.947, d=0.17, E=0, µ =-0.3 (-0.77 0.12) 
	t(30.79)=1.16, p=0.34, d=0.3, E=0, µ =0.3 (-0.22 0.82) 
	U=596, p=0.007, d=0.36, E=3, µ =0.67 (0.21 1.14) 
	U=554, p=0.061, d=0.27, E=0, µ =0.45 (0.02 0.81) 
	U=575, p=0.048, d=0.32, E=3, µ =0.24 (0.04 0.49) 

	β 
	β 
	F3–FZ 
	U=402, p=0.962, d=0.04, E=0, µ =-0.06 (-0.53 0.4) 
	U=453, p=0.708, d=0.07, E=0, µ =0.13 (-0.33 0.57) 
	t(37)=2.13, p=0.039, d=0.56, E=2, µ =0.54 (0.03 1.05) 
	U=602, p=0.024, d=0.37, E=3, µ =0.56 (0.16 0.99) 
	U=601, p=0.028, d=0.37, E=3, µ =0.35 (0.09 0.68) 

	β 
	β 
	T4–C4 
	U=427, p=0.962, d=0.01, E=0, µ =0.03 (-0.45 0.48) 
	U=508, p=0.288, d=0.18, E=0, µ =0.43 (-0.18 0.96) 
	U=615, p=0.003, d=0.4, E=2, µ =0.81 (0.32 1.21) 
	U=523, p=0.143, d=0.21, E=0, µ =0.37 (-0.09 0.82) 
	U=551, p=0.05, d=0.27, E=0, µ =0.26 (0.01 0.58) 

	β 
	β 
	T3–C3 
	U=441, p=0.962, d=0.04, E=0, µ =0.06 (-0.39 0.53) 
	t(36.94)=1.55, p=0.242, d=0.41, E=0, µ =0.4 (-0.12 0.92) 
	U=630, p=0.002, d=0.43, E=3, µ =0.77 (0.35 1.22) 
	U=487, p=0.303, d=0.14, E=0, µ =0.23 (-0.17 0.67) 
	U=555, p=0.05, d=0.28, E=0, µ =0.32 (0.02 0.58) 

	β 
	β 
	C4–CZ 
	U=357, p=0.947, d=0.13, E=0, µ =-0.23 (-0.63 0.27) 
	U=499, p=0.334, d=0.16, E=0, µ =0.27 (-0.18 0.87) 
	U=603, p=0.006, d=0.37, E=2, µ =0.69 (0.23 1.12) 
	U=522, p=0.143, d=0.21, E=0, µ =0.37 (-0.12 0.85) 
	U=528, p=0.095, d=0.22, E=0, µ =0.2 (-0.03 0.46) 

	β 
	β 
	C3–CZ 
	U=401, p=0.962, d=0.04, E=0, µ =-0.09 (-0.59 0.48) 
	t(35.07)=0.89, p=0.456, d=0.23, E=0, µ =0.23 (-0.29 0.76) 
	U=593, p=0.008, d=0.35, E=2, µ =0.64 (0.17 1.05) 
	U=516, p=0.151, d=0.2, E=0, µ =0.32 (-0.12 0.77) 
	U=567, p=0.05, d=0.3, E=0, µ =0.3 (0.03 0.65) 

	β 
	β 
	CZ–PZ 
	U=472, p=0.947, d=0.11, E=0, µ =0.22 (-0.25 0.66) 
	U=582, p=0.052, d=0.33, E=0, µ =0.6 (0.12 1.11) 
	U=688, p¡0.001, d=0.55, E=3, µ =0.96 (0.53 1.45) 
	U=619, p=0.024, d=0.41, E=3, µ =0.59 (0.2 1.01) 
	U=589, p=0.031, d=0.35, E=3, µ =0.24 (0.07 0.58) 

	β 
	β 
	C4–P4 
	U=411, p=0.962, d=0.02, E=0, µ =-0.05 (-0.46 0.38) 
	U=570, p=0.063, d=0.31, E=0, µ =0.57 (0.1 1.1) 
	U=695, p¡0.001, d=0.56, E=3, µ =0.95 (0.56 1.44) 
	U=561, p=0.054, d=0.29, E=0, µ =0.44 (0.06 0.82) 
	U=530, p=0.095, d=0.22, E=0, µ =0.16 (-0.03 0.49) 

	β 
	β 
	C3–P3 
	U=469, p=0.947, d=0.1, E=0, µ =0.14 (-0.27 0.62) 
	U=566, p=0.066, d=0.3, E=0, µ =0.59 (0.11 1.12) 
	U=666, p¡0.001, d=0.5, E=3, µ =0.88 (0.45 1.32) 
	U=572, p=0.041, d=0.31, E=3, µ =0.48 (0.08 0.91) 
	U=557, p=0.05, d=0.28, E=0, µ =0.21 (0.02 0.52) 


	A.4 Results for epoch 3 
	β 
	β 
	β 
	T4–T6 
	U=407, p=0.962, d=0.03, E=0, µ =-0.07 (-0.43 0.38) 
	U=544, p=0.139, d=0.25, E=0, µ =0.52 (0 1.17) 
	U=664, p¡0.001, d=0.5, E=3, µ =0.93 (0.56 1.36) 
	U=510, p=0.173, d=0.18, E=0, µ =0.34 (-0.1 0.75) 
	U=552, p=0.05, d=0.27, E=0, µ =0.24 (0.01 0.55) 

	β 
	β 
	T3–T5 
	U=478, p=0.947, d=0.12, E=0, µ =0.16 (-0.21 0.67) 
	U=585, p=0.052, d=0.34, E=0, µ =0.68 (0.2 1.24) 
	U=627, p=0.002, d=0.42, E=3, µ =0.79 (0.35 1.29) 
	U=521, p=0.143, d=0.21, E=0, µ =0.35 (-0.1 0.77) 
	U=553, p=0.05, d=0.27, E=0, µ =0.32 (0.02 0.66) 

	β 
	β 
	P4–PZ 
	U=421, p=0.994, d=0, E=0, µ =0 (-0.46 0.5) 
	U=571, p=0.063, d=0.31, E=0, µ =0.58 (0.1 1.08) 
	U=642, p=0.001, d=0.45, E=3, µ =0.82 (0.39 1.29) 
	t(34.95)=2.45, p=0.041, d=0.64, E=3, µ =0.61 (0.11 1.11) 
	U=570, p=0.049, d=0.31, E=3, µ =0.37 (0.05 0.75) 

	β 
	β 
	P3–PZ 
	U=487, p=0.947, d=0.14, E=0, µ =0.21 (-0.23 0.63) 
	U=582, p=0.052, d=0.33, E=0, µ =0.67 (0.14 1.24) 
	U=665, p¡0.001, d=0.5, E=3, µ =0.93 (0.4 1.37) 
	U=599, p=0.024, d=0.37, E=3, µ =0.7 (0.2 1.2) 
	U=599, p=0.028, d=0.37, E=3, µ =0.39 (0.12 0.8) 

	β 
	β 
	T6–O2 
	U=311, p=0.947, d=0.22, E=0, µ =-0.24 (-0.52 0.05) 
	U=539, p=0.149, d=0.24, E=0, µ =0.45 (-0.02 0.99) 
	U=659, p¡0.001, d=0.49, E=3, µ =0.88 (0.4 1.52) 
	U=563, p=0.054, d=0.29, E=0, µ =0.35 (0.05 0.67) 
	U=528, p=0.095, d=0.22, E=0, µ =0.11 (-0.02 0.31) 

	β 
	β 
	T5–O1 
	U=357, p=0.947, d=0.13, E=0, µ =-0.15 (-0.5 0.2) 
	t(33.87)=2.77, p=0.052, d=0.72, E=0, µ =0.68 (0.19 1.18) 
	U=663, p¡0.001, d=0.5, E=3, µ =0.99 (0.5 1.53) 
	U=591, p=0.028, d=0.35, E=2, µ =0.49 (0.14 0.88) 
	U=556, p=0.05, d=0.28, E=0, µ =0.19 (0.01 0.43) 

	β 
	β 
	P4–O2 
	U=382, p=0.962, d=0.08, E=0, µ =-0.12 (-0.43 0.24) 
	U=515, p=0.251, d=0.19, E=0, µ =0.44 (-0.13 0.97) 
	U=647, p=0.001, d=0.46, E=3, µ =0.86 (0.38 1.41) 
	U=559, p=0.054, d=0.28, E=0, µ =0.4 (0.04 0.78) 
	U=556, p=0.05, d=0.28, E=0, µ =0.17 (0.01 0.43) 

	β 
	β 
	P3–O1 
	U=412, p=0.962, d=0.02, E=0, µ =-0.02 (-0.43 0.39) 
	t(31.08)=3.11, p=0.052, d=0.81, E=0, µ =0.75 (0.27 1.24) 
	U=691, p¡0.001, d=0.55, E=3, µ =1.06 (0.63 1.51) 
	U=600, p=0.024, d=0.37, E=2, µ =0.64 (0.21 1.06) 
	U=557, p=0.05, d=0.28, E=0, µ =0.2 (0.01 0.51) 

	β 
	β 
	O1–O2 
	U=379, p=0.962, d=0.08, E=0, µ =-0.12 (-0.5 0.25) 
	t(23.97)=1.64, p=0.226, d=0.43, E=0, µ =0.42 (-0.09 0.93) 
	U=599, p=0.007, d=0.37, E=2, µ =0.66 (0.22 1.19) 
	U=573, p=0.041, d=0.31, E=3, µ =0.43 (0.1 0.89) 
	U=536, p=0.083, d=0.24, E=0, µ =0.15 (-0.02 0.39) 

	γ 
	γ 
	F8–F4 
	U=439, p=0.982, d=0.04, E=0, µ =0.06 (-0.29 0.31) 
	U=464, p=0.894, d=0.09, E=0, µ =0.12 (-0.28 0.52) 
	U=556, p=0.072, d=0.28, E=0, µ =0.33 (0.04 0.64) 
	U=542, p=0.084, d=0.25, E=0, µ =0.23 (-0.01 0.5) 
	U=525, p=0.226, d=0.21, E=0, µ =0.17 (-0.04 0.4) 

	γ 
	γ 
	F7–F3 
	U=432, p=0.982, d=0.02, E=0, µ =0.02 (-0.2 0.22) 
	U=420, p=1, d=0, E=0, µ =0 (-0.39 0.37) 
	U=518, p=0.142, d=0.2, E=0, µ =0.21 (-0.06 0.58) 
	U=576, p=0.056, d=0.32, E=0, µ =0.36 (0.08 0.69) 
	U=541, p=0.198, d=0.25, E=0, µ =0.19 (-0.01 0.38) 

	γ 
	γ 
	F4–C4 
	U=469, p=0.982, d=0.1, E=0, µ =0.05 (-0.11 0.21) 
	U=504, p=0.894, d=0.17, E=0, µ =0.19 (-0.09 0.5) 
	U=593, p=0.038, d=0.35, E=3, µ =0.44 (0.13 0.78) 
	U=562, p=0.064, d=0.29, E=0, µ =0.3 (0.03 0.65) 
	U=565, p=0.136, d=0.3, E=0, µ =0.18 (0.02 0.49) 

	γ 
	γ 
	F3–C3 
	U=481, p=0.982, d=0.12, E=0, µ =0.08 (-0.08 0.21) 
	U=543, p=0.894, d=0.25, E=0, µ =0.27 (-0.02 0.57) 
	U=606, p=0.026, d=0.38, E=3, µ =0.37 (0.11 0.68) 
	U=586, p=0.053, d=0.34, E=0, µ =0.3 (0.08 0.58) 
	U=583, p=0.136, d=0.33, E=0, µ =0.18 (0.05 0.34) 

	γ 
	γ 
	F4–FZ 
	U=505, p=0.982, d=0.17, E=0, µ =0.1 (-0.05 0.28) 
	U=486, p=0.894, d=0.13, E=0, µ =0.16 (-0.17 0.48) 
	U=640, p=0.011, d=0.45, E=3, µ =0.54 (0.25 0.89) 
	U=599, p=0.053, d=0.37, E=0, µ =0.32 (0.1 0.6) 
	U=573, p=0.136, d=0.31, E=0, µ =0.18 (0.03 0.38) 

	γ 
	γ 
	FZ–CZ 
	U=475, p=0.982, d=0.11, E=0, µ =0.04 (-0.09 0.17) 
	U=511, p=0.894, d=0.19, E=0, µ =0.13 (-0.05 0.34) 
	U=584, p=0.043, d=0.34, E=3, µ =0.29 (0.05 0.56) 
	U=589, p=0.053, d=0.35, E=0, µ =0.22 (0.04 0.47) 
	U=545, p=0.198, d=0.26, E=0, µ =0.08 (0 0.19) 

	γ 
	γ 
	F3–FZ 
	U=472, p=0.982, d=0.11, E=0, µ =0.05 (-0.11 0.2) 
	U=513, p=0.894, d=0.19, E=0, µ =0.2 (-0.06 0.45) 
	U=620, p=0.018, d=0.41, E=3, µ =0.5 (0.22 0.81) 
	U=594, p=0.053, d=0.36, E=0, µ =0.35 (0.08 0.65) 
	U=566, p=0.136, d=0.3, E=0, µ =0.17 (0.03 0.37) 

	γ 
	γ 
	T4–C4 
	U=471, p=0.982, d=0.1, E=0, µ =0.08 (-0.13 0.26) 
	U=469, p=0.894, d=0.1, E=0, µ =0.09 (-0.23 0.44) 
	U=582, p=0.043, d=0.33, E=3, µ =0.4 (0.11 0.73) 
	U=543, p=0.084, d=0.25, E=0, µ =0.22 (-0.01 0.59) 
	U=514, p=0.248, d=0.19, E=0, µ =0.11 (-0.05 0.3) 

	γ 
	γ 
	T3–C3 
	U=454, p=0.982, d=0.07, E=0, µ =0.04 (-0.15 0.21) 
	U=499, p=0.894, d=0.16, E=0, µ =0.15 (-0.12 0.44) 
	U=540, p=0.086, d=0.25, E=0, µ =0.27 (-0.02 0.6) 
	U=544, p=0.084, d=0.25, E=0, µ =0.25 (0 0.53) 
	U=525, p=0.226, d=0.21, E=0, µ =0.14 (-0.03 0.34) 

	γ 
	γ 
	C4–CZ 
	U=415, p=0.982, d=0.01, E=0, µ =-0.01 (-0.17 0.15) 
	U=414, p=0.974, d=0.01, E=0, µ =-0.01 (-0.27 0.22) 
	U=456, p=0.583, d=0.07, E=0, µ =0.06 (-0.18 0.33) 
	U=520, p=0.128, d=0.2, E=0, µ =0.18 (-0.06 0.47) 
	U=504, p=0.28, d=0.17, E=0, µ =0.07 (-0.05 0.21) 


	A.4 Results for epoch 3 
	γ 
	γ 
	γ 
	C3–CZ 
	U=474, p=0.982, d=0.11, E=0, µ =0.06 (-0.09 0.23) 
	U=466, p=0.894, d=0.09, E=0, µ =0.09 (-0.16 0.32) 
	U=539, p=0.086, d=0.24, E=0, µ =0.25 (-0.03 0.55) 
	U=565, p=0.064, d=0.3, E=0, µ =0.25 (0.03 0.63) 
	U=551, p=0.192, d=0.27, E=0, µ =0.12 (0 0.42) 

	γ 
	γ 
	CZ–PZ 
	U=422, p=0.982, d=0, E=0, µ =0 (-0.16 0.22) 
	U=471, p=0.894, d=0.1, E=0, µ =0.09 (-0.14 0.34) 
	U=566, p=0.069, d=0.3, E=0, µ =0.29 (0.03 0.57) 
	U=579, p=0.056, d=0.32, E=0, µ =0.21 (0.03 0.51) 
	U=517, p=0.248, d=0.2, E=0, µ =0.06 (-0.02 0.16) 

	γ 
	γ 
	C4–P4 
	U=414, p=0.982, d=0.01, E=0, µ =-0.01 (-0.15 0.14) 
	U=428, p=0.974, d=0.02, E=0, µ =0.02 (-0.25 0.24) 
	U=534, p=0.094, d=0.23, E=0, µ =0.23 (-0.03 0.49) 
	U=535, p=0.09, d=0.23, E=0, µ =0.16 (-0.03 0.48) 
	U=473, p=0.457, d=0.11, E=0, µ =0.05 (-0.1 0.2) 

	γ 
	γ 
	C3–P3 
	U=434, p=0.982, d=0.03, E=0, µ =0.01 (-0.21 0.18) 
	U=447, p=0.923, d=0.06, E=0, µ =0.03 (-0.2 0.27) 
	U=552, p=0.074, d=0.27, E=0, µ =0.23 (0.01 0.52) 
	U=561, p=0.064, d=0.29, E=0, µ =0.21 (0.02 0.54) 
	U=513, p=0.248, d=0.19, E=0, µ =0.09 (-0.04 0.24) 

	γ 
	γ 
	T4–T6 
	U=451, p=0.982, d=0.06, E=0, µ =0.04 (-0.14 0.21) 
	U=456, p=0.894, d=0.07, E=0, µ =0.08 (-0.22 0.36) 
	U=557, p=0.072, d=0.28, E=0, µ =0.32 (0.02 0.64) 
	U=518, p=0.13, d=0.2, E=0, µ =0.17 (-0.06 0.47) 
	U=498, p=0.311, d=0.16, E=0, µ =0.08 (-0.08 0.25) 

	γ 
	γ 
	T3–T5 
	U=439, p=0.982, d=0.04, E=0, µ =0.02 (-0.17 0.22) 
	U=462, p=0.894, d=0.09, E=0, µ =0.09 (-0.24 0.44) 
	U=539, p=0.086, d=0.24, E=0, µ =0.31 (-0.01 0.71) 
	U=538, p=0.086, d=0.24, E=0, µ =0.27 (-0.03 0.57) 
	U=534, p=0.222, d=0.23, E=0, µ =0.15 (-0.02 0.41) 

	γ 
	γ 
	P4–PZ 
	U=431, p=0.982, d=0.02, E=0, µ =0.01 (-0.11 0.18) 
	U=449, p=0.923, d=0.06, E=0, µ =0.04 (-0.21 0.36) 
	U=510, p=0.173, d=0.18, E=0, µ =0.26 (-0.11 0.7) 
	U=546, p=0.084, d=0.26, E=0, µ =0.3 (0 0.71) 
	U=506, p=0.28, d=0.18, E=0, µ =0.1 (-0.05 0.27) 

	γ 
	γ 
	P3–PZ 
	U=463, p=0.982, d=0.09, E=0, µ =0.04 (-0.09 0.25) 
	U=474, p=0.894, d=0.11, E=0, µ =0.12 (-0.16 0.43) 
	U=562, p=0.069, d=0.29, E=0, µ =0.3 (0.04 0.71) 
	U=570, p=0.063, d=0.31, E=0, µ =0.31 (0.06 0.65) 
	U=524, p=0.226, d=0.21, E=0, µ =0.1 (-0.03 0.27) 

	γ 
	γ 
	T6–O2 
	U=406, p=0.982, d=0.03, E=0, µ =-0.01 (-0.22 0.09) 
	U=382, p=0.894, d=0.08, E=0, µ =-0.05 (-0.3 0.13) 
	U=525, p=0.12, d=0.21, E=0, µ =0.17 (-0.02 0.4) 
	U=523, p=0.126, d=0.21, E=0, µ =0.1 (-0.02 0.31) 
	U=466, p=0.504, d=0.09, E=0, µ =0.02 (-0.06 0.1) 

	γ 
	γ 
	T5–O1 
	U=398, p=0.982, d=0.04, E=0, µ =-0.02 (-0.16 0.13) 
	U=403, p=0.967, d=0.03, E=0, µ =-0.02 (-0.3 0.25) 
	U=549, p=0.074, d=0.26, E=0, µ =0.21 (0.01 0.5) 
	U=539, p=0.086, d=0.24, E=0, µ =0.17 (-0.01 0.42) 
	U=483, p=0.403, d=0.13, E=0, µ =0.05 (-0.06 0.19) 

	γ 
	γ 
	P4–O2 
	U=398, p=0.982, d=0.04, E=0, µ =-0.02 (-0.14 0.09) 
	U=403, p=0.967, d=0.03, E=0, µ =-0.02 (-0.24 0.15) 
	U=564, p=0.069, d=0.29, E=0, µ =0.25 (0.03 0.5) 
	U=548, p=0.084, d=0.26, E=0, µ =0.14 (0 0.38) 
	U=495, p=0.317, d=0.15, E=0, µ =0.04 (-0.04 0.15) 

	γ 
	γ 
	P3–O1 
	U=388, p=0.982, d=0.07, E=0, µ =-0.01 (-0.16 0.1) 
	U=433, p=0.974, d=0.03, E=0, µ =0.02 (-0.19 0.24) 
	U=550, p=0.074, d=0.27, E=0, µ =0.21 (0 0.45) 
	U=550, p=0.084, d=0.27, E=0, µ =0.16 (0 0.43) 
	U=474, p=0.457, d=0.11, E=0, µ =0.03 (-0.06 0.13) 

	γ 
	γ 
	O1–O2 
	U=392, p=0.982, d=0.06, E=0, µ =-0.02 (-0.18 0.11) 
	U=374, p=0.894, d=0.09, E=0, µ =-0.06 (-0.42 0.14) 
	U=538, p=0.086, d=0.24, E=0, µ =0.24 (-0.02 0.7) 
	U=522, p=0.126, d=0.21, E=0, µ =0.12 (-0.03 0.35) 
	U=439, p=0.775, d=0.04, E=0, µ =0.01 (-0.07 0.11) 


	A.4 Results for epoch 3 
	Figure
	Figure A.16: Importance of each type of frequency coupling of HC (blue) and AD (orange) measured by edge betweenness in epoch 3. Significant differences (p ≤ 0.05) observed in at least ten thresholded networks are encoded by asterisks. The number of asterisks corresponds to the p-value (FDR corrected), i.e. p ≤ 0.0001 “****”, p ≤ 0.001 “***”, p ≤ 0.01 “**”, and p ≤ 0.05 “*”. 
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	Figure
	Figure A.17: Global vulnerability of HC (blue) and AD (orange) in epoch 
	Figure A.17: Global vulnerability of HC (blue) and AD (orange) in epoch 


	3. Significant differences (p ≤ 0.05) observed in at least ten thresholded networks are encoded by asterisks. The number of asterisks corresponds to the p-value (FDR corrected), i.e. p ≤ 0.0001 “****”, p ≤ 0.001 “***”, p ≤ 0.01 “**”, and p ≤ 0.05 “*”. 
	Figure
	Figure A.18: Local vulnerability of HC (blue) and AD (orange) in epoch 
	Figure A.18: Local vulnerability of HC (blue) and AD (orange) in epoch 


	3. Significant differences (p ≤ 0.05) observed in at least ten thresholded networks are encoded by asterisks. The number of asterisks corresponds to the p-value (FDR corrected), i.e. p ≤ 0.0001 “****”, p ≤ 0.001 “***”, p ≤ 0.01 “**”, and p ≤ 0.05 “*”. 
	A.4 Results for epoch 3 
	Figure
	Figure A.19: Importance of each type of frequency coupling of HC (blue) and AD (orange) measured by weighted edge betweenness in epoch 3. Significant differences (p ≤ 0.05) observed in at least ten thresholded networks are encoded by asterisks. The number of asterisks corresponds to the p-value (FDR corrected), i.e. p ≤ 0.0001 “****”, p ≤ 0.001 “***”, p ≤ 0.01 “**”, and p ≤ 0.05 “*”. 
	-

	Figure
	Figure A.20: Weighted global vulnerability of HC (blue) and AD (orange) in epoch 3. Significant differences (p ≤ 0.05) observed in at least ten thresholded networks are encoded by asterisks. 
	Figure A.20: Weighted global vulnerability of HC (blue) and AD (orange) in epoch 3. Significant differences (p ≤ 0.05) observed in at least ten thresholded networks are encoded by asterisks. 


	Thenumberofasteriskscorrespondstothep-value(FDRcorrected),i.e.p ≤ 0.0001“****”,p ≤ 0.001“***”,p ≤ 0.01“**”,andp ≤ 0.05“*”.
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	Figure
	Figure A.21: Weighted local vulnerability of HC (blue) and AD (orange) in epoch 3. Significant differences (p ≤ 0.05) observed in at least ten thresholded networks are encoded by asterisks. The number of asterisks corresponds to the p-value (FDR corrected), i.e. p ≤ 0.0001 “****”, p ≤ 
	Figure A.21: Weighted local vulnerability of HC (blue) and AD (orange) in epoch 3. Significant differences (p ≤ 0.05) observed in at least ten thresholded networks are encoded by asterisks. The number of asterisks corresponds to the p-value (FDR corrected), i.e. p ≤ 0.0001 “****”, p ≤ 


	0.001 “***”, p ≤ 0.01 “**”, and p ≤ 0.05 “*”. 
	Table A.25: Results from epoch 3 comparing unweighted edge betweenness. The results are reported as follows: statistics value (degrees of freedom), p-value of the test, Cohen’s d effect size or nonparameteric alternative, number of thresholds where signifi cant differences were observed (T), number of epochs where significant differences were observed (E), group difference estimate (95% CI). Reliable differences (significant in all three epochs) are highlighted with bold text. 
	Table
	TR
	δ 
	θ 
	α 
	β 
	γ 

	δ 
	δ 
	t(32.85)=-0.35, p=0.726, d=-0.09, T=0, E=0, µ = −0.09 (-0.62 0.43) 
	U=464, p=0.501, d=0.09, T=0, E=0, µ = 0.13 (-0.28 0.58) 
	U=539, p=0.065, d=0.24, T=2, E=0, µ = 0.44 (-0.05 0.87) 
	U=565, p=0.024, d=0.3, T=15, E=3, µ = 0.49 (0.07 0.99) 
	U=479, p=0.365, d=0.12, T=2, E=0, µ = 0.16 (-0.22 0.5) 

	θ 
	θ 
	t(31.84)=-0.92, p=0.364, d=-0.24, T=0, E=0, µ = −0.24 (-0.76 0.28) 
	t(37)=-1.13, p=0.262, d=-0.3, T=0, E=0, µ = −0.3 (-0.82 0.23) 
	t(36.82)=-0.81, p=0.423, d=-0.21, T=0, E=0, µ = −0.21 (-0.74 0.31) 
	t(36.9)=-0.34, p=0.735, d=-0.09, T=0, E=0, µ = −0.09 (-0.62 0.44) 
	U=436, p=0.811, d=0.03, T=0, E=0, µ = 0.05 (-0.35 0.44) 

	α 
	α 
	t(36.51)=-0.56, p=0.579, d=-0.15, T=0, E=0, µ = −0.15 (-0.67 0.38) 
	t(36.91)=-1.2, p=0.235, d=-0.32, T=0, E=0, µ = −0.31 (-0.84 0.21) 
	t(32.72)=-0.93, p=0.356, d=-0.24, T=0, E=0, µ = −0.24 (-0.76 0.28) 
	t(33.58)=0.46, p=0.651, d=0.12, T=0, E=0, µ = 0.12 (-0.41 0.64) 
	t(36.14)=1.75, p=0.087, d=0.46, T=9, E=0, µ = 0.45 (-0.07 0.96) 

	β 
	β 
	t(35.71)=-0.42, p=0.674, d=-0.11, T=0, E=0, µ = −0.11 (-0.64 0.42) 
	t(34.17)=-0.95, p=0.345, d=-0.25, T=0, E=0, µ = −0.25 (-0.77 0.27) 
	t(33.59)=-0.12, p=0.903, d=-0.03, T=0, E=0, µ = −0.03 (-0.56 0.49) 
	U=469, p=0.453, d=0.1, T=0, E=0, µ = 0.14 (-0.22 0.53) 
	U=516, p=0.138, d=0.2, T=7, E=0, µ = 0.22 (-0.05 0.55) 

	γ 
	γ 
	U=360, p=0.357, d=0.12, T=0, E=0, µ = −0.14 (-0.46 0.19) 
	U=449, p=0.66, d=0.06, T=0, E=0, µ = 0.1 (-0.35 0.5) 
	U=530, p=0.088, d=0.22, T=8, E=0, µ = 0.29 (-0.06 0.65) 
	U=473, p=0.417, d=0.11, T=0, E=0, µ = 0.17 (-0.18 0.56) 
	t(36.95)=-1.15, p=0.255, d=-0.3, T=5, E=0, µ = −0.3 (-0.82 0.22) 


	Table A.26: Results from epoch 3 comparing unweighted global vulnerability. The results are reported as follows: statistics value (degrees of freedom), p-value of the test, Cohen’s d effect size or nonparameteric alternative, number of thresholds where signifi cant differences were observed (T), number of epochs where significant differences were observed (E), group difference estimate (95% CI). Reliable differences (significant in all three epochs) are highlighted with bold text. 
	Table
	TR
	δ 
	θ 
	α 
	β 
	γ 

	δ 
	δ 
	t(33.04)=-3.27, p=0.002, d=-0.86, T=16, E=3, µ = −0.8(-1.29 -0.31) 
	U=169, p¡0.001, d=0.51, T=17, E=3, µ = −0.92(-1.38 -0.49) 
	t(35.18)=-3.15, p=0.003, d=-0.82, T=14, E=1, µ = −0.76(-1.25 -0.28) 
	U=264, p=0.015, d=0.32, T=13, E=1, µ = −0.65(-0.97 -0.18) 
	U=321, p=0.126, d=0.2, T=6, E=0, µ = −0.3(-0.82 0.09) 

	θ 
	θ 
	t(35.29)=1.13, p=0.263, d=0.3, T=3, E=0, µ = 0.29(-0.23 0.82) 
	U=411, p=0.896, d=0.02, T=0, E=0, µ = −0.05(-0.59 0.41) 
	t(34.97)=-2.11, p=0.04, d=-0.55, T=11, E=1, µ = −0.53(-1.04 -0.03) 
	U=272, p=0.021, d=0.3, T=12, E=1, µ = −0.63(-1.2 -0.1) 
	U=316, p=0.108, d=0.21, T=0, E=0, µ = −0.32(-0.77 0.07) 

	α 
	α 
	t(31.62)=1.23, p=0.224, d=0.32, T=6, E=0, µ = 0.32(-0.2 0.84) 
	U=319, p=0.118, d=0.21, T=1, E=0, µ = −0.35(-0.87 0.11) 
	U=314, p=0.101, d=0.22, T=7, E=0, µ = −0.31(-0.71 0.07) 
	U=268, p=0.018, d=0.31, T=15, E=1, µ = −0.55(-1.01 -0.09) 
	U=323, p=0.134, d=0.2, T=5, E=0, µ = −0.31(-0.79 0.1) 

	β 
	β 
	U=512, p=0.156, d=0.19, T=6, E=0, µ = 0.32(-0.09 0.8) 
	t(35.23)=-1.92, p=0.06, d=-0.5, T=9, E=0, µ = −0.49(-1 0.02) 
	U=282, p=0.032, d=0.28, T=11, E=1, µ = −0.33(-0.7 -0.06) 
	U=532, p=0.083, d=0.23, T=8, E=0, µ = 0.38(-0.04 0.87) 
	t(36.84)=-2.19, p=0.033, d=-0.57, T=11, E=2, µ = −0.55(-1.06 -0.05) 

	γ 
	γ 
	t(36.99)=-0.6, p=0.549, d=-0.16, T=0, E=0, µ = −0.16(-0.69 0.37) 
	t(36.84)=-1.12, p=0.265, d=-0.29, T=0, E=0, µ = −0.29(-0.82 0.23) 
	U=272, p=0.021, d=0.3, T=13, E=1, µ = −0.36(-0.76 -0.05) 
	t(33.74)=-3.15, p=0.003, d=-0.82, T=10, E=3, µ = −0.76(-1.25 -0.28) 
	U=360, p=0.357, d=0.12, T=1, E=0, µ = −0.2(-0.58 0.24) 


	A.4 Results for epoch 3 
	Table A.27: Results from epoch 3 comparing unweighted local vulnerability. The results are reported as follows: statistics value (degrees of freedom), p-value of the test, Cohen’s d effect size or nonparameteric alternative, number of thresholds where signifi cant differences were observed (T), number of epochs where significant differences were observed (E), group difference estimate (95% CI). Reliable differences (significant in all three epochs) are highlighted with bold text. 
	Table
	TR
	δ 
	θ 
	α 
	β 
	γ 

	δ 
	δ 
	t(32.88)=0.57, p=0.569, d=0.15, T=0, E=0, µ = 0.15 (-0.37 0.67) 
	t(33.67)=-1.38, p=0.174, d=-0.36, T=2, E=0, µ = −0.36 (-0.89 0.16) 
	t(35.06)=-2.72, p=0.009, d=-0.71, T=12, E=1, µ = −0.67 (-1.17 -0.18) 
	t(34.69)=-2.65, p=0.01, d=-0.69, T=14, E=1, µ = −0.66 (-1.15 -0.16) 
	U=336, p=0.195, d=0.17, T=2, E=0, µ = −0.26 (-0.81 0.1) 

	θ 
	θ 
	t(36.88)=-0.99, p=0.327, d=-0.26, T=4, E=0, µ = −0.26 (-0.78 0.27) 
	t(33.16)=1.79, p=0.08, d=0.47, T=4, E=0, µ = 0.46 (-0.06 0.98) 
	t(36.64)=1.78, p=0.081, d=0.47, T=6, E=0, µ = 0.46 (-0.06 0.98) 
	U=299, p=0.06, d=0.25, T=9, E=0, µ = −0.53 (-1.05 0.03) 
	t(36.96)=-1.43, p=0.157, d=-0.38, T=4, E=0, µ = −0.37 (-0.89 0.15) 

	α 
	α 
	t(34.25)=-2.05, p=0.045, d=-0.54, T=10, E=1, µ = −0.52 (-1.03 -0.01) 
	t(37)=-1.27, p=0.209, d=-0.33, T=0, E=0, µ = −0.33 (-0.85 0.19) 
	t(33.04)=-1.19, p=0.24, d=-0.31, T=6, E=0, µ = −0.31 (-0.83 0.21) 
	t(36.81)=-1.33, p=0.189, d=-0.35, T=3, E=0, µ = −0.35 (-0.87 0.17) 
	U=301, p=0.065, d=0.24, T=8, E=0, µ = −0.43 (-0.94 0.03) 

	β 
	β 
	U=447, p=0.682, d=0.06, T=0, E=0, µ = 0.11 (-0.4 0.46) 
	t(35.31)=1.78, p=0.08, d=0.47, T=7, E=0, µ = 0.46 (-0.06 0.98) 
	U=527, p=0.098, d=0.22, T=4, E=0, µ = 0.41 (-0.07 0.97) 
	t(36.58)=0.26, p=0.795, d=0.07, T=1, E=0, µ = 0.07 (-0.46 0.6) 
	t(36.81)=-1.76, p=0.083, d=-0.46, T=9, E=0, µ = −0.45 (-0.97 0.06) 

	γ 
	γ 
	t(36.34)=1.21, p=0.233, d=0.32, T=0, E=0, µ = 0.31 (-0.21 0.84) 
	t(35.53)=-0.95, p=0.345, d=-0.25, T=0, E=0, µ = −0.25 (-0.77 0.27) 
	U=264, p=0.015, d=0.32, T=12, E=1, µ = −0.6 (-1 -0.11) 
	t(32.6)=-1.98, p=0.053, d=-0.52, T=8, E=0, µ = −0.5 (-1.01 0.01) 
	U=630, p=0.001, d=0.43, T=12, E=3, µ = 0.28 (0.11 0.49) 


	Table A.28: Results from epoch 3 comparing weighted edge betweenness. The results are reported as follows: statistics value (degrees of freedom), p-value of the test, Cohen’s d effect size or nonparameteric alternative, number of thresholds where signifi cant differences were observed (T), number of epochs where significant differences were observed (E), group difference estimate (95% CI). Reliable differences (significant in all three epochs) are highlighted with bold text. 
	Table
	TR
	δ 
	θ 
	α 
	β 
	γ 

	δ 
	δ 
	U=595, p=0.005, d=0.37, T=13, E=3, µ = 0.13 (0 0.31) 
	U=651, p¡0.001, d=0.5, T=13, E=3, µ = 0.33 (0.02 0.46) 
	U=677, p¡0.001, d=0.53, T=13, E=3, µ = 0.6 (0.2 1.16) 
	U=697.5, p¡0.001, d=0.57, T=19, E=3, µ = 0.3 (0.15 0.61) 
	t(24.74)=3.38, p=0.002, d=0.88, T=16, E=3, µ = 0.8 (0.32 1.28) 

	θ 
	θ 
	U=658, p¡0.001, d=0.49, T=12, E=3, µ = 0.82 (0.35 1.3) 
	U=570, p=0.019, d=0.31, T=11, E=3, µ = 0.62 (0.11 1.24) 
	U=477.5, p=0.093, d=0.22, T=4, E=0, µ = 0 (0 0) 
	U=396, p=0.579, d=0.07, T=2, E=0, µ = 0 (0 0) 
	t(36.87)=-0.96, p=0.341, d=-0.25, T=0, E=0, µ = −0.25 (-0.78 0.27) 

	α 
	α 
	U=520, p=0.076, d=0.23, T=7, E=0, µ = 0 (0 0.01) 
	U=344, p=0.159, d=0.19, T=6, E=0, µ = 0 (-0.04 0) 
	U=437, p=0.75, d=0.04, T=2, E=0, µ = 0 (0 0) 
	U=397.5, p=0.664, d=0.06, T=0, E=0, µ = 0 (0 0) 
	U=333, p=0.18, d=0.18, T=4, E=0, µ = −0.05 (-0.16 0.03) 

	β 
	β 
	U=675, p¡0.001, d=0.52, T=19, E=3, µ = 0.54 (0.29 0.98) 
	U=456, p=0.583, d=0.07, T=0, E=0, µ = 0.09 (-0.35 0.38) 
	U=350, p=0.179, d=0.18, T=3, E=0, µ = 0 (0 0) 
	U=381, p=0.548, d=0.08, T=0, E=0, µ = −0.01 (-0.05 0.01) 
	U=176, p¡0.001, d=0.5, T=19, E=3, µ = −0.75 (-1.12 -0.34) 

	γ 
	γ 
	U=613, p=0.002, d=0.39, T=14, E=3, µ = 0.9 (0.4 1.42) 
	U=336, p=0.195, d=0.17, T=5, E=0, µ = −0.23 (-0.59 0.1) 
	U=350, p=0.282, d=0.14, T=2, E=0, µ = −0.08 (-0.26 0.06) 
	U=171, p¡0.001, d=0.51, T=18, E=3, µ = −0.74 (-1.36 -0.35) 
	t(36.92)=-3.88, p¡0.001, d=-1.02, T=19, E=3, µ = −0.91 (-1.38 -0.44) 


	A.4 Results for epoch 3 
	Table A.29: Results from epoch 3 comparing weighted global vulnerability. The results are reported as follows: statistics value (degrees of freedom), p-value of the test, Cohen’s d effect size or nonparameteric alternative, number of thresholds where significant differences were observed (T), number of epochs where significant differences were observed (E), group difference estimate (95% CI). Reliable differences (significant in all three epochs) are highlighted with bold text. 
	Table
	TR
	δ 
	θ 
	α 
	β 
	γ 

	δ 
	δ 
	U=466, p=0.482, d=0.09, T=1, E=0, µ = 0 (0 0) 
	U=451, p=0.638, d=0.06, T=2, E=0, µ = 0 (0 0) 
	U=514, p=0.147, d=0.19, T=4, E=0, µ = 0 (0 0) 
	U=626, p=0.001, d=0.42, T=17, E=3, µ = 0.23 (0.02 0.95) 
	U=581, p=0.012, d=0.33, T=15, E=2, µ = 0.68 (0.2 1.12) 

	θ 
	θ 
	U=453, p=0.616, d=0.07, T=2, E=0, µ = 0 (0 0) 
	U=441, p=0.752, d=0.04, T=0, E=0, µ = 0 (0 0) 
	U=399, p=0.752, d=0.04, T=0, E=0, µ = 0 (0 0) 
	U=440, p=0.763, d=0.04, T=0, E=0, µ = 0 (0 0) 
	t(32.07)=0.4, p=0.69, d=0.1, T=0, E=0, µ = 0.1 (-0.42 0.63) 

	α 
	α 
	U=517, p=0.134, d=0.2, T=2, E=0, µ = 0 (0 0) 
	U=404, p=0.811, d=0.03, T=0, E=0, µ = 0 (0 0) 
	U=389, p=0.638, d=0.06, T=0, E=0, µ = 0 (-0.12 0.01) 
	U=404, p=0.811, d=0.03, T=0, E=0, µ = 0 (0 0) 
	t(30.11)=-1.11, p=0.275, d=-0.29, T=2, E=0, µ = −0.29 (-0.8 0.23) 

	β 
	β 
	U=659, p¡0.001, d=0.49, T=10, E=3, µ = 0.65 (0.03 1.1) 
	U=390, p=0.649, d=0.06, T=0, E=0, µ = 0 (0 0) 
	U=451, p=0.638, d=0.06, T=0, E=0, µ = 0 (0 0) 
	U=365, p=0.399, d=0.11, T=0, E=0, µ = 0 (0 0) 
	U=135, p¡0.001, d=0.58, T=20, E=3, µ = −0.95 (-1.32 -0.55) 

	γ 
	γ 
	U=453, p=0.616, d=0.07, T=1, E=0, µ = 0.15 (-0.41 0.7) 
	U=442, p=0.74, d=0.04, T=0, E=0, µ = 0.02 (-0.26 0.27) 
	U=388, p=0.627, d=0.07, T=0, E=0, µ = −0.14 (-0.62 0.4) 
	t(36.03)=-4.75, p¡0.001, d=-1.24, T=16, E=3, µ = −1.06 (-1.5 -0.61) 
	U=176, p¡0.001, d=0.5, T=18, E=3, µ = −0.99 (-1.4 -0.51) 


	Table A.30: Results from epoch 3 comparing weighted local vulnerability. The results are reported as follows: statistics value (degrees of freedom), p-value of the test, Cohen’s d effect size or nonparameteric alternative, number of thresholds where significant differences were observed (T), number of epochs where significant differences were observed (E), group difference estimate (95% CI). Reliable differences (significant in all three epochs) are highlighted with bold text. 
	Table
	TR
	δ 
	θ 
	α 
	β 
	γ 

	δ 
	δ 
	U=651, p¡0.001, d=0.47, T=20, E=0, µ = 0.85 (0.43 1.22) 
	U=591, p=0.007, d=0.35, T=14, E=1, µ = 0.71 (0.19 1.19) 
	U=281, p=0.03, d=0.28, T=11, E=0, µ = −0.47 (-0.92 -0.07) 
	t(36.97)=-5.04, p¡0.001, d=-1.32, T=15, E=3, µ = −1.11 (-1.55 -0.67) 
	U=470, p=0.444, d=0.1, T=0, E=0, µ = 0.19 (-0.33 0.6) 

	θ 
	θ 
	t(25.91)=4, p¡0.001, d=1.04, T=19, E=0, µ = 0.92 (0.46 1.38) 
	t(31.29)=2.94, p=0.005, d=0.78, T=14, E=1, µ = 0.73 (0.23 1.23) 
	U=270, p=0.019, d=0.31, T=12, E=0, µ = −0.6 (-0.99 -0.1) 
	t(33.76)=-3.42, p=0.001, d=-0.89, T=16, E=0, µ = −0.82 (-1.3 -0.34) 
	U=378, p=0.521, d=0.09, T=0, E=0, µ = −0.13 (-0.49 0.26) 

	α 
	α 
	t(28.9)=3.6, p=0.001, d=0.94, T=19, E=0, µ = 0.85 (0.37 1.32) 
	t(36.71)=2.34, p=0.023, d=0.61, T=13, E=0, µ = 0.59 (0.08 1.1) 
	U=280, p=0.029, d=0.29, T=11, E=0, µ = −0.5 (-0.94 -0.04) 
	U=215, p=0.001, d=0.42, T=15, E=0, µ = −0.68 (-1.03 -0.29) 
	U=361, p=0.365, d=0.12, T=5, E=0, µ = −0.16 (-0.67 0.22) 

	β 
	β 
	t(34.02)=4.25, p¡0.001, d=1.11, T=18, E=3, µ = 0.97 (0.51 1.43) 
	t(34.1)=2.65, p=0.011, d=0.7, T=14, E=0, µ = 0.67 (0.16 1.17) 
	U=320, p=0.122, d=0.2, T=6, E=0, µ = −0.42 (-0.89 0.11) 
	U=223, p=0.002, d=0.4, T=14, E=0, µ = −0.55 (-0.85 -0.21) 
	U=311, p=0.092, d=0.22, T=9, E=0, µ = −0.32 (-0.77 0.05) 

	γ 
	γ 
	t(32.21)=1.26, p=0.213, d=0.33, T=0, E=0, µ = 0.33 (-0.19 0.84) 
	t(35.92)=1.07, p=0.29, d=0.28, T=2, E=0, µ = 0.28 (-0.25 0.81) 
	U=493, p=0.261, d=0.15, T=0, E=0, µ = 0.19 (-0.19 0.44) 
	t(37)=-2.64, p=0.011, d=-0.69, T=12, E=3, µ = −0.66 (-1.16 -0.16) 
	t(36.16)=-3.28, p=0.002, d=-0.86, T=13, E=3, µ = −0.79 (-1.28 -0.31) 
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	Table B.1: Performance of the GNN model across five frequency bands and the full frequency range. Values are based on 20-times repeated 20-fold cross-validation. Differences might occur between the main-text results and the supplementary results as the main-text results are based on 50-times repeated 20-fold cross-validation. 

	Band
	Band
	areaundercurve(AUC)
	Accuracy
	Sensitivity
	Specificity

	delta
	delta
	0.98-0.003
	90.59%±0.77
	93.43%±1.65
	87.79%±2.08

	theta
	theta
	0.983-0.003
	90.59%±0.77
	93.43%±1.65
	87.79%±2.08

	alpha
	alpha
	0.984-0.002
	90.59%±0.77
	93.43%±1.65
	87.79%±2.08

	beta
	beta
	0.984-0.003
	90.59%±0.77
	93.43%±1.65
	87.79%±2.08

	gamma
	gamma
	0.984-0.003
	90.59%±0.77
	93.43%±1.65
	87.79%±2.08

	full
	full
	0.983-0.002
	90.59%±0.77
	93.43%±1.65
	87.79%±2.08
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	Table B.2: Performance of the CNN model across five frequency bands and the full frequency range. Values are based on 20-times repeated 20-fold cross-validation. Differences might occur between the main-text results and the supplementary results as the main-text results are based on 50-times repeated 20-fold cross-validation. 

	Band
	Band
	AUC
	Accuracy
	Sensitivity
	Specificity

	theta
	theta
	0.937-0.004
	85.51%±0.6
	82.77%±1.24
	88.22%±1.45

	beta
	beta
	0.904-0.009
	85.51%±0.6
	82.77%±1.24
	88.22%±1.45

	full
	full
	0.902-0.005
	85.51%±0.6
	82.77%±1.24
	88.22%±1.45

	delta
	delta
	0.898-0.005
	85.51%±0.6
	82.77%±1.24
	88.22%±1.45

	gamma
	gamma
	0.873-0.019
	85.51%±0.6
	82.77%±1.24
	88.22%±1.45

	alpha
	alpha
	0.867-0.01
	85.51%±0.6
	82.77%±1.24
	88.22%±1.45


	Table B.3: Performance of the SVM-NS model across five frequency bands and the full frequency range. Values are based on 20-times repeated 20-fold cross-validation. Differences might occur between the main-text results and the supplementary results as the main-text results are based on 50-times repeated 20-fold cross-validation. 
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	Table B.3: Performance of the SVM-NS model across five frequency bands and the full frequency range. Values are based on 20-times repeated 20-fold cross-validation. Differences might occur between the main-text results and the supplementary results as the main-text results are based on 50-times repeated 20-fold cross-validation. 

	Band
	Band
	AUC
	Accuracy
	Sensitivity
	Specificity

	delta
	delta
	0.67-0.017
	63.54%±1.05
	62.91%±1.19
	64.22%±1.02

	theta
	theta
	0.801-0.013
	63.54%±1.05
	62.91%±1.19
	64.22%±1.02

	alpha
	alpha
	0.69-0.042
	63.54%±1.05
	62.91%±1.19
	64.22%±1.02

	beta
	beta
	0.725-0.068
	63.54%±1.05
	62.91%±1.19
	64.22%±1.02

	gamma
	gamma
	0.761-0.056
	63.54%±1.05
	62.91%±1.19
	64.22%±1.02

	full
	full
	0.752-0.037
	63.54%±1.05
	62.91%±1.19
	64.22%±1.02
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	Table B.4: Performance of the GNN model across the graph filters used. Values are based on 20-times repeated 20-fold cross-validation. Differences might occur between the main-text results and the supplementary results as the main-text results are based on 50-times repeated 20-fold cross-validation. 
	-

	EdgeFilterAUCAccuracySensitivitySpecificity
	Top10%0.984-0.00391.74%±1.195.13%±1.3188.4%±2.02MST-10.983-0.00291.74%±1.195.13%±1.3188.4%±2.02Top20%0.984-0.00291.74%±1.195.13%±1.3188.4%±2.02MST-20.981-0.00491.74%±1.195.13%±1.3188.4%±2.02Top30%0.984-0.00391.74%±1.195.13%±1.3188.4%±2.02MST-30.981-0.00391.74%±1.195.13%±1.3188.4%±2.02Full0.983-0.00391.74%±1.195.13%±1.3188.4%±2.02
	B.4 Effect of edge filters on model performance 
	Table B.5: Performance of the CNN model across the edge filters used. Values are based on 20-times repeated 20-fold cross-validation. Differences might occur between the main-text results and the supplementary results as the main-text results are based on 50-times repeated 20-fold cross-validation. 
	-

	EdgeFilterAUCAccuracySensitivitySpecificity
	Full0.937-0.00485.51%±0.682.77%±1.2488.22%±1.45MST-30.911-0.00485.51%±0.682.77%±1.2488.22%±1.45Top10%0.902-0.00585.51%±0.682.77%±1.2488.22%±1.45Top30%0.896-0.00585.51%±0.682.77%±1.2488.22%±1.45MST-20.887-0.00485.51%±0.682.77%±1.2488.22%±1.45MST-10.88-0.00485.51%±0.682.77%±1.2488.22%±1.45Top20%0.872-0.00685.51%±0.682.77%±1.2488.22%±1.45
	Table B.6: Performance of the SVM-NS model across the edge filters used. Values are based on 20-times repeated 20-fold cross-validation. Differences might occur between the main-text results and the supplementary results as the main-text results are based on 50-times repeated 20-fold cross-validation. 
	-

	EdgeFilterAUCAccuracySensitivitySpecificity
	Top10%0.77-0.01171.86%±1.0572.21%±1.0671.55%±1.22MST-10.772-0.01371.86%±1.0572.21%±1.0671.55%±1.22Top20%0.772-0.0371.86%±1.0572.21%±1.0671.55%±1.22MST-20.785-0.01471.86%±1.0572.21%±1.0671.55%±1.22Top30%0.779-0.01471.86%±1.0572.21%±1.0671.55%±1.22MST-30.801-0.01371.86%±1.0572.21%±1.0671.55%±1.22Full0.759-0.00871.86%±1.0572.21%±1.0671.55%±1.22
	Appendix C 
	Additional results from Adaptive Gated Graph Convolutional Network for Explainable Diagnosis (Chapter 6) 
	C.1 Hyperparameters of proposed model 
	TheoptimisedandallowedvaluesofthevarioushyperparametersoftheproposedAGGCNarereportedinTablesC.1andC.2,respectively.
	Table C.1: Hyper-parameter values of the optimised model 
	Table C.1: Hyper-parameter values of the optimised model 
	Table C.1: Hyper-parameter values of the optimised model 

	LCNN 
	LCNN 
	kernelsize
	CNNfilters
	hCNN 
	dropCNN 
	kKNN 

	1
	1
	4
	84
	403
	0.024
	16

	R 
	R 
	hGNN 
	activation
	aggregation
	dropGNN 

	4
	4
	372
	Tanh
	mean
	0.9

	kpool 
	kpool 
	droppool 
	negativeslope
	LMLP 
	hMLP 
	dropM LP 

	3
	3
	0.75
	0.085
	3
	16
	0

	learningrate
	learningrate
	momentum
	weightdecay
	γ 
	σ 
	pnoise 

	0.063
	0.063
	0.859
	0.076
	0.896
	0.346
	0.1
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	C.2 Parameter sensitivity experiments 
	Table C.2: Hyper-parameter value ranges allowed during optimisation 
	HyperparameterValues
	LCNN [1,..., 4]kernelsize[2,..., 4]CNNfilters[16,..., 100]hCNN [16,..., 1024]dropCNN [0, 0.9]kKNN [1,..., 23]R [1,..., 10]hGNN [16,..., 1024]activationReLU, T anh, ELU, LeakyReLU aggregationadd, mean, max dropGNN [0, 0.9]kpool [1,..., 23]droppool [0, 0.9]
	negativeslope[0, 0.5]LMLP [1,..., 5]hMLP [16,..., 2048]
	dropMLP [0, 0.9]learningrate[0.001, 0.1]momentum[0, 0.9]
	weightdecay[0, 0.1]γ [0.8, 0.95]σ [0, 0.5]
	pnoise [0, 0.6]
	C.2 Parameter sensitivity experiments 
	MultipleparametersensitivityexperimentswereperformedtotesttheinfluenceoftheselectedcrucialhyperparametersofAGGCN.TheresultsoftheseexperimentsarereportedinFiguresC.1,C.2,C.3andC.4forthenumberofGGCNiterations,K-nearestneighbouredgeskeptinthesparselearnedgraphstructure,sizeofthecoarsened(pooled)graphandaggregationfunction,respectively.
	C.2 Parameter sensitivity experiments 
	Figure
	Figure C.1: Sensitivity of the proposed model to the number of iterations of the GGCN encoder. The error bars show the standard deviation of accuracies measured across ten repetitions. The optimal value is shown in blue. 
	Figure C.1: Sensitivity of the proposed model to the number of iterations of the GGCN encoder. The error bars show the standard deviation of accuracies measured across ten repetitions. The optimal value is shown in blue. 


	Figure
	Figure C.2: Sensitivity of the proposed model to the k-nearest-neighbour edges kept in the learned graph structure. The error bars show the standard deviation of accuracies measured across ten repetitions. The optimal value is shown in blue. 
	Figure C.2: Sensitivity of the proposed model to the k-nearest-neighbour edges kept in the learned graph structure. The error bars show the standard deviation of accuracies measured across ten repetitions. The optimal value is shown in blue. 


	C.2 Parameter sensitivity experiments 
	Figure
	Figure C.3: Sensitivity of the proposed model to the size of the pooled graph. The error bars show the standard deviation of accuracies measured across ten repetitions. The optimal value is shown in blue. 
	Figure C.3: Sensitivity of the proposed model to the size of the pooled graph. The error bars show the standard deviation of accuracies measured across ten repetitions. The optimal value is shown in blue. 


	Figure
	Figure C.4: Sensitivity of the proposed model to the choice of the aggregation function. The error bars show the standard deviation of accuracies measured across ten repetitions. The optimal value is shown in blue. 
	Figure C.4: Sensitivity of the proposed model to the choice of the aggregation function. The error bars show the standard deviation of accuracies measured across ten repetitions. The optimal value is shown in blue. 
	-



	7.3 Explainability of AGGCN: Adjacency-based visualisations 
	C.3 Explainability of AGGCN: Adjacency-based visualisations 
	-

	ThemainmanuscriptshowstheAGGCN-learnedgraphsandthenodepoolingpatternsasagraph.Inordertofacilitateadifferentviewofthesameresults,wereporttheaveragedadjacencymatricesinFigureC.5thatcorrespondtoFigure6.3inthemaintext.Similarly,wereportthedifferencesbetweenthelearnedgraphstogetherwitheffectsizes(Wilcoxpermutationeffectsize)toquantifythestrengthofthesedifferences(FigureC.6,correspondingtoFigure6.4inthemaintext).Finally,wereportanadjacency-likeviewofthenodepoolingattentionscores(FigureC.7)correspondingtoFigure6.8
	7.3 Explainability of AGGCN: Adjacency-based visualisations 
	Figure
	Figure C.5: Average adjacency matrix of learned graphs of AD and HC cases in EC and EO conditions. 
	Figure C.5: Average adjacency matrix of learned graphs of AD and HC cases in EC and EO conditions. 


	7.3 Explainability of AGGCN: Adjacency-based visualisations 
	Figure
	Figure C.6: Difference of averaged adjacency matrices of learned graphs of AD and HC cases (AD − HC) in EC and EO conditions (A). 
	Figure C.6: Difference of averaged adjacency matrices of learned graphs of AD and HC cases (AD − HC) in EC and EO conditions (A). 


	(B)Theeffectsizeforthenon-parametricMann-WhitneyUtestscomparingADandHCwithvaluessetto0wherep-value> 0.05,
	7.3 Explainability of AGGCN: Adjacency-based visualisations 
	Figure
	Figure C.7: Average adjacency matrix of attention scores obtained by the node pooling module for AD and HC cases across EC and EO conditions. 
	Figure C.7: Average adjacency matrix of attention scores obtained by the node pooling module for AD and HC cases across EC and EO conditions. 







