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Abstract

Long-term operability is essential to reap the benefits of cost-effective

industrial automation involving vision-guided robots (VGR). How-

ever, it is essential that the accuracy of the robot during the period

of operation is uncompromised. The hand-eye calibration accuracy

of a VGR plays a huge role in the accuracy of the robot during op-

eration as it enables the proper perception of the environment in

which a VGR operates. Hand-eye calibration of VGRs is typically

done offline. However, the calibrated parameters may change during

the operation, which requires recalibration to maintain operational

accuracy, therefore taking the robot offline resulting in operational

downtime and lost revenue. As such, it becomes imperative to in-

tegrate a system that enables the robot to maintain its accuracy by

adapting to changes in its environment. To tackle this challenge, dif-

ferent hand-eye calibration techniques for vision-guided robots were

reviewed to assess and evaluate their strengths and weaknesses in

an operational environment, as well as the practicality of different

types of calibration targets. Furthermore, experimental validation of

the different factors that affect the accuracy of hand-eye calibration

was carried out using six commonly used algorithms in the indus-

try. To minimise the problems common with these algorithms, a

self-recoverable hand-eye calibration scheme based on a hybrid filter

is proposed. This algorithm runs simultaneously with the robot’s

operation while ensuring the robot recovers from any changes in the

calibration accuracy. The hybrid filter is based on a combination of

Kalman and particle filters with optimisations on particle transition

and genetic algorithm-based resampling as a proposed modification.

To reduce the dimension of the particle filter for improved perfor-

mance, the particle filter, which estimates the rotation parameter,



x

is coupled with a Kalman filter with iterated state update to esti-

mate the translation parameter. While the proposed particle transi-

tion scheme handles the problem of sample impoverishment common

with the standard particle filter, the genetic algorithm resampling

method handles the problem of degeneracy without inducing sample

impoverishment. A gradient descent estimator, which has a much

simpler implementation than the Kalman filter was also explored for

the translation parameter estimate. Experimentation with the algo-

rithm shows that it is able to actively detect and recover from errors

due to changes in the calibration parameter. Comprehensive exper-

imental results with a UR5e robot arm show that even in the offline

scenario, the proposed method outperforms the offline-specific cali-

bration method, highlighting the suitability of the developed method

for online and offline calibration.
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Chapter 1

General Introduction

1.1 Background and motivation

Robots, a term first used by Czech writer Karel Čapek in 1920 are

machines designed to enable the autonomous or semi-autonomous

execution of tasks. They are increasingly being used in the manu-

facturing industries for tasks such as assembly [1], welding [2], and

painting [3] where they can operate continuously, and thus their suit-

ability for repetitive tasks. They can also be found in the health

industries for tasks such as surgery, as in Robot-Assisted Surgery

(RAS), rehabilitation, and other medical procedures to increase ac-

curacy and efficiency [4]. Other applications include crop planting

and harvesting in the agricultural industries [5] as well as the use in

theme parks and special effects in TV shows in the entertainment

industries [6].

Robots can be grouped into several types as shown in Figure 1.1.

These include industrial robots and service robots. While industrial

robots are designed for manufacturing and other industrial-related

and high-power tasks which are usually deployed in dangerous envi-

ronments, service robots, on the other hand, are designed for routines

1
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Figure 1.1: Different types of robots. (A) Industrial assembly robot[7]. (B) Foodser-
vice robot[8]. (C) Home cleaning robot[9]

such as cleaning, security, and delivery. Service robots can further

be grouped into personal and professional service robots based on

their intended use. Personal service robots are usually employed in

non-commercial settings by unskilled persons to complete personal

tasks such as mobile chairs for the elderly for commuting, clean-

ing robots for the home, robotic toys, health and fitness robots, etc.

Professional service robots on the other hand are used in commercial

settings to provide professional services. These may include public

road cleaning, security, and delivery services.

Robots by themselves have high repeatability but are generally poor

when it comes to absolute accuracy. This can be attributed to dif-

ferences between the ideal and the actual kinematic model used in

the design of the robot parameters [10]. Other sources of error can

be attributed to the mechanical characteristics of the robot com-

ponents such as stiffness, backlash, and elasticity. To improve the

accuracy of the robot, it is usually necessary to do a kinematic cal-

ibration of the robot [11]. This adjusts the designed parameters of

the robot to be within a close range of the ideal parameters such that

the resulting accuracy of the robot is increased. With the continued

need for improved efficiency and productivity in the operations of

businesses and industries, the need to improve upon the accuracy

and efficiency of robots continues to grow. One way this has been
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Figure 1.2: Vision-guided robot for pick-and-place application [12].

achieved is to increase the autonomy of robots in their operation.

The increased autonomy is based on allowing the robot to make in-

formed decisions on its actions based on feedback from its immediate

environment. This feedback can be obtained from a vision sensor or

camera mounted on the robot to allow the robot accurately perceive

the environment. These are called vision-guided robots (VGR) as

shown in Figure 1.2. With their ability to perceive and understand

their environment, VGRs play a major role in shaping the future of

automation and beyond with the end result of improved efficiency,

increased productivity, reduced costs, and improvement in the qual-

ity of products and services.

VGRs are applied in a growing number of industries today. In the

manufacturing industry, they are increasingly being used in pick and

place applications, assembly operations, and other material handling

tasks, where with the aid of the camera, the robot is able to track the

work object and/or navigate its environment such that appropriate

real-time decisions based on visual information can be taken to speed

up and improve the production process.

Similarly, in the healthcare industry, VGRs are increasingly being

used in applications such as RAS or robotic scrub nurses (RSN) for
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operations such as surgery or physical therapy [4]. In these applica-

tions, feedback from the camera is used to monitor the movements

and position of the patient and/or surgical tools to provide real-time

feedback to guide the healthcare providers in a way that improves

the accuracy and efficiency of the procedure while minimizing the

risk of medical errors.

In the service industry, applications of VGR can be found in au-

tonomous security systems that monitor and analyzes complex en-

vironments such as airports, shopping centers, and public spaces to

improve security [13]. These systems can detect and respond to

or report anomalies in the environment. Other applications can be

found in self-driving cars where the implementation of VGR enables

the perception of conditions in the environment to safely and ade-

quately guide the movement of a vehicle.

In addition to their use in various industries, VGRs are also being

used in consumer applications like drones [14], home, and logistic

robots [15], etc. These systems use feedback from the integrated

cameras integrated with algorithms and/or machine learning tech-

niques to enable them to undertake a wide range of tasks from mon-

itoring homes to package delivery.

Advances in VGR are primarily driven by the growing need for au-

tomation, improvements in computer vision algorithms, as well as

the improved reliability and accuracy of hardware components that

can foster the automation of complex tasks. Furthermore, the ad-

vancement in the Industrial Internet of Things (IIoT) has provided

a new level of connectivity and data-sharing platforms that enables

the development of highly sophisticated and interconnected systems

that can interact and cooperate with one another.
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The importance of VGR can be summarised as

1. Increased Accuracy and Efficiency: VGRs enable accurate

perception of the immediate environment through the use of

integrated cameras and image processing algorithms, enabling

them to carry out complex and highly demanding tasks with

high levels of accuracy and efficiency.

2. Improved Quality: VGRs can inspect and sort products with

a high level of accuracy, such as in pick and place applications,

reducing the risk of defects and improving the overall quality of

the finished product.

3. Increased Safety: The autonomous nature of VGRs allows for

their deployment in dangerous or repetitive tasks, which would

otherwise risk injury to human workers. VGRs can also be used

for the monitoring of hazardous environments which reduces the

risk of accidents and other incidents.

4. Flexibility: Due to the fact that VGRs can accurately perceive

and understand their immediate environment, they can easily

adapt to unforeseen changes in the environment. Consequently,

they can be programmed to perform a wide range of tasks de-

pending on needs and requirements, making them highly flexible

and adaptable.

5. Cost Savings: The use of VGRs to maximise the automation of

highly complex and intensive tasks reduces the need for human

elements in the production process. This results in a significant

reduction in the cost of defective products as well as labor.
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6. Human augmentation: VGRs can assist human workers by

providing real-time feedback and guidance, improving the qual-

ity and accuracy of their work, and helping to reduce the risk of

medical errors. They have also been employed successfully in the

development of exoskeletal systems that provide additional sup-

port to the wearer’s muscles and joints, enhancing their strength

and endurance, as well as in prosthetics to replace or augment

missing or impaired limbs, restoring mobility.

7. Advancement of Automation: With the integration of vi-

sual feedback, robots acquire an increased level of intelligence

and capability which greatly improves the level of operational

autonomy with increased precision and reliability.

During the operation of a robot, it may need to interact with or

manipulate objects within its workspace. The coordinates of these

objects are typically fed into the robot’s program which allows the

robot to accurately locate them. The coordinates fed to the robot

are described relative to a reference frame. A convenient reference

frame is one that remains fixed with the robot and is usually set as

the robot’s base frame. Hence, the position of every object that the

robot has to interact with is known relative to the robot-based frame

and preprogrammed into the robot’s program. With the integration

of a camera in a VGR, it becomes possible for the robot to obtain

the position of the objects directly from the camera’s view during

operation, thus increasing the flexibility of the robot. This can be

achieved through 2D to 3D mapping techniques such as Perspective-

n-point [16], structure from motion [17], deep learning [18], etc. that

can help in the localization of an object in 3D space from a 2D image.

The position of the object retrieved using any of these techniques is
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referenced from the optical center of the camera. Therefore, for the

robot to obtain the position of the object viewed by the camera

based on its own reference, it must obtain the position of the camera

based on its own reference. The process of localising the camera of a

vision-guided robot based on the robot’s reference is called hand-eye

calibration. This task cannot be accomplished directly for several

reasons. Firstly, the frames from which the measurements are to be

taken are unreachable as they are within the camera or the robot’s

links. Secondly, the measurement path may be obstructed by the

geometry of the sensor, the robot, or other parts of the assembly. For

these reasons, a lot of research has gone into the accurate estimation

of these measurements.

With hand-eye calibration, the robot is able to obtain accurate vi-

sual feedback of its workspace from the integrated camera for ade-

quate servo control or manipulation of objects. In a typical setup,

hand-eye calibration is performed offline before the robot is put into

operation. The calibration parameters are then fed into the robot’s

program for proper reference transformation during operation. This

allows the robot to make sense of the visual information from the

camera. However, this comes with some drawbacks. Because these

calibration parameters are preprogrammed into the robot’s program,

it is expected to be constant irrespective of the condition in which

the robot operates, as any change in their values would affect the

accuracy of the robot’s operation. In the industry today, this is an

ever-present challenge as the prolonged usage of the robot, abrupt

motion of the robot, wear in the camera fixtures, etc. could cause the

pose of the camera to change and hence the calibration parameters.
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This is usually solved by periodic hand-eye recalibration which re-

quires taking the robot out of service, resulting in operational down-

time. The work in this thesis aims to ensure a long-term guarantee

of the accuracy of the robot during operation without the need for

recalibration, this would enable the VGR to recover from changes

in the calibration parameters to restore the accuracy of the robot.

Furthermore, this calibration technique should be capable of online

operation so that it can be operated in real-time during the robot’s

operation.

1.2 Aims and objectives

The aim of this research is the development of a highly accurate self-

recoverable hand-eye calibration algorithm for vision-guided robots.

This algorithm is required to allow a vision-guided robot to maintain

its accuracy for a sustained period of time during operation without

the needed recalibration procedure. To achieve this aim, the follow-

ing objectives of this research have been laid out.

1. To review the current hand-eye calibration techniques for vision-

guided robots.

2. To assess the accuracy of current hand-eye calibration tech-

niques through simulation and experimental studies.

3. To develop an online calibration technique capable of maintain-

ing its accuracy.

4. To implement and validate a newly proposed technique via ex-

perimental study.
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1.3 Contributions

The successful operation of a VGR requires that the accuracy of the

robot-camera setup is not compromised. This thesis aims to develop

a self-recoverable hand-eye calibration technique for a VGR to en-

sure the long-term accuracy of the robot’s operation in an uncertain

environment. This is achieved using a guided particle hybrid filter

with a genetic algorithm-based resampling technique. The perfor-

mance of the algorithm will be validated against currently existing

algorithms using a UR5e Universal robot and Azure Kinect camera.

The contributions of the thesis are listed as follows.

1. A Comparative Review of Hand-Eye Calibration Tech-

niques for Vision Guided Robots: This paper gives a gen-

eral insight into the strengths and weaknesses of different hand-

eye calibration algorithms available to academics and industrial

practitioners to make an informed design decision, as well as in-

cite possible areas of research based on the identified challenges.

Enebuse, I., Foo, M., Ibrahim, B. K. K., Ahmed, H., Supmak,

F., & Eyobu, O. S. (2021). A comparative review of hand-eye

calibration techniques for vision-guided robots. IEEE Access, doi:

10.1109/ACCESS.2021.3104514 (Published)

2. Accuracy evaluation of hand-eye calibration techniques

for vision-guided robots: This paper provides new experi-

mentally validated insights on the factors that affect the accu-

racy of hand-eye calibration for vision-guided robots. It explored

and evaluated scenarios that have previously been overlooked es-

pecially for benchmarking the performance of these algorithms
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and showed the role these scenarios play in assessing the accu-

racy of the algorithms.

Enebuse, I., Ibrahim, B. K. K., Foo, Ranveer S. M, M., Ahmed.

(2022). Accuracy evaluation of hand-eye calibration techniques

for vision-guided robots. PLOS ONE, doi:10.1371/journal.pone.0273261

(Published)

3. An Accuracy Assessment of Hand-Eye Calibration Tech-

niques in Uncertain Environments for Vision-Guided

Robots: This paper examines how the accuracy of vision-guided

robots are affected by uncertain environmental condition. As

the majority of hand-eye calibration techniques employ passive

hand-eye calibration that requires frequent recalibration opera-

tions, this paper goes further to propose the use of active hand-

eye calibration as a solution for these issues and the expected

challenges to be resolved.

Enebuse, I., Ibrahim, B. K. K., Foo, Ranveer S. M, M., Ahmed.

(2023). An Accuracy Assessment of Hand-Eye Calibration Tech-

niques in Uncertain Environments for Vision Guided Robots. Pro-

ceedings of International Conference on Mechatronics (Accepted)

4. A Self-recoverable Hand-eye Calibration for Vision Guided

Robots using a Guided Particle Hybrid Filter and Ge-

netic Algorithm-based Resampling: This paper proposes a

novel hand-eye calibration technique based on a Guided Particle

Hybrid Filter and Genetic Algorithm-based Resampling. This

technique enables the self-calibration of vision-guided robots

which allows them to be operated without prior calibration. The

algorithm also allows the VGR to automatically detect and re-

cover from faults sustained in an uncertain environment while

in operation thus eliminating the need for recalibration which
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would otherwise result in operational downtime and lost rev-

enue.

Enebuse, I., Ibrahim, B. K. K., Foo, Ranveer S. M, M., Ahmed.

(2023). A Self-recoverable Hand-eye Calibration for Vision Guided

Robots using a Guided Particle Hybrid Filter and Genetic Algorithm-

based Resampling. IEEE Transaction on Instrumentation and

Measurements (Submitted)

1.4 Outline of the thesis

The rest of this thesis is organised as follows: Chapter 2, presents

a general overview of hand-eye calibration techniques and compared

the strengths and weaknesses of different techniques for hand-eye

calibration which was followed by an overview of the factors that af-

fect hand-eye calibration. Furthermore, different types of calibration

targets were examined as well as their practicality for hand-eye cali-

bration. Chapter 3 focuses on the analyses of the factors that affect

the accuracy of hand-eye calibration through simulation and exper-

imental validation using a UR5e Universal robot and Azure Kinect

camera, while Chapter 4 deals with the evaluation of the perfor-

mance of hand-eye calibration techniques in uncertain environments

with an overview of considerations for active hand-eye calibration to

improve the robustness of hand-eye calibration. Chapter 5 describes

the development of a new algorithm for hand-eye calibration based

on a guided particle hybrid filter, as well as a comparative assess-

ment of the algorithm with other algorithms. Finally, in Chapter 6,

a general conclusion of the work in this thesis is given as well as a

possible direction for future work in other to advance the algorithm

developed.





Chapter 2

Overview of hand-eye calibration

2.1 Introduction

Industrial robots have been around for decades, first gaining pop-

ularity in the automotive industry [19]. Automotive plants were

suitable for early industrial robots because the tasks in these plants

involve a high level of repeatability, large payloads, and moderate

speeds. Robots are also being used in a growing number of sec-

tors, such as chicken deboning in the food industry [20–22], drug

manufacturing in the pharmaceutical industry [23, 24], and aircraft

engine construction in the aerospace industry [25–27]. According to

the International Federation of Robotics (IFR) estimations, over 690

thousand new industrial robots will be deployed globally in 2025 [28],

and vision systems are now becoming a major component of many

industrial robots as they improve the capabilities of robots in op-

eration. For example, vision-guided robots can allow for variability

in the positioning of work objects or deviations in the programmed

pathway without breaking the production flow [29–31].

Emerging applications demand that industrial robots not only be

faster, but also be able to accurately identify and find parts that are

13
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randomly placed on moving conveyors, containers, or on pallets [32–

34]. Machine vision systems, which have been around for decades,

are now being used in conjunction with robotics to aid automation

systems in the processing of such components [35, 36].

VGR is rapidly becoming a key enabler for the automation of a

broad range of processes in a wide range of industries. A typical

vision-guided robot has a camera attached close to the robot hand

or gripper with which it can perceive the work environment (Figure

1.2). The two major areas in the field of computer vision are 2D and

3D technologies. In a flat plane relative to the robot, a 2D VGR de-

vice processes the captured images of randomly placed pieces. These

images are 2D projections of the 3D spatial pieces, which results in

the loss of depth information. A 3D VGR device, on the other hand,

can process parts that are randomly positioned in three dimensions

(i.e., X-Y-Z) and can also accurately determine the 3D orientation

of each part. In practice, 2D machine vision is typically accom-

plished using a digital camera and software that analyses a digital

image of the part’s 2D position and orientation in preparation for

robotic handling or processing [37, 38]. The 3D vision system on

the other hand uses sensors like laser displacement, structured light,

and stereo camera capable of generating a point cloud representation

of a surface in the 3D space [39–41]. The point cloud enables the

spatial reconstruction of a 3D scene, which facilitates the handling

of a wide variety of complex objects in a challenging environment,

thereby enhancing the capabilities of robots for vision-guided appli-

cations. One particular advantage is being able to pick up objects

placed on a surface with irregular height, which would be difficult

for the 2D vision system.

Applications of vision-guided robots include part assembly [1], bin
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picking [42], inspection [43] etc. These robots can either have the

camera mounted in a fixed position with a fixed field of view (eye-

to-hand configuration) or have the camera mounted on the hand of

the robot (eye-in-hand configuration) so that new images can be ac-

quired by changing the point of view of the camera. However, the

robot can only perceive the 3D world based on its own base frame. In

order for the robot to obtain an accurate estimate of the 3D position

and orientation of a part relative to its own base within the work

volume, it is necessary to know the relative position and orientation

between the hand and the robot base, between the camera and the

hand, and between the object and the camera. These three tasks re-

quire the calibration of robot [10, 11, 44], camera [45, 46], and robot

hand-to-camera (hand-eye) [47, 48]. Robot calibration is needed be-

cause, despite the fact that robots have very good repeatability, they

are poor when it comes to absolute accuracy, due to inherent differ-

ences between the ideal and actual kinematic parameters. Camera

intrinsic calibration is required to ensure that the images captured

are of accurate dimensions and free of lens distortion, which would

otherwise introduce errors in the measurement estimates being fed

back to the robot during operation. Hand-eye calibration ensures

that the measurements made by the camera are converted to the ref-

erence used by the robot for measurement. The focus of this review

is on hand-eye calibration and its associated challenges to robotic

vision system.

The rest of the chapter is organised as follows. Section 2.2 introduces

the problem of hand-eye calibration, and Section 2.3 discusses the

different hand-eye calibration algorithms. A comparative analysis of

calibration target is given in Section 2.4, while common challenges
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associated with hand-eye calibration is presented in Section 2.5. Fi-

nally, a conclusion is given in Section 2.6.

2.2 Hand-eye calibration

The perception of the environment by the robot can be accomplished

using a camera. This enables the navigation and manipulation of ob-

jects in an unknown and dynamic environment. This vision system

involves the perspective projection and mapping of a 3D world co-

ordinate point onto a 2D image plane, which can be achieved using

a pinhole camera model [49] as shown in Figure 2.1.

Figure 2.1: Pinhole camera model

From Figure 2.1, an optical ray passing through a 3D world point P

through the optical center Oc intersects the image plane at a point p

located at a distance of f (focal length) from the optical center. To

obtain the point p in the image plane Oi(u, v), the world coordinate

points Ow first have to be transformed to the camera coordinate at

Oc. This is achieved using the transformation Equation (2.1). From

Equation (2.1), the camera coordinate points P c = (xc, yc, zc) are
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realised from world coordinate points Pw = (xw, yw, zw) using the

rigid body homogeneous transformation matrix Hc
w

(
P c

1

)
= Hc

w

(
Pw

1

)
, (2.1)

Equation (2.1) can also be expressed as


xc

yc

zc

1

 =

(
Rc

w tcw

0T1×3 1

)
xw

yw

zw

1

 , (2.2)

where Rc
w and tcw denote rotation and translation, respectively, from

the world to camera coordinate frames. These parameters are re-

garded as the extrinsic parameters of the camera. The projection of

the points in the camera coordinate onto the image plane based on

the pinhole camera model is given by Equation (2.3).

(
u

v

)
=

f

zc

(
xc

yc

)
, (2.3)

Figure 2.2: Relationships between component frames for vision-guided robot.

The task of computing the relative 3D position and orientation be-

tween the camera and the robot hand in an eye-on-hand configu-

ration, where the camera is rigidly attached to the robot hand, is

known as hand-eye calibration. More specifically, this is the task
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of computing the relative rotation and translation (homogeneous

transformation) between two coordinate frames, one centered at the

camera lens center, and the other at the robot hand. Figure 2.2

shows the relationships between the different component’s frames of

a vision-guided robot operation. To ensure easy operation of the

robot, all commands to the robot are referenced to the robot base

frame. Hence, for a complete identification of the object based on

the robot base frame, all the relationships must be obtained. While

the relationship between the robot base and the robot hand can be

realised from the robot kinematic model, the relationship between

the camera and the world (see Equation (2.1)) can be obtained from

camera calibration. This results in the relationship between the cam-

era and the robot hand needing to be computed. This relationship

cannot be measured directly because [47]

1. the measurement path may be obstructed by the geometry of

the sensor, the robot, or other parts of the system

2. the hand and camera frames are unreachable. The camera frame

is unreachable because it is the intersection of various link axes

while the camera frame is unreachable because its origin is at

the focus point inside the camera.

Since direct measurements are difficult, other approaches have been

investigated to solve the problem. Earlier approaches used non-linear

optimisation of a model that coupled the robot forward kinematics

with the hand-eye system [50]. These techniques are quite expensive

computationally and require the estimation of a large number of vari-

ables. In view of that, the most common technique used [47, 51–53]

is based on solving the homogeneous transform equation according

to Equation (2.4), where Ac1
c2
and Bh1

h2
are the homogeneous transform
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matrices for the motion of the camera and robot hand, respectively,

between two positions 1 and 2, and Xc
h is the required robot hand

to camera homogeneous transform. If the position and orientation

of the hand are known, the position and orientation of the camera

can be simply computed, and vice-versa. The object can then be lo-

cated with respect to the robot base and locating information from

different views can be fused. The first challenge encountered dur-

ing hand-eye calibration is usually the estimation of the pose of the

camera relative to the world as the hand pose can easily be acquired

from the robot’s forward kinematic chain. Depending on how the

camera pose is estimated, hand-eye calibration can be regarded as

either target-based or targetless. Target-based hand-eye calibration

takes advantage of specially made visual features of known dimen-

sions called calibration objects or target - whose origin is set as the

origin of the world frame - to estimate the pose of the camera using

special algorithms like the Perspective-n-Point [16]. Targetless hand-

eye calibration without a calibration target uses techniques such as

in structure from motion [54, 55], tool motion tracking [4] etc, to

estimate the pose of the camera with respect to the world. These

methods can prove useful when taking the size and weight of the cal-

ibration object into consideration as well as the size of the workspace

for the robot motion. These considerations for a calibration object

usually come into play when there is a strict limitation of the pay-

load of a mobile robot such as in space application or sterility of the

setup in medical applications. In this review, only techniques based

on target-based hand-eye calibration are considered.

Furthermore, it is important to note that the methods presented

in this review focused primarily on the deterministic formulation.
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Therefore, this review is by no means an exhaustive list of the ap-

proaches to hand-eye calibration for visual guided robots. It is noted

that there are other key methods available, which include (but are

not limited to) model based [56, 57] and probabilistic [58–62] formu-

lation of the hand-eye calibration problem. The intent of this review

is to act as a guide to academics and industrial practitioners from

which further research in this topic area can be incited.

2.3 Hand-eye calibration algorithms

2.3.1 Homogeneous transform equation

Based on the work of Shiu and Ahmad [47], the hand-eye trans-

form can be obtained by solving the homogeneous transform equa-

tion given by

Ac1
c2
Xc

h = Xc
hB

h1

h2
, (2.4)

where, Ac1
c2

and Bh1

h2
are the homogeneous transform matrices rep-

resentation of the relative motions of the attached camera and the

robot hand between two points, respectively, while Xc
h is the required

transform between the robot hand and the camera as shown in Fig-

ure 2.3. Ac1
c2

and Bh1

h2
can be expressed as the product of two rigid

body transform given by

Ac1
c2
= Ac1

w (A
c2
w )

−1, (2.5a)

Bh1

h2
= Bh1

b (Bh2

b )−1, (2.5b)

where Ac1
w , A

c2
w and Bh1

b , Bh2

b are the poses of the camera with respect

to the world frame or calibration object, and the poses of the robot
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hand and with respect to the robot base, respectively, for different

robot positions. Equation (2.4) can be represented in a matrix form

as (
RA t⃗A

0T 1

)(
RX t⃗X

0T 1

)
=

(
RX t⃗X

0T 1

)(
RB t⃗B

0T 1

)
, (2.6)

where R is a 3 × 3 rotation matrix and t⃗ is a 3 × 1 translation

vector. Hence, the calibration operation involves obtaining sets of

robot hand and camera poses as shown in Figure 2.4. While the hand

poses can easily be obtained from the robot forward kinematics us-

ing the joint encoder readings, the camera pose is usually estimated

by observing a set of 3D points provided by a calibration object

and their corresponding 2D images using Perspective-n-point algo-

rithm [16, 63]. While this formulation shows a more intuitive way to

represent and solve the hand-eye problem, estimating the hand-eye

transform based on Equation (2.4) is not trivial. This is because the

Special Euclidean SE(3) group structure of the homogeneous matri-

ces must be preserved in the solution. Hence, the solution to this

form of matrix equation using general matrix algebra [64] would not

work.

Finding methods of solving the homogeneous transform equation

that meets this requirement has been the focus of majority of the

research in hand-eye calibration. Several solutions have been prof-

fered over the years, each with its strengths and weaknesses. They

can be grouped based on how the rotation and translation param-

eters are estimated as separated or simultaneous solutions. In the

separated solutions, the rotation parameter is first estimated based

on representing Equation (2.6) as
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Figure 2.3: Hand-eye calibration setup.

Figure 2.4: Calibration process flow using homogeneous transform equation.

(
RARX RAt⃗X + t⃗A

0T 1

)
=

(
RXRB RX t⃗B + t⃗X

0T 1

)
. (2.7)

hence,



Chapter 2. Overview of hand-eye calibration 23

RARX = RXRB, (2.8a)

RAt⃗X + t⃗A = RX t⃗B + t⃗X . (2.8b)

If RX is known, then Equation (2.8) becomes linear and t⃗X can then

be estimated. The different techniques that focus on the parametri-

sation of RX include, Angle-axis [47, 51], Lie algebra [52], Quater-

nions [53] and Kronecker product [65]. For the details of the imple-

mentations of these algorithms, see the listed references above. Based

on the practical considerations, generally, this group of solutions is

computationally fast but suffers in terms of accuracy, especially in

the translation estimates. This is due to the assumption that no

relationship exists between the rotation and translation parameters,

hence, their separate estimation. However, these two parameters are

tightly coupled with high level of non-linearity [66], and estimating

them separately would lead to the propagation of errors from the

rotation estimates onto the translation estimates.

The simultaneous solutions provide a way of solving for the rota-

tion and translation parameters simultaneously, either analytically or

by way of numerical optimisation. Representative implementations

based on analytical approach include Quaternions [67], Screw motion

[68], Dual Quaternions [69], Kronecker product [70], Dual Tensor

[71], and Dual Lie algebra [72], while implementations based on nu-

merical optimisation include Gradient/Newton optimisation method

[73], Linear-matrix-inequality [74], Alternative linear programming

[75], and Pseudo-inverse [76]. These methods can generate highly

accurate results and generally avoid the problem stated earlier for

the separated solutions. However, their implementations are usually

complex, which may affect their computational speed. Furthermore,
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the optimisation methods may suffer from the problem of not guar-

anteeing convergence, being trapped in a local minima of the cost

function, or being dependent on a good starting estimate. A com-

parison of these approaches based on the accuracy and the computa-

tional speed is shown in Table 2.1. The accuracy criteria are based

on the Euclidean norm of the combined rotation and translation er-

ror (unitless) for N robot movements derived from Equation (2.4),

as given by Equation (2.9). The computation time is in seconds,

based on execution on a MacBook Pro 2017 with i7-3.5Ghz CPU

along with the MATLAB r2018a software [77].

Error =
1

N

√√√√ N∑
i=1

∥AiX −XBi∥2. (2.9)

It is important to note that the values in Table 2.1 can only be con-

sidered as an overview of what can be expected, especially due to

the fact that it is devoid of any measurement uncertainty. This is

a largely ignored area of research when considering hand-eye cali-

bration, as only a hand-full of works [58, 66, 77, 78] has taken mea-

surement uncertainty into consideration given the large number of re-

search outputs in this area. However, it is important to note that the

accuracy of the calibration methods can be improved by increasing

the number of robot movements used during the calibration process,

maximising the angular spread between the different robot move-

ments, minimising the distance between the camera and the cali-

bration target and minimising the distance moved by the robot arm

between two positions [51].
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Table 2.1: Speed and error comparison of different approaches to solving the homoge-
neous transform equation. Speed is in milliseconds while the accuracy is unitless, based
on the Euclidean norm of the combined rotation and translation given by Equation

(2.9)

Methods Type
Computation

Speed
(milliseconds)

Error (×10−3)

Angle-axis [51] Separated 40.50 12.046

Lie algebra [52] Separated 35.95 6.825

Quaternions [53] Separated 10.19 6.826

Dual quaternions [69]
Simultaneous,
Analytical

38.30 6.708

Kronecker product [70]
Simultaneous,
Analytical

57.29 7.265

Linear-matrix-inequality
[74]

Simultaneous,
Optimisation

14.58 7.980

Alternative linear
programming [75]

Simultaneous,
Optimisation

80.86 7.149

Pseudo-inverse [76]
Simultaneous,
Optimisation

8.82 7.613

2.3.2 Reprojection error minimisation

The homogeneous transform equation relies on the hand and camera

pose information to estimate the hand-eye transformation. As such,

errors in these pose estimates will affect the end result of the cali-

bration. While the hand pose errors can be minimised by calibrating

the robot [79], through reprojecting the image of the calibration pat-

tern at each hand position and minimising the error between the real

image and the reprojected image, the required hand-eye transform

can then be estimated as shown in the process flow in Figure 2.5.

Reprojection error minimisation is a well-known technique used in

computer vision for pose estimation [80, 81], 3D measurements [82]

and shape reconstruction [83] [84], with high level of accuracy and

robustness. It shows how precise an estimated 3D world point X̂

recreates the true projection x on the image (see Figure 2.6). If P is

the projection matrix of the camera, then the image projection x̂ can
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Figure 2.5: Calibration process flow using reprojection error minimisation.

Figure 2.6: Reprojection error.

be expressed as x̂ = PX̂, where e(x, x̂) represents the reprojection

error is the Euclidean distance between x and x̂. By minimising e the

true projection matrix can be obtained, and if the camera calibration

is known, then the pose of the camera can be realised implicitly.

The main advantage of this technique over the homogeneous trans-

form equation is that it directly takes images of the calibration

object without requiring an explicit pose estimate of the camera,

which may otherwise contribute to errors. The Perspective-n-point

algorithm is usually used in the estimation of the camera pose in-

formation from the pattern images [85, 86]. However, this can be
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problematic when using cameras with a narrow field of view such as

in thermographic cameras [87]. Furthermore, the formulation of the

homogeneous transform equation is perfectly suited to normal cam-

eras, whose optics are modeled using the pinhole camera projection

model. When considering vision sensors with different optics, such

as in X-rays with source-detector projection model (see Figure 2.7),

it becomes difficult to use the homogeneous transform formulation

as the typical pinhole projection model does not provide a proper

representation of its optics. One way of achieving this is by using

pose graph optimisation [88], which estimates the relative pose of an

object based on a network of observed pose sequences. With pose

graph optimisation, it becomes possible to extend the calibration to

vision sensors with a different optical projection model like in the

source-detector model, where the source pose and the detector pose

can be reliably represented in the pose graph.

Figure 2.7: Source-detector projection model. Light ray from the source passes
through a world object P and is projected on the detector at point p

2.3.3 Artificial Neural network

Artificial neural network (ANN) is motivated by the neural system

in the brain and is one of the most commonly used tools in machine

learning [89]. In its basic form, it consists of layers of interconnected
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nodes, each representing a mathematical function. The strength of

ANN comes from its ability to model highly non-linear functions that

map an input to an output (see Figure 2.8). Hence, its application

in pattern recognition [90], robotics [91], signal and image processing

[92] and non-linear system state estimation [93–95] have been very

successful. An ANN model is obtained by training the network with

a set of input and corresponding output data to obtain a set of

optimised network parameters. The trained model with its optimised

parameters can then be applied to an appropriate input to get the

expected output.

Figure 2.8: A simple artificial neural network with two hidden layers.

Employing ANN in hand-eye calibration can be thought of as find-

ing a mapping between the hand coordinate with respect to the

robot base and the respective image coordinate of the calibration

object. This problem can be posed as A = fn(B), where A and

B are the robot’s hand coordinate and calibration image coordinate

respectively and fn is the function depicting the non-linear ANN

model. With a trained model, the required hand coordinate for a

corresponding object position as observed from the camera can be

obtained. An advantage of this formulation is that it can be used

without the knowledge of the camera parameters or pose estimation
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[96]. This comes from the strong ability of ANN to generalise non-

linear relationships between variables, which also makes it suitable

for handling noise [96].

While ANN has some comparative advantages over the methods of

homogeneous transform equation and reprojection error minimisa-

tion, it is important to note that the solutions provided by ANN

are usually unexplainable [97]. This can lead to mistrust of the sys-

tem and difficulty in troubleshooting problems. Furthermore, the

performance of an ANN model is highly dependent on the network

structure used [98] for which there is no definitive rule for appropri-

ate specification. As such, it is common to select a network structure

based on trial and error and user experience.

Parameter over-fitting is another limitation of ANN [99]. This is

usually attributed to the failure to properly generalise the model

on the available data set, where the model is too simple that could

not learn enough, or the model is too complex that it learn too much

and over-fits the data. Techniques for preventing over-fitting includes

simplifying a complex model, stopping the training early when error

starts to increase, data augmentation and regularisation [100].

Table 2.2 shows a comparison of the methods of homogeneous trans-

form equation, reprojection error minimisation and artificial neural

network for hand-eye calibration.

2.4 Calibration target

The calibration target (object) is a very important piece of a cali-

bration process, be it for camera calibration or hand-eye calibration.

This subject is rarely discussed when dealing with calibration and
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Table 2.2: Homogeneous transform equation vs reprojection error minimisation vs
artificial neural network for hand-eye calibration.

Homogeneous transform
equation

Reprojection error
minimisation

Artificial neural network

Requires explicit camera pose
estimation

Camera pose estimation is
implicit

Does not require camera
calibration or pose estimation

Suited to camera that can be
described with pinhole

camera model

Because it uses direct images
from the camera, it can

accommodate other camera
models

Model generalisation means
it can accommodate other

camera models

No issue with overfitting of
solutions

Solutions can be prone to
overfitting

Parameter over-fitting can be
a limitation

Computation time of 0.142 s
[88]

Computation time of 0.272 s
[88]

Computation time of 2.355 s
[96]

Error of 1.715 mm [88] Error of 1.380 mm [88] Error of 0.923 mm [96]

oftentimes, the decision to use a particular calibration target is not

objective with more focus on lens distortion modeling and param-

eter optimisation [101]. Calibration patterns such as checkerboards

and circles are the most used [102] (see Figure 2.9). This is due to

the ease with which they can be created with sufficient accuracy,

and their data points can be obtained easily using standard image

processing algorithms [102]. During calibration, the calibration pat-

tern captured by the camera can undergo perspective or non-linear

distortion, or both. While the perspective distortion is due to the

relative 3D position of the points, the non-linear distortion is due

to camera lens distortion. How the resulting distortion affects the

different calibration patterns determines their reliability.

(a) Checkerboard (b) Circle

Figure 2.9: Different types of calibration patterns [103]
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2.4.1 Checkerboard target

Checkerboard target is the most common calibration pattern [104–

107]. The interest points are the corners of the squares, which

can be detected as the intersection of the lines that make up the

square edges. Mathematically, these intersection points are the sad-

dle points, which can easily be detected as points, where the first

derivative goes to zero. The detection algorithm usually starts by

binarising the image, followed by filtering to ensure that the size and

organisation meet the dimension and structure specified by the user.

The main disadvantage of checkerboard targets is that it is usually

difficult to get the exact boundary of the corners [108]. However, the

detection of the corners of the squares can usually be done with a

sufficient level of accuracy because the corners, being infinitely small

are mostly invariant to perspective and lens distortion [102].

Because of the alternating colours of adjacent squares, the checker-

board target can be made rotation-invariant by making the number

of rows and columns even and odd, respectively, or vice-versa. Oth-

erwise, with both rows and columns either even or odd, the pattern

creates a 180-degree ambiguity that can be problematic for multi-

camera calibration, where a similar point needs to be identified by

multiple cameras like in the calibration with stereo cameras.

2.4.2 Circular grid target

Circular grid targets are based on circles with the feature point be-

ing at the center of the circle. Appropriate circles in the target can

be detected using characteristics like circularity and convexity, and

bad-featured circles can be eliminated. While the circles themselves
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are easy to detect and to be filtered, unlike the checkerboard target,

they are not invariant under perspective and lens distortion as shown

in Figure 2.10. Under perspective projection, the circles are imaged

as ellipses. Ideally, this can be solved using image rectification, how-

ever, the additional lens distortion on the ellipses adds some bias to

the detected points, which in general would require a more complex

algorithm to correct.

Figure 2.10: Circular grid under perspective (left) and lens (right) distortion [103].

Just as in checkerboard targets, the circular grid target can be made

rotation invariant for multi-camera view. This is done by using an

asymmetric grid pattern as shown in Figure 2.11.

Figure 2.11: Asymmetric circular grid pattern [109].



Chapter 2. Overview of hand-eye calibration 33

2.4.3 Discussions

Checkerboard and circular grid are the most widely used patterns for

vision system calibration. The choice of pattern used depends on the

application constraints such as accuracy, the complexity of detection

algorithm, distortion, etc. The feature points for the checkerboard

pattern are the intersection of the lines that can easily be obtained

using standard corner detection strategies [110]. For circular grid

patterns, the feature point commonly used is the center of mass of

the circle pixels. Often times the estimated position of the checker-

board corner, or circle center does not fall at the exact point and

further computation would be required for sub-pixel accuracy[102].

Generally, the mathematics involved in realising sub-pixel accuracy

for circular grids is much more complex than for checkerboard pat-

terns [102]. This complexity is compounded by the fact that the

feature point for circular grid is affected by both radial and perspec-

tive bias. Hence the accuracy of circular grid depends on how well

the true centre of the circle can be determined. Figure 2.12 illus-

trates the effect of radial distortion on the accurate detection of the

features for checkerboard and circular targets. In this illustration the

radial distortion coefficient k1 as given in Equation (2.10) is increased

from −2 to 2, where ki, i = 2, 3, ... are the distortion coefficients, rd

is the distortion radius, (xu, yu) and (xd, yd) are the undistorted and

distorted image points respectively. Table 2.3 shows a summary of

the comparison between the properties of checkerboard and circular

grid patterns.
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xu = xd(1 + k1r
2
d + k2r

4
d + · · ·) (2.10a)

yu = yd(1 + k1r
2
d + k2r

4
d + · · ·). (2.10b)

Table 2.3: Comparison of checkerboard and circular grid calibration patterns.

Checkerboard Circle

Feature points Corners and edges Centroid and conics

Detection
Complexity

Features can easily be
resolved even in the
presence of distortion

Feature detection is
usually complicated by

distortion

Perspective
distortion

No Yes

Effect of lens
distortion (See
Figure 2.12)

low High

Occlusion
It may be possible to
interpolate lines to
infer intersection

Connecting distorted
points to infer

intersection is not
usually possible

Sub-pixel
accuracy

Simple interpolations
from already acquired
points can be used to
achieve sub-pixel
accuracy for other

points

Special techniques are
required to achieve
sub-pixel accuracy

2.4.4 Other Calibration Targets

Other calibration targets exist with the aim of overcoming the limi-

tations of the checkerboard and circular calibration targets. Most of

these come with some form of encoding marker. An example of such

is the CharuCo target shown in Figure 2.13.

CharuCo target is a board made up of a grid of aruco markers. Aruco

markers are square fudicial markers made up of an inner binary ma-

trix which determines its identifier (id) and a wide black border. The

black border facilitates its fast detection in the image and the binary
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Figure 2.12: Accuracy evaluation for feature points detection for checkerboard (cor-
ners and edges) and circular grid (centroid and conics) targets for increasing levels of

radial distortion k1 [102].

Figure 2.13: CharuCo target [111].

codification allows its identification and the application of error de-

tection and correction techniques. In the CharuCo target, the light
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squares are uniquely encoded. Thus, this makes CharuCo target pos-

sible to carry out calibration even with part occlusion or poor image

conditions such as in inhomogeneous lighting, while maintaining the

advantage that the intersection of the square edges or interest points

can easily be recovered, when an ordinary checkerboard or circu-

lar grid target under these conditions would normally fail. The main

drawback of this calibration target is the complex algorithm required

for the detection and decoding of the patterns.

2.5 Common Challenges of Hand-eye Calibration

Hand-eye calibration is an active field of research in robotics and

computer vision mainly due to the importance of precision and ac-

curacy in these industries. For example, while an accuracy level of

1 mm may be required for spot welding operation in the automotive

industry, an accuracy measure of at least ten to twenty-fold would be

required in the aerospace industry [112]. Similar accuracy levels can

also be found in robotic applications in the health industry, where

safety is of utmost importance [113]. Achieving this level of accu-

racy is a major challenge in hand-eye calibration for robots due to

a number of factors such as data asynchronicity, noise, and limited

motion range.

2.5.1 Data asynchronicity

The hand-eye calibration problem is constrained on data from two

sources: the eye (camera) and the hand (robot). This constraint re-

quires correspondence in the data stream from both sources, which

may not be practically possible, resulting in temporal misalignment
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in the data [114]. This temporal misalignment may be due to the

differences in the operating frequency of the sensors, difficulty in syn-

chronising the trigger for the data capture on both sources or missed

data in either stream. Many solutions to hand-eye calibration are

offline in nature [52, 53, 65, 76], where the calibration setup is made,

complete pose data set for both the hand and the eye with respect

to the robot base and world, respectively, are acquired, and com-

putation of the required hand-eye transform made. Regardless of

the fact that the acquisition of both sets of data is made in discrete

steps, data asynchronicity still forms a major problem that affects

the correspondence of the data. Offline calibration nonetheless is

not suitable for certain applications. An example is in critical oper-

ations like RAS, where frequent changes in setup and recalibration

is an expensive operations that must be dealt with on the fly [115].

This type of application requires online calibration [116], where data

is continually being captured and used to update the calibration al-

gorithm, rendering the need for data synchronisation on both sources

very apparent.

One solution to the problem of temporal misalignment is the use of

timestamp [117]. By timestamping the data from both sources, users

could manually or programmatically synchronise the data streams

and also avoid missing data. Cross-correlation techniques can also

be used to achieve data synchronisation for hand-eye calibration as

in [118, 119]. Normalising and resampling the data before the cross-

correlation operation can be used to ensure that differential data

length caused by time delay or different sampling rates do not af-

fect the result. A more elegant solution can be found in the use of

a real-time embedded operating system for the control of the data

capture and synchronisation operation [120]. This, however, would
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require compatibility with different sensors and robot systems and

can quickly make the setup less attractive in terms of cost and com-

plexity.

2.5.2 Noise

Noise is a major problem in hand-eye calibration, which arises as a

result of perturbations in the robot-camera assembly. This causes

some degree of uncertainty in the calibration results. A direct im-

pact of the noise in hand-eye calibration is the need to use measure-

ments from multiple coordinate frames (greater than the theoretical

minimum) for the estimation of the hand-eye transform [51]. The

required hand-eye transform is estimated from a system of equations

based on the rigid body transform of the robot-camera assembly,

which normally results in an overdetermined system [47]. In an ideal

scenario, with no noise in the system, because the measurements are

physically constrained to be consistent with the robot-camera as-

sembly, the set of equations could be solved by a simple least square

method. Since there are more equations than unknowns in the pres-

ence of measurement noise, the equations become inconsistent and

multiple frames or robot motions would be required to accurately

estimate the system variables.

Noise in robot hand-eye calibration can be categorised into two

forms. These are noise as a result of the robot’s motion and the

camera’s motions. Noise from the robot motion directly affects the

kinematic model of the robot as they are caused by measurements

from the joint encoders or optical trackers in the robot. The error in

measurement can be due to various factors such as kinematic errors,

non-kinematic errors, and joint errors.
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• Kinematic errors : Kinematic errors are related to and have a

direct impact on the kinematic model of the robot [121, 122].

These may be due to manufacturing and assembly tolerances,

the geometry of the robot components such as orthogonality or

parallelism, or the position of the reference frame.

• Non-kinematic errors : Unlike kinematic errors, non-kinematic

errors are due to the mechanical characteristics of the robot

components such as stiffness, backlash elasticity, and impact of

temperature [123, 124].

• Joint errors : Joint errors are directly related to the error in

motion measured at individual joints of the robots by the joint

encoders and are caused by the sensors themselves [125, 126].

Noise from the camera motions is a direct consequence of camera cal-

ibration, which can result from low camera quality, poor calibration

parameter estimates, low-quality calibration patterns, etc. These er-

rors, while they can be small from a camera calibration perspective

[127], can be propagated to the estimates of the hand-eye calibration.

2.5.3 Limited motion range

The range of allowable motion of the robot hand during calibration

has a direct impact on the results of the calibration. Large motions in

the robot hand have the effect of suppressing noise in the setup that

can arise due to perturbations [51]. Despite this advantage, not every

application is able to permit a wide motion range. In RAS, only a

small motion range of the surgical tool is permitted. This is usually

constrained to within the vicinity of the trocar entry ports [123].

This is done to minimise the damage that can be done to surrounding
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tissues at the entry ports [128]. In pick-and-place applications like

sorting and assembly facilities, the constraint is the field of view of

the camera outside in which the operation of the robot is not feasible

[129]. In other instances, the robot motion is limited to a particular

area to provide a safe environment in which human operators can

operate [130, 131]. In these applications, the robot is controlled by

an embedded control system that specifies and limits the motion of

the hand to a given workspace. While the allowable range of motion

of the robot hand cannot always be controlled, a lot of gains can

be achieved by implementing proper path planning algorithm and

pose selection methods to obtain well-conditioned robot hand-eye

constraints [51, 132, 133].

2.6 Summary

In this chapter, different solutions to hand-eye calibration were dis-

cussed with the aim of presenting their strengths and weaknesses.

The purpose was to provide necessary information that would be re-

quired for implementation by academics and industrial practitioners,

as well as encourage further research. The most common formula-

tion of the problem requires finding a solution to the homogeneous

transform equation AX = XB. A lot of research have be done in

this area, with solutions found using the angle-axis representation

of the rotation parameter, Lie algebra, Quaternions, Dual Quater-

nions, Screw motion, Kronecker product as well as using optimisation

techniques. Each of the resulting algorithms differs in their level of

accuracy and computational requirement, which needs to be taken

into account by academics or industrial practitioners depending on

their design constraints. Alternate methods that solve the problem
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using reprojection error minimisation and artificial neural networks

are also presented. The main advantages of the method of repro-

jection error minimisation are error avoidance due to camera pose

estimation and the ability to work with camera models (e.g. source-

detection model used for X-rays) other than the pinhole projection

model. While the method of artificial neural network also simpli-

fies the problem by using only images taken by the camera, network

parametrisation and over-fitting may limit its usage.

Different considerations for the choice of calibration pattern are also

discussed, with checkerboard and circular grid patterns being the

most common calibration targets. While sub-pixel accuracy can be

achieved using either of the target choices, circular grid targets usu-

ally require more complex algorithms. How the patterns respond

to perspective and lens distortion plays a huge role in their reliabil-

ity, with circular grid targets being more susceptible to distortions

that must be corrected. The CharuCo target on the other hand em-

beds encodings on its pattern to avoid the limitations of the most

commonly used checkered board pattern.

Finally, some common challenges that are expected in the calibration

of robots’ eye-hand systems was discussed. While proper planning

and appropriate calibration setup can improve the calibration esti-

mate, it is sometimes difficult to meet all the conditions for improved

accuracy and a compromise has to be made. Data asynchronic-

ity, noise, and limited motion range are identified as some of the

challenges of hand-eye calibration that can also gain improvement

from proper path planning, calibration setup, and robot calibration

prior to hand-eye calibration. In general, for accurate vision-guided

robotic operation, there has to be proper calibration of the robot

to correct the joint variables and robot parameters, calibration of
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the camera to determine its accurate pose relative to world measure-

ments, and then calibration of the hand-eye system to obtain the

transformation of the camera relative to the robot’s hand.



Chapter 3

Accuracy evaluation of hand-eye

calibration techniques

3.1 Introduction

Several techniques have been proposed to solve the calibration prob-

lem, and they can broadly be classified as either the separated meth-

ods or the simultaneous methods. In the separated methods, the

rotation parameter is first estimated from Equation (2.8a), then the

translation parameter is estimated based on the estimated rotation

using the linear equation in Equation (2.8b). Shiu and Ahmed [47]

and Tsai and Lenz [51] employed axis-angle parameterisation for the

estimation of the rotation parameter while Chou and Kamel [53]

and Park and Martin [52] used unit quaternions and Lie-algebra

respectively to represent the rotation parameter. Because the sep-

arated methods required estimating the translation parameter from

the rotation parameter, errors from the rotation estimates are di-

rectly propagated to the translation estimates. Moreover, the sepa-

ration of the rotation and translation parameters loses the inherent

coupling between both parameters [68]. These arguments necessi-

tated the need for simultaneous solutions to the hand-eye calibration

43
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problem. Chen [68] provided the first simultaneous solution to the

hand-eye calibration problem. His method based on screw theory de-

scribed the calibration problem as the rigid transformation between

the screw axis of the hand and the camera. Zhao and Liu [134] ex-

tended the screw motion approach by representing the rotation with

unit quaternions and formed a system of linear equations that were

solved using Singular Value Decomposition (SVD). Daniilidis and

Bayro-Corrochano [69] introduced the method of dual quaternion

for solving the rotation and translation components simultaneously.

Li et al. [135] applied Kronecker product in their approach but re-

quired additional orthogonalisation steps to ensure a rotation matrix

is realised.

In this study, we provide a systematic evaluation of how different

factors (rotation noise, translation noise, rotational motion, trans-

lational motion) can impact the hand-eye calibration algorithms,

through simulation with synthetic data and real experimental data.

We also evaluate the computation time of each algorithm as a way

to assess their relative complexities. Using six algorithms (Tsai and

Lenz [51], Chou and Kamel [53], Park and Martin [52], Daniilidis

and Bayro-Corrochano [69], Lu and Chou [67], and Li et. Al. [136])

as references, we comparatively show that the impact of those afore-

mentioned factors does not follow a similar trend. The choice of these

six algorithms is based on the performance evaluation from recent

studies in comparison to other algorithms. From [137], the method

from Park and Martin [52] showed the second-best accuracy based

on Reconstruction Accuracy Error (RAE) while providing the best

computation time based on the comparison of 4 hand-eye calibra-

tion algorithms. From [77] the methods form Daniilidis and Bayro-

Corrochano [69], and Chou and Kamel [53] provided the best and
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second-best accuracies respectively in terms of relative pose error

based on comparison of 10 hand-eye calibration algorithms. Based

on the experimental results from [138], with increase in the size of the

dataset, the method from Tsai and Lenz [51] provided the second-

best rotation accuracy, based on comparison with 5 other hand-eye

calibration methods. The choice of the method from Li et.al. [136]

was based on the fact that it provided the best accuracy when eval-

uated against two other methods that employed Kronecker prod-

uct technique based on the relative rotation and translation errors.

This was thus chosen as a candidate method for the evaluation of

algorithms that utilise Kronecker product implementation. Further-

more, they also form the base idea on the development of most of

the proposed hand-eye calibration algorithms, making them widely

used for benchmarking [77, 139] which gives them their popularity.

These chosen algorithms also cover the different methods (separated

and simultaneous) of generating solutions to the hand-eye calibration

problem. In particular, the simultaneous methods are more resistant

to rotation noise, whereas the separated methods are better at deal-

ing with translation noise. Furthermore, while increasing the robot

rotation motion span during calibration enhances the accuracy of

the separated methods, it has a negative effect on the simultaneous

methods. On the other hand, increasing the translation motion range

improves the accuracy of simultaneous methods but degrades the ac-

curacy of the separated methods. These findings suggest that those

conditions should be considered when benchmarking algorithms or

performing a calibration process for enhanced accuracy.
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3.2 Nomenclature

R: 3× 3 rotation matrix

t⃗: 3× 1 translation vector

[v⃗]×: Skew of vector v⃗ such that

[v⃗]× =


0 −v3 v2

−v3 0 −v1

v2 v1 0


q(q0, q⃗) : Unit rotation quaternion made up of a scalar part q0 and a

vector part q⃗

q± : Representation of a quaternion to aid matrix multiplication such

that

q± =

(
q0 −q⃗T

q⃗ q0I ∓ [q⃗]×

)
where I is the identity matrix.

q′ : The dual of a quaternion

sign(x): Defines the sign of a value such that

sign(x) =

−1, x < 0

1, x ≥ 0

vec(A): Vectorization of matrix A

⊗: Kronecker product

3.2.1 Hand-eye calibration methods

The hand-eye calibration methods can be categorised based on the

representation of the rotation parameter such as angle-axis, quater-

nions, dual-quaternions, Lie group, etc. They can also be described
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based on the parameter estimation procedure as a separable solu-

tion or simultaneous solution. This section provides an overview of

the six hand-eye calibration algorithms which will be evaluated in

this study from the perspective of easy-of-implementation and re-

producibility of the presented algorithms. These six algorithms are

Methods of Tsai and Lenz [51], Chou and Kamel [53], Park and Mar-

tin [52], which are the separated methods and Methods of Daniilidis

and Bayro-Corrochano [69], Lu and Chou [67], and Li et.al. [136],

which are the simultaneous methods. These methods have been cho-

sen for this study because they not only form the foundations of

many hand-eye calibration algorithms but are frequently used for

benchmarking newer hand-eye calibration methods.

3.2.2 Method of Tsai and Lenz (1989)

The Method of Tsai and Lenz [51] (hereinafter termed Method Tsai)

provides a separable solution to the hand-eye calibration problem

using the angle-axis representation of the rotation parameter RX

given by

RX = Rot(n⃗X , θX), (3.1)

where n⃗X is the axis of rotation and θX is the angle of rotation.

Using this method, the rotation axis and angle can be computed by

[n⃗A + n⃗B]×n⃗
′
X = n⃗A − n⃗B (3.2a)

n⃗X =
2n⃗′

X√
1 + ∥n⃗′

X∥2
(3.2b)

θX = 2 tan−1(∥n⃗′
X∥) (3.2c)
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where nA and nB are the axes of rotation in the camera and hand

frames respectively, and [v⃗]× is the skew of the vector v⃗ given by

[v⃗]× =


0 −v3 v2

−v3 0 −v1

v2 v1 0

 (3.3)

The rotation matrix RX can be obtained by

RX =

(
1− ∥n⃗X∥2

2

)
·I+0.5

[
n⃗X .n⃗

T
X +

(√
4− ∥n⃗X∥2

)
[n⃗X ]×

]
(3.4)

where I is the identity matrix. The motivation of this approach is to

provide a solution by solving a fixed linear system of equations, as

the earlier approach [47] required an increasing number of equations

for each additional robot motion used in the calibration.

3.2.3 Method of Park and Martin (1994)

Park and Martin [52] (hereinafter termed Method Park) formulated

a computationally more efficient and linearised method by param-

eterising the rotation with Lie-group. This provides a logarithmic

mapping from the SO(3) group to the corresponding so(3) Lie alge-

bra, where SO(3) and so(3) represent the special orthogonal group

matrices of size 3 x 3 and the corresponding Lie algebra matrix of

size 3 x 1, respectively. Given that

log(R) =
θ

2 sin θ
(R−RT ), (3.5)
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where θ satisfies 1 + 2 cos θ = tr(R), where tr(R) is the trace of

R. The rotational part of the calibration Equation (2.8a) can be

represented by its logarithmic mapping as

RXβi = αi (3.6)

where α and β are log(RA) and log(B), respectively. RX can be

obtained by least-square minimisation such that

RX = (MTM)−
1
2MT (3.7a)

M =
N∑
i=1

βiαi (3.7b)

where N is the number of data points.

While this method is computationally efficient and does well in the

presence of noise, the computation of log(RA) and log(RB) imposes

a restriction that RA and RB must be rigid transforms, otherwise, it

becomes impossible to compute their logarithms.

3.2.4 Method of Daniilidis and Bayro-Corrochano (1996)

Daniilidis and Bayro-Corrochano [69] (hereinafter termed Method

Daniilidis) provided an algebraic interpretation of the screw motion

approach to hand-eye calibration [68] using dual quaternion repre-

sentation. For a unit quaternion q(q0, q⃗) representing the rotation in

a rigid body transformation, its dual q′(q′0, q⃗
′) is given as

q′ =
1

2
tq (3.8)
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where t is the translation component of the transform. Using only

the vector part of the dual quaternion representation of the cam-

era and robot transform, i.e, ai(0, a⃗i), a
′
i(0, a⃗

′
i) and bi(0, b⃗i), b

′
i(0, b⃗

′
i),

respectively, Equation (2.8) can be formulated as

(
a⃗− b⃗ [⃗a+ b⃗]× 03×1 03×3

a⃗′ − b⃗′ [⃗a′ + b⃗′]× a⃗− b⃗ [⃗a+ b⃗]× 03×1 03×3

)(
qx

q′x

)
= 0 (3.9)

This matrix has two singular vectors u⃗T1 = (v⃗T1 , w⃗
T
1 ) and u⃗T2 =

(v⃗T2 , w⃗
T
2 ) that span the null-space and hence satisfy the equation

(
qx

q′x

)
= λ1

(
v⃗1

w⃗1

)
+ λ2

(
v⃗2

w⃗2

)
(3.10)

To ensure the result is a unit dual quaternion, Equation (3.10) must

be solved together with the constraints given by

qTx qx = 1 (3.11a)

qTx q
′
x = 0 (3.11b)

This leads to the formation of two quadratic equations in λ1 and λ2

from which (qx, q
′
x) can be determined.

3.2.5 Method of Lu and Chou (1995)

Lu and Chou [67] (hereinafter termed Method Lu) proposed a simul-

taneous solution by formulating a linear system of equations using

quaternion given by
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(
P Q

Q 0

)(
qx

t′x

)
≡ Cx = 0 (3.12)

where qx(q0x, q⃗x) is the unit quaternion representation of the rotation

and the translation component tx is given by

t′x = ET t (3.13)

where E =
(
−q⃗x q0xI + [q⃗x]×

)
, while P and Q are given by

P = q−b (t
+
b − t−a ) (3.14a)

Q = q+b − q−a (3.14b)

where qa and qb are the quaternion representation of the rotation of

the camera frame and robot hand frames respectively, and ta and tb

are the quaternion representation of the translation of the camera

frame and robot hand frames respectively. This system must be

solved with the constraint given by

qTx qx = 1 (3.15a)

qTx t
′
x = 0 (3.15b)

3.2.6 Method of Li et. Al. (2018)

To simultaneously solve for the rotation and translation components

Li et. al., [136] (hereinafter termed Method Li) described the cal-

ibration equation (2.8) using the relationship between matrix vec-

torisation and Kronecker product. The vectorisation of the product

of matrices A, B and C can be written as
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vec(ABC) = (CT ⊗ A)vec(B) (3.16)

Equation (2.8) can thus be written as

(
I9 − (RB ⊗RA) 09×3

tTB ⊗ [tA]× [tA]×(I3 −RA)

)(
vec(R̂X)

t̂X

)
=

(
09×1

tA

)
(3.17)

Equation (3.17) is thus a linear system that can be solved by least-

square. To ensure that the recovered rotation meets the constraint

that its determinant is 1, a proportionality constant ω can be calcu-

lated as

ω = sign(det(R̂X))det(R̂X)
− 1

3 (3.18)

The recovered rotation and translation can thus be given as

RX = ωR̂X (3.19a)

tX = ωt̂X (3.19b)

3.3 Performance evaluation metrics

The following evaluation metrics were used to comparatively evaluate

the performance of the different algorithms, each of which has its

usefulness.
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3.3.1 Relative transformation error

The relative transformation error Ern is unitless and is derived from

Equation (2.8). It evaluates how close the rigid transform on the left

side of the equation is to the right side of the equation based on the

estimated hand-eye transform X. The relative transformation error

is given by

Ern =
1

N

√√√√ N∑
i=1

∥AiX −XBi∥2. (3.20)

3.3.2 Rotation error

Two forms of rotation errors are utilised for this evaluation: the

relative rotation error ER, and the mean absolute rotation error ERx
.

These are given by

ER =
1

N

N∑
i=1

angle[(RXRBi
)T (RAi

RX)], (3.21a)

ERx
=

1

N

N∑
i=1

angle(R̂−1
Xi
RX) (3.21b)

where R̂Xi
is the rotation estimate value of the hand-eye transform

during simulation. The relative rotation error, Equation (3.21a)

is suitable for evaluation with real data where the ground-truth

hand-eye transform is not available. For simulation study where

the ground-truth data is available, then, it becomes more useful to

use the mean absolute rotation error ERx
given in Equation (3.21b).
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3.3.3 Translation error

Following from the rotation errors, the relative translation error ET

and the mean absolute translation error ETX
are used in this study

for real data and simulation studies respectively. These are given by

ET =
1

N

N∑
i=1

∥(RAi
tX)− tX − (RXtBi

) + tAi
∥, (3.22a)

ETx
=

1

N

N∑
i=1

∥tX − t̂X∥ (3.22b)

3.4 Materials and methods

3.4.1 Real dataset collection

For this experiment, a UR5e robot arm rigidly mounted on the floor

to provides the robot pose data and a Microsoft Azure Kinect camera

secured to the last link of the robot for the image acquisition which

is used to compute the camera poses. A 32mm, 11 by 8 checkerboard

pattern was used as the calibration target. During the experiment,

the robot arm was moved to a range of positions with the calibra-

tion pattern still in the view of the camera for image acquisition.

The control of the robot’s motion was achieved through an interface

with RoboDK running a script written in Python. This ensured a

high-level interaction with the robot which makes for easy implemen-

tation. During the experiments, software checks were implemented

to detect and avoid configuration changes in the robot. Also, the

motion of the robot was restricted such that the rotational angle

was below 180 degrees. This ensures that the issue of singularity
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was avoided during the computation of the hand-eye calibration pa-

rameters which occurs close to or at this threshold [47, 51]. The

robot poses were obtained directly from the robot pendant while the

camera poses were estimated using the P-n-P algorithm from the

OpenCV library [140]. The setup is shown in Figure 3.1. A demo

video of the calibration operation can be found in Supplementary

Video 1. For the evaluation of hand-eye calibration algorithms, a

total of 101 robot poses and images of size 1280 × 720 pixels were

acquired.

During the camera pose computation, it was noted that the position

of the origin as detected by the P-n-P algorithm from the OpenCV

library was sensitive to the orientation of the calibration pattern

in the image when both the rows and columns used are of even or

odd number as shown in Figure 3.2. Figure 3.2 shows the origin

of the target reprojected on the image after pose estimation with

the OpenCV P-n-P library. In Figure 3.2A, the origin is located at

position 1H on the chessboard. However, when the chessboard is

rotated sufficiently as in Figure 3.2B, the origin location changes to

position 7A. This leads to a loss in the actual computed rotation.

This change in the origin affected the actual camera pose estimate.

Using odd and even numbers of rows and columns in the calibration

pattern, however, forced the algorithm to be consistent in the posi-

tion of the origin for every pose acquisition as shown in Figure 3.2C

and 3.2D.

3.4.2 Simulation dataset generation

Using real dataset ensures that the overall dynamics and uncertain-

ties in the system are captured. However, because it is impossible
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Figure 3.1: Hand-eye calibration setup. (A) Camera end-effector setup. (B) Camera.
(C) Calibration pattern. (D) Experiment setup (E) Poses of robot and camera view

representing camera pose during the calibration process.

to get the ground truth data for the hand-eye transformation, it be-

comes impossible to make an absolute evaluation of the performances

of the different algorithms based on their true rotation and transla-

tion estimates. As such, synthetically generated data becomes useful

for the study. This also allows for a quick, easy, and in-depth study

of various scenarios for hand-eye calibration where the parameters
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Figure 3.2: Change in position of origin (red, green, and blue axes) with change in
orientation of target for an odd number of rows and columns. (A) Origin at position 1H.
(B) Origin at position 7A. (C) Origin at the bottom right. (D) Origin at the bottom

right after rotation.

can be controlled. For the simulation study, random ground truth

data was chosen for X in terms of its translation vector tX , tY , tZ

and rotation (Euler) angles RX , RY , RZ . These values were then

converted to the required homogeneous transformation matrix. The

same procedure was followed for generating the various robot pose

data B and the position of the world coordinateW . The camera pose

Ai for each robot pose Bi was then calculated using Ai = WBiX
−1.
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3.4.3 Pose error generation

During hand-eye calibration of an actual robot-camera system, the

two sources of errors are from the robot and the camera. Because

the data are in the form of poses, these errors must also pose errors,

which can be interpreted as the transformation δB that moves the

robot hand from their measured position B̂ to their actual position

B, such that δB = B̂−1B. For the camera motion, the error δA is

the transformation that moves the camera from its expected posi-

tion A to its measured position Â such that δA = A−1Â. During the

calibration operation, the robot poses are obtained from the robot’s

forward kinematics, which is generally available from the robot con-

trol interface or pendant. As such only the measured pose of the

robot is available. However, the robot pose error can be modeled by

reflecting it in the camera pose measurements. This error in camera

pose δAB
from the reflection of robot pose error δB can be expressed

as δAB
= XδBX

−1. Hence, during the simulation study, defining

total simulation pose error δe = δAB
δA, then the following equation,

AδAB
δAX = XB can be used to estimate the hand-eye transforma-

tion X in the presence of pose error in the robot and camera, with

A and B are the ideal relative camera and robot poses respectively.

3.5 Results and discussions

3.5.1 Simulation study

In the simulation study, the robot and camera pose data as de-

scribed in the previous section was generated. In the simulation

studies the level of noise in the calibration process is represented by
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introducing additional random motion offsets with a specified stan-

dard deviation as this represents the variability in the motions of

the robot and camera. Hence, throughout this study, the noise in

the system will be referred to by the standard deviation. The robot

poses were based on a uniform distribution, such that the Euler rota-

tions [θX , θY , θZ ] ∈ ∪(−180, 180)(deg) and translation [tX , tY , tZ ] ∈
∪(−1000, 1000)(mm). To study the sensitivity of various algorithms

to noise in the robot and camera pose measurements, random noise

poses with Gaussian distribution in the rotation based on the Eu-

ler angles (deg), and translation (mm) with zero mean µ and varied

the standard deviation σ was generated. The converted homoge-

neous transformation noise δe was then added to the pose data. The

simulation was conducted by executing 100 simulation runs at each

estimation step, sampling the noise from its Gaussian distribution.

The choice of 100 simulation runs follows from [75, 141] and provides

a trade-off between total simulation time and statistical significance

that arise from a large number of experiments. All simulations are

based on a Python implementation of the algorithms and evaluation

techniques running on a Windows PC with an Intel i7-2.7GHz CPU

and 16GB of RAM.

3.5.2 Effect of number of robot motions

The performance of the various algorithms was evaluated based on

the number of robot poses used for the calibration. For this study, a

total of 100 simulation runs was performed while keeping the stan-

dard deviation of the rotation σr and translation σt noise fixed at 0.5

and 1, respectively. Given that the minimum number of robot poses

for a valid computation of the hand-eye parameter is 3 [47], the num-

ber of robot poses was varied from 3 to 200. Figure 3.3 shows the
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result of the simulation using the relative transform error evaluation

Ern plotted against the number of robot motions (or poses) used for

the calibration operation.

Figure 3.3: Effect of the number of robot motions on relative transformation error
Ern(σr = σt = 0.5). The inset shows the zoomed-in accuracy level between Ern of 0

and 0.001.

From Figure 3.3, it can be observed that for an increasing number

of robot motions used in the calibration operation, all the evaluated

algorithms show an increase in the accuracy given by the relative

transformation error. Furthermore, the result makes it evident that

as the number of robot motions used increases, the gain in estimation

accuracy becomes minimal. For the number of 3 to 50 robot motions,

the result shows a significant drop in the error. However, after 50

robot motions, only a minimal decrease in the error is observed. For

other simulation studies, the number of 100 robot motions will be

used as it is evident that all the algorithms perform better at a higher

number of robot motions.
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3.5.3 Effect of rotation noise

For this simulation study, the aim is to observe how the rotation and

translation components of the estimated calibration parameter are

affected by noise from the rotation component alone. The number

of robot motions was set at 100 and varied the standard deviation

of the rotation noise σr from 0 to 2 without any translation noise

(σt = 0). For each noise sampling, a total of 100 simulations was

performed and the mean absolute rotation and translation errors

were computed. Figure 3.4A and 3.4B show the result of the sim-

ulation, where it can be observed that the accuracy of the rotation

estimates based on absolute rotation error decrease with increasing

rotation noise as expected. However, from Figure 3.4A, the rotation

estimates based on Method Daniilidis showed the best performance

with increasing rotation noise. While the performance of Method

Chou and Method Park are not far off from Method Daniilidis, that

of Methods Li and Lu which were similar became significantly worse

as the rotation noise increases. The performance of Method Tsai on

the other hand appeared to be very sensitive to rotation noise and

provided large rotation error even at lower rotation noise.

Considering the effect of the rotation noise on the estimates of the

translation component of the calibration parameter, Figure 3.4B sug-

gests that the translation estimates provided by Method Daniilidis,

Method Chou, and Method Park based on absolute translation er-

ror also remained more robust to translation noise than the other

methods in the absence of rotation noise, with Method Daniilidis

showing slightly better translation estimates. The translation es-

timates of Method Li, Method Lu, and Method Tsai progressively
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Figure 3.4: Effect of rotation and translation noise on rotation and translation cal-
ibration accuracy. (A) Effect of rotation noise on rotation accuracy. (B) Effect of
rotation noise on translation accuracy. (C) Effect of translation noise on rotation ac-

curacy. (D) Effect of translation noise on translation accuracy.

became worse as the rotation noise increased, with the latter provid-

ing the best translation estimate of the three at low rotation noise

(σr < 0.5). At higher rotation noise, however, the translation es-

timates of Methods Tsai became the worst. Since the only noise

present is from the rotation component, the errors in the translation

components are propagated from the rotation components as argued

in numerous literature on hand-eye calibration as a need for simul-

taneous solution [118, 134, 142]. However, it becomes apparent that

for simultaneous methods, as seen in the performance of Method

Daniilidis and Method Lu (Figure 3.4B), errors can be induced in

the translational component as well in the presence of rotation error.
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3.5.4 Effect of translation noise

To study the effect of translation noise on the calibration accuracy,

100 motions of the robot with no rotation noise (σr = 0) was used

while varying the standard deviation of the translation noise σt from

0 to 5. One hundred simulation runs were performed and the mean

absolute rotation and translation errors were calculated as shown in

Figure 3.4C and 3.4D. Figure 3.4C shows the accuracy of the rota-

tion estimate in the presence of translation noise. Based on the ob-

served result, the separated methods (Method Chou, Method Park,

and Method Tsai) show robustness against the translation noise from

the robot motion. This is expected as the rotation parameter is com-

puted without the translation component. For the methods with the

simultaneous solutions (Method Danillidis, Method Lu, and Method

Li), the result shows increasing error in the estimated rotation with

an increase in the translation noise. Amongst the three simultaneous

methods evaluated, Method Daniilidis and Method Li showed sim-

ilar performance, however, Method Lu provided the best rotation

estimates under translation noise as the only source of the noise.

From the point of view of the translation estimate as seen in Fig-

ure 3.4D, while all the separated methods had similar translation

accuracy, as the translation noise increases from a variance of 0, the

accuracy level of the simultaneous solution methods became pro-

gressively worse compared to the separated methods, with Method

Daniilidis showing the best performance of the three simultaneous

methods. The superior performance of the separate methods com-

pared to the simultaneous methods is attributed to the estimation of

the translation parameter with least-square on a linear system rather

than the non-linear system provided by the simultaneous methods.
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3.5.5 Combined effect of noise on the rotation and translation esti-

mates

In the previous section, the effect of the noise from the rotation and

translation components on the estimated rotation and translation

parameters was evaluated, where each noise source acted alone. The

results suggest that the simultaneous method of Method Daniilidis

and the separated methods of Method Chou and Method Park are

more robust to noise in rotation and translation with Method Dani-

ilidis slightly better. Method Tsai on the other hand appeared to

be extremely sensitive to high rotation noise levels while Methods Li

and Lu showed roughly similar performance. These results give an

idea of the sensitivity of the different algorithms to noise from each

of the components, however, in reality, the algorithms would have to

handle the combined noise from both sources, which is not a linear

function. To evaluate the sensitivity of the different algorithms to the

noise from the rotation and translation components acting together,

both the rotation and translation noise variance with σr = (0, 2) and

σt = (0, 5) respectively were simultaneously increased .

The result of this evaluation based on the average of 100 simula-

tion runs is shown in Figure 3.5A and 3.5B. From Figure 3.5A,

with increasing rotation and translation noise, Method Daniilidis

and Method Park showed roughly similar and better performance

than the others with Method Chou only slightly worse. On the

other hand, Method Li and Method Lu again showed similar perfor-

mance, with Method Lu slightly better at lower joint rotation and

translation noise levels (σr < 1.4, σt < 3.5), while Method Lu appear

slightly better at higher noise levels. Method Tsai, as in the previous

evaluations showed large rotation errors as the noise levels increased.
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Figure 3.5: Effect of combined rotation and translation noise on calibration accuracy.
(A) Effect of increasing rotation and translation noise on rotation accuracy. (B) Effect of
increasing rotation and translation noise on translation accuracy. (C) Effect of rotation
noise on rotation accuracy with fixed translation noise σt. (D) Effect of rotation noise
on translation accuracy with fixed translation noise σt. (E) Effect of translation noise
on rotation accuracy with fixed rotation noise σr (F) Effect of translation noise on

translation accuracy with fixed rotation noise σr.

From Figure 3.5B, Methods Daniilidis, Park, and Chou again show

the best performance for translation estimates. However, Method

Daniilidis was slightly better at lower rotation and translation lev-

els (σr < 1, σt < 2.5). With increasing rotation and translation

noise levels, the estimated translation errors of Methods Tsai, Lu,

and Li increases progressively. Of these three methods, Method Tsai
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proved the best at lower noise levels (σr < 0.8, σt < 2) but the worst

at higher noise levels. Method Li on the other hand showed the worst

performance at lower noise levels (σr < 0.8, σt < 2), but the best at

higher noise levels.

To get more dynamic insights into the performance, the noise vari-

ance of the rotation, or the translation components was set to a fixed

value while varying the other. The results based on the average of

100 simulation runs are shown in Figure 3.5C to 3.5F. In Figure 3.5C

and 3.5D, the translation noise variance was fixed at σt = 1 and var-

ied the rotation variance from σr = 0 to σr = 2, while in Figure 3.5E

and 3.5F, the rotation noise variance was fixed at σr = 0.5 and var-

ied the translation variance from σt = 0 to sigmat = 5. From Figure

3.5C, it can be observed that for the same translation noise, all the

separated methods – Method Chou, Method Park, and Method Tsai

- showed better performance at lower rotation noise (σr < 0.6) than

the simultaneous methods. However, as the rotation noise increased,

the performance of Method Daniilidis became better than all the

separated methods. For the range of noise levels evaluated, Method

Daniilidis, Method Chou, and Method Park consistently provided

better rotation estimates than the other methods. Methods Lu and

Li again showed similar performance but with Method Lu slightly

performing better at lower rotation noise (σr < 1) than Method Li,

while Method Tsai showed a good performance only at very low rota-

tion noise levels (σr < 0.125). For the translation estimates (Figure

3.5D) all the separated methods again performed better only at ro-

tation noise variance below 0.25. At higher rotation noise levels, the

performance of Method Daniilidis becomes better than all the sepa-

rated methods. While the translation errors of Methods Chou and

Park which were similar were only marginally higher than Method
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Daniilidis at higher rotation noise, the translation errors of Method

Tsai rose above those of Method Lu and Method Li at rotation noise

variance above 0.75. With increasing the translation noise at fixed

rotation noise, it can be observed from Fig 6E that the rotation

estimates of the separated methods remained relatively stable with

Methods Chou and Park showing low rotation error while Method

Tsai showed high rotation error. The stable rotation estimate with

increasing translation noise at fixed rotation noise is expected as

the rotation is estimated without the translation parameter. Hence

the error in the separated methods is due only to the rotation er-

ror. However, Method Daniilidis showed better rotation estimates

than the separated methods at low translation noise (σr < 1) after

which its performance degraded further with increasing translation

noise. From Fig 6F, it can be noticed that while all the methods

showed an increase in translation error with increasing translation

noise, the increase in translation error is more pronounced for the

separated methods. At high translation noise levels (σt > 4.75) the

performance of all the simultaneous methods became worse than the

separated methods.

3.5.6 Effect of robot motion range

Here, the aim is to observe how the range of motion of the robot in

rotation and translation affects the calibration accuracy. The range

of motion refers to how much the robot arm is allowed to move in

terms of rotation and translation during the calibration operation.

For rotation, it is the average rotation about a random axis. For

this simulation, first, the robot translation was restricted to a range

tf = 50 mm and varied the rotation around each of the axes from
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a range of Rr = 5 deg to Rr = 60 deg. Here the range xr of x is

defined as

xr = ∪(0.9x, x) (3.23)

Secondly, the rotation of the robot motion was restricted to a range

of Rf = 20 deg while varying the translation motion tr between 40

mm to 450 mm. The translation range tr is calculated based on the

norm of the translation as

tr = |t|, (3.24)

while the rotation range Rris calculated as

Rr = Rot(R) (3.25)

where R is the rotation matrix. This simulation was done over a total

of 100 robot motions with the standard deviation of the rotation

and translation noise set to σr = 0.1 and σt = 0.5, respectively.

The relative rotation and translation errors were calculated, and the

results are shown in Figure 3.6.

As seen in Figure 3.6A, increasing the range of rotation of the robot

during hand-eye calibration at a constant translation rate has a

marginal effect on the rotation estimates for the separated meth-

ods. This increment appears to be more pronounced in Method Tsai

from a very low rotation (below 10 deg) than in Methods Chou and

Park where the accuracy improvement appears minimal. For the

separated methods, however, the accuracy of the rotation estimates

decreases when the rotation range is increased at a constant transla-

tion range. A similar trend is observed with the translation estimates
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Figure 3.6: Effect of rotation and translation motion on estimation accuracy. (A)
Effect of rotation motion on rotation accuracy with fixed translation range. (B) Effect
of rotation motion on translation accuracy with fixed translation range. (C) Effect
of translation motion on rotation accuracy with fixed rotation range. (D) Effect of

translation motion on translation accuracy with fixed rotation range

based on the rotation span in Figure 3.6B, which shows a decreasing

translation error with increasing rotation motion for the separated

methods, while the translation error of the simultaneous methods

increased with increasing rotation motion span.

In terms of the effect of the translation motion span on the esti-

mation accuracy, Figure 3.6C shows a significant reduction in the

rotation error of the simultaneous methods, while the rotation error

of the separated methods increased marginally. Furthermore, from

Figure 3.6D, increasing the translation motion span resulted in an in-

crease in the accuracy of the simultaneous methods while exhibiting

a decrease in the accuracy of the separated methods.
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3.5.7 Simulation time

Here, interest is in the execution time of the algorithms in perform-

ing hand-eye calibration. This analysis considers 20 and 100 robot

motions and executed 100 simulation runs for each algorithm. The

execution time was averaged over the simulation runs. This evalua-

tion is based on a Python implementation of the algorithms running

on a PC with an Intel i7-2.7GHz CPU and 16GB of RAM. The result

is shown in Table 3.1.

Table 3.1: Comparison of algorithm execution time for 20 and 100 robot motions.

Checkerboard Circle

Algorithms
Time for 20 robot
motions (secs)

Time for 100 robot
motions (secs)

Method Chou 0.084 0.444

Method Park 0.062 0.301

Method Tsai 0.079 0.399

Method Daniilidis 0.119 0.558

Method Lu 0.107 0.504

Method Li 0.096 0.887

The result from Table 3.1 suggests that Method Daniilidis is the

most computationally expensive in comparison with the other meth-

ods for a lower number of robot motions. However, as the number of

robot motions increases, the execution time of Method Li increases

and is the most computationally expensive compared to the other

methods. The large computational time for Method Daniilidis at a

number of low robot motions can be attributed to the need to solve

a dual variable polynomial. However, Method Li employs Kronecker

product which has a quadratic complexity O(n2), as such its process-

ing time increases progressively with the amount of data. Method

Park appeared to be the most computationally efficient method in

both scenarios. Interestingly, all the three separated methods are
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shown to be more computationally efficient than the simultaneous

methods.

3.6 Experimental evaluation with UR5e robot

For the experimental evaluation, a UR5e robot arm was used with a

Microsoft Azure Kinect camera mounted on the last link for 2D image

acquisition. During the experiment, the robot arm moved to random

positions and orientations, and the image of a stationary calibration

pattern was captured by the camera from which the poses of the

camera with respect to the world were calculated, while the robot

poses were obtained from the robot pendant. This procedure was

done for 100 different motions of the robot. Figures 3.7A and 3.7B

show the span of the rotation and translation motions, respectively

with a mean rotation of 44.7 deg and a mean translation of 350.6

mm. The rotation and translation parameters of the hand-eye trans-

formation were calculated from the acquired data using each of the

algorithms. The comparison of the rotation and translation errors

for the different algorithms under this condition is shown in Figures

3.7C and 3.7D, respectively. Because of the absence of ground truth

data for the comparison, the relative rotation ER and translation ET

errors were used for the evaluation instead.

From Figure 3.7C, the rotation estimated from Method Tsai showed

the highest error, while the separated methods of Method Park and

Method Chou provided the best estimate of the rotation based on

the relative rotation error, with Method Park slightly outperforming

Method Chou. All three simultaneous methods had similar rotation

performance but were better than the Method Tsai, with the Method
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Figure 3.7: Random rotation and translation motion of the robot during data col-
lection. (A) Rotation motion span, mean,µ = 44.7 deg. (B) Translation motion span,

mean µ = 350.6mm. (C) Relative rotation error. (D) Relative translation error.

Daniilidis slightly outperforming the others. For the translation er-

ror (Figure 3.7D, all three simultaneous methods outperformed the

separated methods with Method Daniilidis showing the best trans-

lation estimate. Method Tsai showed the best translation estimate

among the separated methods, followed by Method Chou and then

Method Park.

3.6.1 Effect of robot motion range

The aim of the experiment is to observe how the rotation and trans-

lation motions in isolation affect the calibration accuracy of the can-

didate algorithms. Three calibration operations were carried out

with the real robot. For each calibration operation, the range of the

translation and rotation motions were restricted to different values.



Chapter 3. Accuracy evaluation of hand-eye calibration techniques 73

The actual motion range for each motion was allowed to vary a little

from the chosen span value. Table 3.2 shows the mean translation

and rotation motion ranges for each of the experiments. Experi-

ments 1 and 2 describe a change in the rotation motion span with a

fixed translation motion span, while Experiments 2 and 3 describe a

change in the translation motion span with a fixed rotation motion

span. The results of the experiments are shown in Figure 3.8.

Table 3.2: Motion range experiments

Experiments
Mean rotation

motion range (deg)
Mean translation

motion range (mm)

Experiment 1 10.6 301.0

Experiment 2 50.4 301.6

Experiment 3 51.0 52.0

Each calibration operation in the experiments is carried out with 20

individual translation motions with the span of each motion shown

in Figures 3.8 A, E, and I. Similarly, each experiment also involved

20 individual rotation motions with the rotation span of each motion

shown in Figures 3.8 B, F, and J. From the results of Experiments

1 and 2, as shown in Figures 3.8A and 3.8E, respectively, the rota-

tion range increased from 10.6 deg to 50.4 deg while the translation

range remained close to 301 mm from Figures 3.8B and 3.8F. During

these conditions, the rotation errors for Method Chou and Method

Park remained relatively the same, with marginal improvements as

shown in Figures 3.8C and 3.8G. However, a significant improvement

in the rotation accuracy was observed for Method Tsai as the rota-

tion motion range increased with constant translation motion range.

Conversely, an increase in the error of the rotation estimate was

observed for all the simultaneous methods as the rotation range in-

creased with a fixed translation range. This increase in the rotation

error was more pronounced in Method Li. In terms of the transla-

tion estimates, from Figures 3.8D and 3.8H, increasing the rotation
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Figure 3.8: Motion range experiment: Experiment 1. Low rotation and high trans-
lation motion span. (A) Rotation motion span, mean µ = 10.6 deg. (B) Translation
motion span, mean µ = 301.0 mm. (C) Rotation estimates. (D) Translation esti-
mates. Experiment 2: High rotation and high translation motion span. (E) Rotation
motion span, mean µ = 50.4 deg. (F) Translation motion span, mean µ = 301.6 mm.
(G) Rotation estimates. (H) Translation estimates. Experiment 3: High rotation, low
translation motion span. (I) Rotation motion span, mean µ = 51.0 deg. (J) Translation
motion span, mean µ = 52.0 mm. (K) Rotation estimates. (L) Translation estimates.

range also improved the accuracy of the translation estimates for

all the separated methods. The increment was also more noticeable

in Method Tsai than in Method Chou and Method Park. However,

just like the rotation estimates, Figures 3.8D and 3.8H show that the

accuracy of the translation estimates for all the simultaneous meth-

ods decreased when the rotation range was increased at the fixed

translation range, with Method Li performing the worst.

The results in Figures 3.8F and 3.8J, respectively, show a decrease in
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the translation range from 301.6 mm in Experiment 2 to 52 mm in

Experiment 3, while the rotation range from Figures 3.8E and 3.8I

remains fixed at about 50 deg. From these results, it can be observed

that as the translation motion range decreased from 301.6mm to

52 mm and at a constraint rotation motion range, the accuracy of

the rotation estimates for the simultaneous methods decreased as

seen in Figures 3.8G and 3.8K, with a more pronounced decrease in

Method Li. The separated methods on the other hand experienced

an increase in the accuracy of their rotation estimates when the

translation range decreased with a fixed rotation range.

Observations from the translation estimates in Figures 3.8H and

3.8L show that the translation errors of all the calibration meth-

ods increased when the translation range was increased with a fixed

rotation range. However, all the separated methods had a much

higher increment in their translation errors than and even surpassed

the translation errors of all the simultaneous methods. This sug-

gests that the performance of the translation estimates of all the

simultaneous methods improved much better than all the separated

methods.

3.7 Simulation versus real experiment

The use of simulated data allows deeper insight into the evaluation

of the behaviors of the different algorithms, which may not be pos-

sible with the use of real data from experimentation. For instance,

the availability of ground truth data. However, with real data from

experiments, there is the advantage of capturing the true dynam-

ics of the system under test, which may not be completely possible

via simulation. For the evaluations in this study, the availability of
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ground truth data during simulation allows the comparison based on

absolute errors in rotation and translation, which ideally should be

the better evaluation metrics. On the other hand, because ground

truth data is not available for the real experiment, relative rotation

and translation errors were used for the evaluation. Hence there is

the expectation of discrepancies in the evaluations, for example, the

relative difference in observed simulation errors between the evalu-

ated algorithms compared with the real experiment. The relative

errors have also been used for the evaluation of the estimated errors

based on the robot motion range to validate the simulation study

with the experiment in the absence of ground truth data. Further-

more, as it was observed in the simulation tests, the rotation and

translation errors depend on a number of factors. These factors have

been evaluated at specific values and ranges during simulation. The

total rotation and translation errors as seen from the experimental

evaluation are a combination of the errors from each of these factors,

which are largely unknown.

3.8 Summary

This chapter comparatively evaluates the accuracy of some of the

common hand-eye calibration algorithms based on several factors:

the use of simulated datasets and real datasets from experimentation

with a physical robot. The result of the comparative study sheds

light on how different factors affect the accuracy of estimates based

on these methods.

Firstly, the number of robot motions used during the calibration is

critical to the level of accuracy of the estimated hand-eye param-

eters in the presence of noise. Increasing the number of motions
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increases the accuracy level. However, as the number of robot mo-

tions increases, the improvement in the accuracy achieved becomes

minimal. Moreover, the number of robot motions used would impact

the execution time, complexity, and computation cost of the different

algorithms.

Furthermore, the noise in the rotation and translation motions affects

the rotation and translation estimates in different ways in all the

evaluated hand-eye calibration methods. While the quality of the

estimated translation depends on the estimated rotation parameter

for the separated methods, estimating the rotation and translation

parameters together as in the simultaneous methods resulted in noise

transfer between both parameters.

The results also clearly showed that the accuracy of a hand-eye cal-

ibration algorithm would vary substantially with different ranges of

motions of the robot during calibration. As such, this factor should

be taken into consideration when benchmarking a particular algo-

rithm against other algorithms.





Chapter 4

Accuracy assessment of hand-eye

calibration techniques in

uncertain environment

4.1 Introduction

The growing need for high-efficiency automation in various indus-

tries has led to the rapid growth of utilising robots in the industry’s

day-to-day routines. Improvements in the flexibility of robotic appli-

cations have been achieved by the integration of vision systems. This

flexibility enables the robot to sense and react to its environment

dynamically based on feedback from its sensors, thereby improving

automation and accuracy. However, with the integration of a vision

system comes the requirement to find the rigid body transforma-

tion between the robot hand and the camera. This requirement is

termed hand-eye calibration. As the accuracy of the robot’s percep-

tion of the surrounding depends to a large extent on the accuracy of

hand-eye calibration, extensive research has been done in this area

to improve the accuracy of hand-eye calibration. In Chapter 3, the

accuracy of six commonly used calibration methods was investigated

79
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and showed good performance in terms of small rotation and trans-

lation errors. However, that investigation was carried out assuming

no uncertainties in the robot operating environment. One common

attribute that is also an inherent limitation of all these methods is

that they require a set of robot pose data with the corresponding

camera pose data for evaluation of the hand-eye calibration parame-

ters, after which the robot is put into service. In other words, these

methods are categorised as passive calibration.

In noisy or uncertain environmental conditions, where uncontrolled

external conditions, e.g. vibrations, slips due to component wear

from prolonged usage or shock from abrupt changes in robot mo-

tions [143], etc. are profound, the prolonged usage of the robot

is bound to affect the calibration parameters. This can be mani-

fested by a change in the pose of the camera for example, and a

recalibration would have to be done to maintain the accuracy of the

robot’s operation. One critical downside to this is the cost of op-

erational downtime as a result of obtaining a new set of calibration

parameters due to recalibration. An interesting proposition would

involve the elimination of operation downtime by allowing the robot

to automatically recalibrate itself while in operation by way of active

calibration. In this paper, the need for considering active calibration

was experimentally justify by looking at the effect of the changes in

the calibration parameters as could occur in uncertain environmental

conditions on the accuracy. In addition, some expectations and pos-

sible challenges of active hand-eye calibration are also highlighted.
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4.2 Assessment of the effect of changes in calibration pa-

rameters

The majority of the work on hand-eye calibration is focused on offline

solutions based on the processing of batch data acquired from the

robot and vision system as illustrated in Figure 4.1. This is referred

to as passive calibration, as this method of calibration does not take

into consideration any unforeseen or unintended changes (i.e., real-

time information) in the setup, which would affect subsequent data

acquired after the calibration is complete. This often limits the ac-

curacy of the hand-eye calibration with time as the robot is put into

operation.

Figure 4.1: Passive calibration

In a previous study in Chapter 3, the accuracy of six commonly

used passive hand-eye calibration methods in the field was evaluated.

Specifically, it only considers the effect of rotation and translation

noise on the calibration offline prior to putting the robot into op-

eration. These six methods are termed Method Tsai [51], Method

Chou [53], Method Lu [67], Method Park [52], Method Daniilidis

[69], and Method Li [135]. The accuracy of those methods under

changes in calibration parameters due to uncertain environmental
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conditions was not evaluated. Given that these changes in the cal-

ibration parameters could have a significant impact on the overall

accuracy, in this study these six methods were reevaluated under

this new circumstance. In the following section, the experimental

setup, the introduction of the changes, and the metric used for the

evaluation are discussed.

4.3 Method

To assess the impact a change in the hand-eye parameter has on the

calibration accuracy, 100 relative robot pose data and corresponding

relative camera pose data were collected. The robot pose data was

from a floor-mounted UR5e robot, while the camera pose data was

collected from images captured by an Azure Kinect camera mounted

on the last link of the robot arm. A wall-mounted 32mm, 11 × 8

checkerboard pattern served as the calibration target which enabled

the estimation of the camera pose relative to the world via the P-

n-P algorithm. Control of the robot’s motion was achieved via a

RoboDK interface running a Python script. The use of RoboDK

interface ensures the ease of implementation through a high-level

robot interaction. To avoid singularity in calibration, software checks

were implemented to restrict the robot’s movement to 180 degrees

in rotation [47, 51]. Figure 4.2 depicts the overall setup. A total of

101 robot poses data and images of 1280 × 720 pixels are acquired

for this evaluation of this study.

As a remark, an asymmetrical checkerboard pattern with an odd

number of rows and an even number of columns is used when com-

puting the camera pose as opposed to using a symmetrical one given

the difficulty to achieve reliable tracking of the checkerboard origin
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Figure 4.2: Hand-eye calibration setup. (A) Camera-Hand setup. (B) Experiment
setup.

coordinates in the latter one. The inability to track the checkerboard

origin would introduce errors in estimating the camera pose when the

camera undergoes sufficient rotation as established in Chapter 3.

4.3.1 Introducing Parameter Change

A change in the calibration parameter can be observed by a change in

the pose of the camera relative to the robot’s hand. Therefore, in this

experiment, the changes in the calibration parameter were introduce

by simply applying an appropriate shift in the relative camera pose

that would result in the movements in the camera. This shift in the

relative camera pose simulates instances such as a slip in the camera

position due to shock from abrupt robot motions, vibration, etc.

Given a relative camera pose A as a result of a relative robot pose B

and a calibration parameter X, assuming X is non-singular, A can

be expressed as

A = XBX−1. (4.1)
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A pose change δX in the calibration parameter would result in a

different value for the relative camera pose Â compared with the

initial value such that

ÂδXX = δXXB, (4.2a)

Â = δXXBX−1δ−1
X , (4.2b)

Â = δXAδ
−1
X . (4.2c)

assuming δX is invertible. Hence, given an initial relative camera

pose A, a shift in the calibration parameter by δX would result in a

relative camera pose of δXAδ
−1
X under the same robot motion. During

the evaluation in this study, the pose changes were added artificially

to the acquired robot and camera pose data.

4.3.2 Evaluation

For the performance assessment of the various methods, the relative

rotation Eθ and translation Et errors were used. These are derived

from (2.8a) and (2.8), respectively, and they are given by

Eθ =
1

N

N∑
i=1

cos−1

(
Tr
[
(RAi

RX)
−1RXRBi

]
− 1

2

)
, (4.3a)

Et =
1

N

N∑
i=1

|RAi
tX − tX −RXtBi

+ tAi
| , (4.3b)

where the notation Tr denotes the trace of the matrices and N is the

number of relative pose data used for the experiment
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4.4 Results and discussions

4.4.1 Fixed calibration (without uncertain environment)

Figure 4.3 shows the result of the estimated hand-eye calibration

parameters when the calibration parameters are fixed. Under this

condition, the calibration error remains low with a range of 0.1322 to

0.2793 degrees for rotation and 0.8787 to 1.1122 mm for translation

between the different methods. This accuracy would remain consis-

tent within the reported ranges provided the calibration parameters

remain unchanged during the operation of the robot.

4.4.2 Change in calibration parameters (with the uncertain environ-

ment)

Figure 4.4 shows the result of the estimated hand-eye calibration pa-

rameters when the calibration parameters are changed. It is worth

mentioning that the error at parameter shift 0(0) in Figure 4.4, repre-

sents the case when no shift in the camera occurs and this is identical

to the results in Figure 4.3.

From Figure 4.4 it is obvious to note that majority of the error in the

estimated calibration parameters increase in an exponential manner

with the changes in the calibration parameters. For Method Lu, both

the rotation and translation errors diverge at parameter shift 4(1.0)

suggesting the sensitivity of this method to large changes (i.e., be-

yond 1 degree and 4 mm) in the parameter. Methods Daniilidis and

Li, where in the absence of change in calibration parameters have

the highest rotation errors of 0.2514 and 0.2793 degrees respectively,

appeared to be more robust than the other methods in terms of the

rotation estimates. However, Method Li induces a large translation
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Figure 4.3: Rotation and translation errors for unchanged calibration parameters.
(A) Relative rotation error. (B) Relative translation error. The values shown on top of

the bar graphs are for ease of reading purposes.

error compared to the remaining four methods. Method Daniilidis

also shows better performance than the other methods on the trans-

lation estimates.

Figure 4.5 highlights the extent to which a change in the calibration

parameters can have on the accuracy of the hand-eye calibration. In

Fig. 4.5, the relative change in the observed error when the camera

moves 10mm and 2.5 degrees is shown. The relative change ∆e from

an initial error value to a final error value is computed as,
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Figure 4.4: Rotation and translation errors for unchanged calibration parameter. ∆R
is the change in the rotation of the camera relative to the robot hand about a random
axis while ∆T is the norm of the change in the translation of the camera relative to

the robot hand. (A) Relative rotation error. (B) Relative translation error.

∆e =
Ep,f − Ep,i

Ep,i
. (4.4)
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where the first subscript index p denotes either θ or t with Eθ and

Et as defined in Equation (4.3), while the second subscript indexes

i and f represent, initial and final values, respectively.

Figure 4.5: Relative change in rotation and translation errors when ∆T = 10mm,
∆R = 2.5 degrees in calibration parameter. (A) Relative change in rotation error. (B)
Relative change in translation error. The values of the relative change calculated using

Equation (4.4) are shown at the top of the bar graphs.

There are several interesting observations from this figure. Firstly,

compared with Figure 4.3 when the calibration parameters do not

change, all the methods show significant changes in the rotation and
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translation errors. While the increase in error is expected, what is

unexpected is the substantial increase in the amount of error, in par-

ticular with Method Lu where it diverges. Secondly, the accuracy of

each method changes with parameter change suggesting despite hav-

ing better accuracy initially, their robustness changes in the presence

of uncertain environmental conditions. Method Li showed the least

relative change in rotation error at 6.5 while Method Tsai showed the

least relative change in translation error at 15.6 under this condition.

4.4.3 Discussions

The results from this experiment show that the calibration meth-

ods employed can provide good levels of accuracy as seen in Figure

4.3. However, the accuracy of these methods cannot be guaranteed,

especially in an uncertain environment where external forces such

as vibrations, etc, are profound. In these scenarios, with prolonged

usage of the robot, the accuracy is likely to further degrade as illus-

trated in Figure 4.4. To ensure accuracy in the calibration, it would

be necessary to keep track and update the calibration parameters

as necessary by way of active hand-eye calibration. Active hand-eye

calibration does not perform a one-time calibration with batch data.

Rather, the calibration estimates are continuously updated while the

robot is in operation by continuously acquiring the robot and camera

pose data, as illustrated in Figure 4.6.

This calibration technique ensures that any unforeseen changes in

the calibration parameters that may occur due to prolonged use of

the robot in a harsh environment, or movement in the position of the

camera due to uncontrolled vibration, etc., are taken into considera-

tion in the computation of the estimates for the hand-eye calibration
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Figure 4.6: Active calibration

parameters. This would greatly improve the robustness as well as

the accuracy of the calibration process.

To reliably achieve active calibration, two main challenges of the

system have to be addressed. These are an online estimation and

camera pose estimation.

1. Online estimation: The online estimation of the hand-eye cali-

bration parameters (rotation and translation) requires a system

of continuously estimating the parameters based on only the cur-

rently available robot and poses data. Note that it is usually not

possible to obtain a solution to the passive hand-eye calibration

problem with one data point due to noise [47]. However, for on-

line estimation, a recursive estimator can be employed such that

the error based on a certain cost function can be used to update

and improve the initial estimates. A continuous estimation, cor-

rection, and update step as more data becomes available would

lead the estimator to eventually converge. The recursive esti-

mation ensures that the quality of the estimates is continuously

tracked. As such, in the event of a change in the calibration

parameters during operation, the error is corrected and the es-

timator would converge at the new values.
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2. Camera pose estimation: For passive hand-eye calibration, the

robot with the attached camera is moved to different poses in

steps such that a calibration target remains in view of the camera

at each step. The image of the captured calibration target at

each step can be used to estimate the camera pose using the P-n-

P (Perspective-n-Point) algorithm [16] from which the hand-eye

calibration parameters can be estimated. For active hand-eye

calibration, however, this poses a challenge as the pose of the

camera needs to be computed for each robot pose acquired for

the entire time the robot is in operation. Nevertheless, there

are several suggestions that can be employed to address this

challenge.

• Scene markers: Markers such as ArUco targets described in

Chapter 2 enable the direct estimation of the pose of a cam-

era relative to the world. Their encoded pattern makes them

easy to track, extract and process from the view of the cam-

era. While this makes them suitable for active calibration,

the issue of occlusion or the markers being out of view of the

camera can provide additional challenges. One possible way

to solve this problem by leveraging their concise nature is

to use multiple markers placed in strategic positions around

the work setup. For this to work, at least one of the mark-

ers must be visible in two consecutive views of the camera

as the pose of the camera relative to a particular marker in

each view would be required to obtain the relative pose of

the camera between the motions from which the views are

captured [144].

• Structure from motion (SFM): The use of scene markers can

make the deployment of active calibration more complex as
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the motion of the robot would have to be constrained such

that the markers are always in the camera view. The relative

camera pose can instead be estimated using the SFM algo-

rithm [17]. It is based on finding matching point correspon-

dence between two consecutive images, which is the greatest

challenge and a very active research area in computer vision.

The relative rotation and translation of the camera can be

estimated using the positions of the matched points in both

images under the epipolar constraints. Common algorithms

like Sift, Surf, Brief, Orb [145] have been used to obtain

point correspondence in images, however, their performance

can be affected by speed, illumination, image distortion, etc

[146]. More recently, deep learning models have been used

for point matching between consecutive images providing

good results for different scenarios [147, 148].

• Deep learning: To eliminate the need for finding matching

points in the image, deep learning models have been used to

directly estimate the relative motion of a camera just feeding

in consecutive images of the camera [18, 149]. This method

employs only cues from the changes in the scene between

both images due to the motion of the camera to predict the

relative camera pose and greatly simplifies the acquisition

process. However, just like in using the Structure from Mo-

tion algorithm, where the acquisition process is based on the

scene features on the image, this technique can be limited

to static scenes.



Chapter 4. Accuracy assessment of hand-eye calibration techniques in uncertain
environment 93

4.5 Summary

In this chapter, the accuracy of hand-eye calibration techniques in

uncertain environments for vision-guided robots was investigated us-

ing six commonly used passive calibration methods. When there is

no change in calibration parameters, these six methods are able to

provide a good estimate as shown by their small rotation and trans-

lation errors estimate. However, when changes in calibration param-

eters are introduced, the errors increases in an exponential manner

with some method even diverging. For this reason, vision-guided

robots that are calibrated through passive calibration would period-

ically require recalibration. This indicates that there is a need to

mitigate and improve that accuracy in the presence of an uncertain

environment, thereby suggesting a need to explore active calibration

techniques, which have not received much attention with respect to

hand-eye calibration. Active calibration would be able to compen-

sate for the changes in the calibrated parameter to ensure that the

accuracy of the vision-guided robot remains high.





Chapter 5

Self-recoverable Hand-eye

Calibration for Vision Guided

Robots using a Guided Particle

Hybrid Filter and Genetic

Algorithm-based Resampling

5.1 Introduction

A significant limitation of most hand-eye calibration algorithms such

as those evaluated in Chapter 3 is the requirement for offline or batch

calibration and these are referred to as passive hand-eye calibration.

In the passive hand-eye calibration method, once the calibration pro-

cess is complete, the robot is fed with the calibration parameters that

it operates with. This form of calibration does not take into consid-

eration of the surrounding changes that could occur while the robot

is in operation. Thus, this makes them sensitive to changes in the

calibration parameters as a result of operational uncertainties such

as vibrations, slips due to component wear from prolonged usage, or

shock from abrupt changes in robot motion. The presence of these

95
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issues impacts the accuracy of the robot’s operation, which necessi-

tates the need to take the robot offline for recalibration resulting in

expensive operational downtime.

For the long-term operational guarantee of the accuracy of the robot’s

operation, it is important that the robot is able to adapt to and re-

cover from any unforeseen changes to the calibration parameters.

This would enable the robot to estimate the new hand-eye param-

eters for continued operation, thus eliminating the need for taking

the robot offline for recalibration. This approach is referred to as

active hand-eye calibration. To the best of the authors’ knowledge,

a limited set of works [150, 151] are available on this topic. More-

over, the majority of online hand-eye calibration works are focused

on automating the calibration process offline rather than providing

a pipeline for self-calibration during the robot’s operation.

To attain the objectives of a recoverable filter, an online filter needs

to be developed. One way this can be achieved is the implementation

of a recursive filter such that information about the current state of

the filter can be continually acquired and improved upon until an

accurate state is achieved. This would allow the filter to recover to

an accurate state from an inaccurate state. A popular filter that

can be employed in this context is the Kalman filter. However, due

to the nonlinearity of the calibration equation, the Kalman filter

would be highly inadequate as it is well known for solving prob-

lems involving linear systems. However, a variant of the Kalman

filter, the Extended Kalman filter is widely used for nonlinear sys-

tems [152]. This, however, requires linearising the system about the

current state. As such, in highly non-linear systems as is the cali-

bration problem, the Extended Kalman filter proves ineffective. To

tackle the problem of nonlinearity in the recursive estimation of the
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calibration parameters, I propose to employ the particle filter which

is suitable for nonlinear, non-gaussian, multimodal systems.

While the particle filter solves the problem of nonlinearity in the

calibration equation, a major limitation is the curse of dimension-

ality which limits its application to low-dimensional systems. The

computational complexity of the particle filter increases with the di-

mensionality of the system [153]. Hence the implementation of the

particle filter for high dimensional systems results in high compu-

tational resources that may render its use counterproductive. As

the calibration problem involves a 7-dimensional system, I propose

to take advantage of the fact that this can be expressed as rota-

tional and translational sub-systems. With the rotational nonlinear

subsystem with a dimensionality of 4 handled by a particle filter

estimation, the linear translational subsystem therefore lends itself

to a simpler estimation algorithm like the Kalman filter which also

takes advantage of its linearity. Furthermore, a particle transition

scheme is implemented to optimise the particle transitions and limit

the effect of sample impoverishment common with particle filters.

This is followed by a genetic algorithm-based resampling strategy

for limiting the effect of particle degeneracy without inducing sam-

ple impoverishment. The output of the particle filter at each step is

fed to the Kalman filter for the estimation of the translation param-

eter. Furthermore, to improve the translation estimate, an iterated

state update in the Kalman filter is employed. The algorithm can

be deployed in an online fashion, running simultaneously with the

robot’s operation, and can detect and recover from any changes in

the calibration parameters. In addition, from the experimental re-

sults, it is shown that the algorithm also stands out when compared

to other offline calibration algorithms highlighting its suitability for
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both on- and offline calibration.

5.2 Particle filter

Particle filter uses a set of particles to estimate the posterior distribu-

tion of a dynamic system and finds application in various engineering

systems [154]. A dynamic system can be represented by a state space

model given by a state transition model (5.1a) and a measurement

model (5.1b).

xk = f(xk−1, nk), (5.1a)

zk = h(xk, vk), (5.1b)

where x, z, n, and v are the system’s state, measurement, process

noise, and measurement noise respectively, and k is the time step.

The state transition model provides information on how the state

propagates in the time given an initial state, and this is defined by

the function f(·). The measurement model provides information on

the relationship between the system’s state and its output, defined

by the function h(·). Filtering is usually accomplished by sequen-

tially estimating the prior and posterior distributions p(xk|z1:k−1)

and p(xk|z1:k) respectively. For linear systems with Gaussian noise

and well-defined covariance, this can be represented by the mean and

covariance which is the basis of the Kalman filter. The particle filter,

on the other hand, represents these distributions by a set of weighted

particles {xik, ωi
k}

Ns

i=1, where Ns is the number of particles and ωi
k is

the normalised weight of the particles. The posterior distribution



Chapter 5. Self-recoverable Hand-eye Calibration for Vision Guided Robots using a
Guided Particle Hybrid Filter and Genetic Algorithm-based Resampling 99

can be approximated by

p(xk|z1:k) ≈
Ns∑
i=1

δxi
k
ωi
k, (5.2)

where δxi
k
is the Dirac delta function at xik and the weight of each

particle is normalised such that
∑Ns

i=1 ω
i
k = 1. The weight update of

the ith particle at time k is given by

ω̃i
k = ω̃i

k−1

p(zk|xk)p(xk|xk−1)

q(xk|xk−1, zk)
, (5.3)

where q(xk|xk−1, zk) is the proposal distribution from which the par-

ticles were sampled, ω̃i
k is the unnormalised particle weight, and

p(zk|xk) is the measurement likelihood. For practical applications,

the transition distribution p(xk|xk−1) is used as the proposal distri-

bution such that (5.3) reduces to

ω̃i
k = ω̃i

k−1p(zk|xk). (5.4)

which can be normalised as

ωi
k =

ω̃i
k∑Ns

i=1 ω̃
i
k

. (5.5)

The particle filter algorithm follows four major steps

1. Initialisation: An initial set of particles {xi0, i = 1, ..., Ns} rep-

resenting the initial states is drawn from an initial posterior

distribution p(x0) with all the weights ωi
0 initialised to 1

Ns

2. Prediction: Each particle is propagated according to the state

transition model in (5.1a). This generates the predicted states

of the particles at time step k
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3. Update: The posterior distribution is updated by evaluating

the likelihood p(zk|xk) of each particle based on the observed

measurements according to (5.1b). This leads to a weight update

according to (5.4) and (5.5)

4. Resampling: The discrete distribution p(ωi
k) according to the

normalised weights is resampled to generate a new set of parti-

cles xik. Steps 2 to 4 are repeated.

5.3 Guided particle hybrid filter

Given the hand-eye calibration problem, for the purpose of the filter,

the state space model is described by

qk = qk−1 + nk, (5.6a)

Eθk = cos−1 (|q̂Ak
· q̂Bk

|) (5.6b)

q̂Ak
= qAk

qk (5.6c)

q̂Bk
= qkqBk

. (5.6d)

where, qk, qAk
and qBk

are the rotation state, relative camera rota-

tion, and relative robot hand rotation at time step k represented

in quaternion respectively, and Eθk is the pseudo rotation measure-

ment with an expected value of zero. To address some of the issues

associated with the standard particle filter algorithm, the following

modifications to the standard particle filter algorithms is proposed.

5.3.1 Particle transition

Particle filter works well generally for estimating time-varying pa-

rameters. However, for static parameters, this is usually of concern
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as the issue of sample impoverishment, where multiple instances of

the same particle are generated, after resampling becomes more pro-

nounced [155]. One method to solve the problem of sample impover-

ishment in this case is to artificially induce particle movement. This

can be achieved by drawing new particles from a zero mean Gaus-

sian distribution [156] centered at the current particles’ position,

such that

qk ≈ N(qk−1,Σq) (5.7)

where Σq is the covariance matrix of the distribution. While this

method improves the sample impoverishment problem, it has the

effect of increasing the variance of the posterior distribution [157].

Here, I propose to allow all the particles to move intelligently such

that their movement is optimised. The movement of each individual

particle at time k is based on the gradient of the particles at time

k. The gradient of the particles ∆f(qk) can be obtained from the

minimisation of the function

f(qk) =
1

2
||Gkqk||2 (5.8a)

Gk = (q+Ak
− q−Bk

) (5.8b)

such that

∆f(qk) = GT
kGkqk (5.9a)

qk = qk−1 − η∆f(qk−1) (5.9b)
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where q± for a quaternion q : (q0, qn) is given as

q± =

(
q0 −qTn

qn q0I ∓ [qn]×

)
, (5.10a)

[qn]× =


0 −qn3

−qn2

qn3
0 −qn1

−qn2
qn1

0

 (5.10b)

where q0 and qn : (qn1
, qn2

, qn3
) are the scalar and vector components

of the quaternion q, respectively.

However, for this implementation, the modified gradient descent -

Nesterov accelerated gradient [158] is used, which improved the per-

formance of the algorithm. This is implemented as

vqk = γqvqk−1
+ ηq∆f(qk−1 − γqvqk−1

) (5.11a)

qk = qk−1 − vqk (5.11b)

where vqk and ηq are the accumulated gradient and particle step

respectively, and γq is the momentum term which has a value between

0 and 1. As in typical gradient descent algorithms with momentum,

the value chosen for γq acts as a damper that affects the oscillations

of the particles around the convergence point.

5.3.2 Particle update

Each particle in the particle filter represents a possible orientation

of the camera with respect to the robot hand. However, as measure-

ments become available, it becomes possible to guide the particles to

the true value. This can be achieved through the evaluation of the

likelihood p(zk|qk) of each particle. The likelihood of each particle
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based on the measurement can be evaluated as

p(zk|qk) ∝ e−λEθ , (5.12)

where λ is a parameter to be tuned. Note here that the likelihood

expression is based on the measurements for the orientation states qk

as defined in (5.6b). This makes sense as the particle filter estimates

only the rotation parameter. However, the experiments showed that

better estimates can be obtained by coupling the translation mea-

surements in the estimation of the likelihood of the particles. This

can be interpreted as the necessary coupling between rotation and

translations in pose measurements [68]. Following this, the likelihood

of the particles is expressed as

p(zik|qik) ∝ e−(λE
i
θk
+βEi

tk
), (5.13)

where β is a tunable parameter and Et is the translation error re-

sulting from the particles given by

Ei
tk
= ||q−T

Ak
q+Ak

tk−1 − tk−1 − q−T
k q+k tBk

+ tAk
||, (5.14)

where tk is the estimated translation parameter at time k. The

estimation of tk will be discussed in Section 5.3.5.

To control the movement of the particles, each individual parti-

cle movement ηiq is adapted based on their respective unnormalised

weight ω̃i
k. The unnormalised weight gives an indication of the like-

lihood of a particle considering the entire particle trajectory. The

normalised weights, on the other hand, limit the likelihood to the

current time step. The adaptation function is of the form in (5.15)
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and illustrated in Figure 5.1.

ηiq = Λe−ζω̃i
k (5.15)

where Λ and ζ are constants that determine the overall shape of the

adaptation function. The adaptation function is chosen such that the

rate of the particles’ movement decreases as they approach the true

value. This can be interpreted as the particles decelerating as they

converge. This deceleration is modeled using the non-linear function

given by (5.15) rather than a linearly decreasing function to achieve

more impact on the deceleration as convergence is approached. With

the non-linear adaptation, the instability of the particles close to

convergence is reduced as they move slower than in the case of linear

adaptation. On the other hand, using a linear adaptation with a very

steep slope to reduce the movement of the particles faster would leave

the particles with not enough energy to achieve convergence.

Figure 5.1: Non-linear versus linear adaptation functions.

From Figure 5.1, it is easy to see that for each time step, particles

with lower likelihood will move faster. This occurs earlier in the



Chapter 5. Self-recoverable Hand-eye Calibration for Vision Guided Robots using a
Guided Particle Hybrid Filter and Genetic Algorithm-based Resampling 105

particle filtering operation and in the instances when the camera

calibration parameter changes. As the particles converge to the true

values, their movement slows down based on the increase in their

likelihood. This also has the effect of reducing the variance of the

particles.

Selection of the values of the constants Λ and ζ in (5.15) can be

done by first taking note of the fact that based on the choice of the

likelihood function in (5.13), the value of ωi
k ranges from 0 to 1. To

avoid the particle steps from being too high at low likelihood, which

would otherwise cause instabilities, a set of values (ηl, ωl) is chosen to

represent the default step size at low likelihood. Next, another set of

values (ηh, ωh) is chosen to represent the step size at high likelihood.

Based on these choices, the values of the constants Λ and ζ can be

given as

ζ =
log (ηh/ηl)

ωh − ωl
(5.16a)

Λ = ηle
−ζωl (5.16b)

and the particle transition in (5.11a) can be rewritten as

viqk = γqv
i
qk−1

+ Λe−ζω̃i
k∆f(qik−1 − γqv

i
qk−1

) (5.17a)

qik = qik−1 − viqk (5.17b)

The estimated rotation qkest at time k is given by the quaternion

that minimises the weighted sum of squared differences of the corre-

sponding rotation matrices of the quaternion particles, measured in

the Frobenius norm [159]. This is expressed as
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qkest = qTMq (5.18a)

M =
n∑

i=1

ωi
kq

i
kq

iT
k (5.18b)

The required average quaternion can be obtained by taking the

largest eigenvector of M .

5.3.3 Resampling

In a standard particle filter, after a few iterations, the weight of a

particle approaches one, while the weight of others becomes negligi-

ble, which is the degeneracy problem[160]. Under this condition, the

filter loses its expressiveness as it is not able to properly represent

the posterior distribution. This not only results in divergence of the

state estimation but computational resources are spent on non-useful

particles. The degeneracy problem can be solved by resampling the

posterior distribution by selecting particles such that the probability

of selecting a particle is proportional to its normalised weight[161].

Several methods of resampling have been proposed [161, 162], how-

ever, while these improve the degeneracy problem, they in turn create

the sample impoverishment problem. To solve these two problems

simultaneously, the particles are allowed to evolve based on inspi-

ration from Genetic Algorithm (GA) [163]. The case for the use of

GA stems from the fact that it allows for sustained particle diversity

across all generations as new children particles are generated from

parent particles such that combined parent traits are obtained. This

not only solves the problem of sample impoverishment but at the

same time solves the problem of degeneracy.



Chapter 5. Self-recoverable Hand-eye Calibration for Vision Guided Robots using a
Guided Particle Hybrid Filter and Genetic Algorithm-based Resampling 107

5.3.4 Genetic algorithm-based resampling

GA is a bio-inspired metaheuristics search algorithm based on sur-

vival of the fittest. The main components of GA are chromosome en-

coding, selection, crossover, and mutation. Chromosome encoding is

the representation of a candidate solution in a format that preserves

their information while allowing for easy processing. As such the rep-

resentation of each chromosome is problem specific. The selection

process chooses the best chromosomes based on a predefined fitness

function. Crossover implementation attempts to combine salient fea-

tures from two parent chromosomes to generate a fitter offspring,

while mutation alters parts of a child chromosome (gene) to improve

the diversity of the offspring.

5.3.4.1 Encoding

In the proposed GA-based resampling, each particle represents a

chromosome encoded in the axis-angle representation {n⃗, θ}, where
θ is the rotation angle, and n⃗ : (n⃗x, n⃗y, n⃗z) is the axis of rotation.

Here, n⃗ and θ are the genes.

5.3.4.2 Crossover

From the particle chromosomes, two-parent particles are selected at

random for crossover. In a typical GA, several selection schemes like

a Roulette wheel, Rank, Tournament, etc are used to select candidate

parents for crossover[163]. However, to keep the diversity of the

particles as high as possible, the selection of parent particles is based

purely on random selection. While this is counter-intuitive as fitter

parents are usually used for crossover, the experiments showed that
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as the iteration proceeds, the population of fitter parents increases in

the particle pool while also benefiting from diversity. Each crossover

operation follows the rule

gab = ρa+ (1− ρ)b (5.19)

where gab is a resulting child gene from parents a and b, and ρ is

the crossover probability such that ρ = U(0, 1). The parameter ρ

determines the amount of information that is shared between both

parents and passed to the offspring. Four children result from every

crossover operation given as

c1 = n⃗12, θ1, c2 = n⃗21, θ2, c3 = n⃗1, θ12, c4 = n⃗2, θ21, (5.20)

as shown in Figure 5.2, where the subscript {1, 2} represents the

parent involved in the crossover.

Figure 5.2: Proposed GA crossover scheme.

5.3.4.3 Mutation

The mutation is applied to each offspring generated from the crossover

operation. This further improves and maintains the diversity of the
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offspring. The mutation operation is applied to one gene {n⃗x, n⃗y, n⃗z, θ}
selected at random from each of the offspring according to the oper-

ation

gm = gm + αξ (5.21)

where gm is the gene selected for mutation, α is the mutation proba-

bility such that α = U(0, 1) and ξ is a zero mean Gaussian distributed

random variable.

5.3.4.4 Population selection

After the crossover and mutation, the best Np particles from the

parent-children pool are selected for the next iteration of the filter,

where Np is the number of particles used in the filter.

5.3.5 Translation estimation

To better represent the density of the posterior distribution in par-

ticle filtering a large number of particles is usually required [153].

However, an even greater concern is the dimensionality of the state

as the number of particles required to represent a state grows ex-

ponentially with the dimension of the state [164]. This is known as

the curse of dimensionality. An increased number of particles would

require higher computational resources which would undermine the

real-time implementation of the algorithm. To reduce the dimension-

ality of the particle filter, only the rotational parameter is estimated

using the particle filter scheme. The rotation estimate from each

time step from the particle filter was fed as an input to a simpler

estimator to estimate the translation parameter. In this work, two of

such estimators - Kalman filter and Gradient decent are considered.
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5.3.5.1 Kalman filter

The state prediction tk|k−1 corrupted with an assumed Gaussian noise

κ at time step k for the translation estimates is given by (5.22a).

Likewise, the predicted error covariance Pk|k−1 is given by (5.22c)

tk|k−1 = tk−1|k−1 + κ (5.22a)

Hk = q−T
Ak

q+Ak
− I (5.22b)

Pk|k−1 = Pk−1|k−1 +Q (5.22c)

For the correction step based on the measurement zk at time k, given

by (5.23a), the Kalman gain Kk and the updated covariance Pk|k−1

is given by (5.23b) and (5.23c) respectively, while the state update

is given by (5.23d).

zk = Hktk|k−1 − q−T
k q+k tBk

+ tAk
(5.23a)

Kk = Pk|k−1H
T
k (HkPk|k−1H

T
k +R) (5.23b)

Pk|k = (I −KkHk)Pk|k−1 (5.23c)

tk|k = tk|k−1 +Kk(zk −Hktk|k−1) (5.23d)

where R is the covariance of the measurement noise with assumed

Gaussian distribution. Notice that zk in (5.23a) is a pseudo-measurement

based on (5.14) with an expected value of zero. However, because the

Kalman filter measurement is directly based on the particle filter’s

output, its measurement error is usually large prior to the conver-

gence of the particle filter. This greatly slows down the convergence

of the Kalman filter. To address this slow convergence, taking in-

spiration from the Iterated Extended Kalman filter [165], improve-

ment is maded to the translation estimate tk|k at time k by back-

propagating it n number of times to time step k− 1 before the next
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iteration k + 1. During the back-propagation at time step k, the

updated predicted covariance at time step k is unchanged. As such,

the update step becomes

tj+1
k|k = tjk|k +Kk(zk −Hkt

j
k|k). (5.24)

where j = 1, 2...n.

5.3.5.2 Gradient descent

While the Kalman filter with iterated state update provided better

convergence speed and accuracy than the standard Kalman filter, an

even better convergence speed was achieved using the much simpler

gradient descent estimator. This can be achieved by obtaining the

gradient ∆f(tk) of the cost function f(tk) =
1
2Etk given as

∆f(tk) = JT
k (Jktk −mk) (5.25a)

Jk = q−T
Ak

q+Ak
− I (5.25b)

mk = q−T
k q+k tBk

− tAk
(5.25c)

Just like in Section 5.3.1, the Nesterov accelerated gradient [158] is

also used, and is implemented as

vtk = γtvtk−1
+ ηt∆f(tk−1 − γtvk−1) (5.26a)

tk = tk−1 − vtk (5.26b)

where vtk and ηt are the accumulated gradient and translation state

step respectively, and γt is the momentum term, which is similar to

γq defined in (5.11a).
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5.4 Experiment and discussion

In this section, the setup used to validate the developed active cal-

ibration algorithm and show its comparative advantage over offline

calibration methods is described.

5.4.1 Setup

In the experiment, a UR5e robot arm is used to which a camera

assembly is rigidly attached to the last link of the robot arm. The

setup is shown in Figure 5.3. The camera assembly shown in Figure

5.3A is made up of a Microsoft Azure Kinect camera fastened to

an articulated ball mount (Thorlabs TRB/M). The articulated ball

mount can be moved in any direction and locked in place. This

enabled the pose of the camera relative to the robot hand (Figure

5.3B) to be changed during the robot’s operation to evaluate the

performance of the algorithm.

During the operation of the robot, the robot moves randomly over a

work surface as shown in Figure 5.3C. The work surface contains mul-

tiple random work objects and several unique 50 mm 5×5 grid Aruco

markers. The small size of the markers makes them suitable for this

task as they do not interfere with the work object and the use of

multiple markers overcomes the problem of occlusion. The markers

allow estimation of the relative camera motion between consecutive

image frames, and their unique signature enables the detection of a

particular marker across image frames. The algorithm was imple-

mented in Python and ran on a Windows PC with Intel i5-2.4GHz

CPU and 8GB of RAM and achieved an average computational time

cost of 0.37 seconds. However, there is room for improvement in
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Figure 5.3: Experimental setup. (A) Camera assembly (B) Camera-robot hand setup
(C) Robot operation setup (D) Calibration grid for offline hand-eye calibration.

the implementation of the algorithm through optimisation and pos-

sible implementation is C/C++.As the robot moves, the pose of

the robot hand and the corresponding camera pose is acquired at

certain intervals, and the relative poses between consecutive data

acquired are estimated. In the experiment, an acquisition interval

of 100 milliseconds (i.e., 10 data acquisitions per second) is used, as

it was important to allow the robot to make sufficient motions be-

fore making a new acquisition. It was noted that higher acquisition

rates poorly affected the hand-eye calibration accuracy. At different

points in the motion of the robot, the pose of the camera is changed

by moving the articulated ball mount to a different position. This

effectively changes the pose of the camera relative to the robot hand

and in effect, the hand-eye calibration parameter as would occur if
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the robot were under the influence of an external force in an uncer-

tain environment. In the estimation of the relative camera motion

between consecutive frames, only markers that are unoccluded in

both frames are used as shown in Fig. 5.4 where two markers with

their frames plotted have been detected.

Figure 5.4: Consecutive image frames. Only markers that are unoccluded in both
frames are detected (markers in white circles).

For the evaluation of the accuracy of the offline hand-eye calibration

methods, an 11 × 8 checkerboard calibration pattern shown in Fig.

5.3D was used.

5.4.2 Evaluation metrics

Due to the absence of ground truth data for the hand-eye calibration

parameters, the relative rotation eθ and translation et errors derived
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from (2.8a) and (2.8) respectively were used for the comparative

assessment of the accuracy of the different algorithms. These are

given as

eθ =
1

N

N∑
i=1

cos−1

(
Tr
[
(RAi

RX)
−1RXRBi

]
− 1

2

)
, (5.27a)

et =
1

N

N∑
i=1

|RAi
tX − tX −RXtBi

+ tAi
| , (5.27b)

where the notation Tr denotes the trace of the matrices and N is the

number of relative pose data used for the experiment.

5.4.3 Results and discussion

In this section, the performance of the proposed online active hand-

eye calibration algorithms, namely

• PF-Kalman Filter (particle filter with Kalman filter)

• PF-Iterated Kalman Filter (particle filter with iterated Kalman

Filter)

• PF-Gradient Descent (particle filter with gradient descent)

is compared to the offline hand-eye calibration algorithms. The of-

fline algorithms are the quaternion [67], Lie-group [52], axis-angle

[51], dual quaternion [69], simultaneous quaternion [53] and Kro-

necker product [166]. The result is shown in Figure 5.5. From Fig-

ure 5.5 the pose of the camera was altered at time steps 323, 512,

and 891. At these points, the rotation and translation errors in all

the algorithms jump up. However, from each of these points, the

algorithm is able to recover from the introduced error and actively
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obtains the new calibration parameters as evidenced by the reduc-

tion in the rotation and translation errors. This self-recovery ability

of the algorithm makes it suitable for uncertain environments where

the camera pose may be affected, for example, due to vibrations,

slips due to component wear from prolonged usage or shock from

abrupt changes in robot motions, or in critical applications where

taking the robot out of service for recalibration may not be ideal.

In these instances, offline calibration methods would not be ideal as

they cannot deal with the introduced error, which is consistent with

the previous study [167]. Furthermore, considering the period before

the changes in the camera pose were introduced, i.e., from time steps

0 to 323, the results from Figure 5.5 also show that the algorithm

performed as well or even better than the offline methods. While

the rotation error oscillates around the best offline method in this

experiment, the translation error was consistently below that of all

the offline methods as shown in Figure 5.6. This shows that even for

comparison with offline methods, the algorithm still stands out.

While the three algorithms can adapt to changes in the hand-eye

calibration parameters, Figure 5.5 shows marked differences in their

performance, particularly in the translation estimates. The most

obvious difference is the rate of convergence in the translation esti-

mates. The convergence rate from the standard Kalman filter imple-

mentation was low. So much so that it did not fully converge before

the camera pose was changed again. While the algorithm with the

iterated Kalman filter implementation produces a much-improved

convergence rate compared to the standard Kalman filter, the gradi-

ent descent approach provided the highest convergence rate. How-

ever, as observed from Figure 5.7, the iterated Kalman filter methods

performed better than the gradient descent approach based on the
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Figure 5.5: Comparative accuracy of the proposed active hand-eye calibration meth-
ods and the offline calibration methods. (A) Relative rotation error. (B) Relative

translation error.

translation error.

5.5 Summary

This Chapter presented an algorithm for active hand-eye calibration

based on a hybrid filter. The guided hybrid filter was built on the

particle filter with optimised particle transition and GA resampling
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Figure 5.6: Comparative accuracy of different algorithms prior to changes in calibra-
tion parameters, (i.e., before time steps 323). (A) Relative rotation error. (B) Relative

translation error.

and coupled with an iterated Kalman filter state estimator to re-

duce the workload of the particle filter. The particle filter was used

to estimate the rotation parameter, while the iterated Kalman filter

was used to estimate the translation parameter. The use of gra-

dient descent for the estimation of the translation parameter was

also evaluated. From the experimental results, it is verified that the
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Figure 5.7: Comparison of translation estimate based on PF-Iterated Kalman Filter
and PF-Gradient Descent.

proposed algorithm not only provides high accuracy when compared

with other offline calibration methods but is able to recover from

errors introduced in the robot’s operation due to changes in the cal-

ibration parameters in which other offline methods would fail. From

the evaluation of the algorithms used to estimate the translation pa-

rameter, the gradient descent estimator showed a higher convergence

rate than the iterated Kalman filter. However, the iterated Kalman

filter provided better accuracy than the gradient descent estimator.

Furthermore, In all evaluations, the standard Kalman filter estima-

tor provided the worst result in terms of accuracy and convergence

rate.





Chapter 6

Concluding Remarks and future

works

6.1 Conclusions

The aim of this research is to develop a self-recoverable hand-eye cal-

ibration algorithm for VGRs to enable sustained accuracy during the

service life of the robot. This is important to enable a VGR to oper-

ate for a prolonged period of time without the need for recalibration.

In view of this, a new algorithm for online hand-eye calibration has

been developed to meet this requirement via the accomplishment of

several objectives.

The first objective involved a comprehensive review of hand-eye cal-

ibration techniques for VGR. A broad overview of different hand-eye

calibration techniques was looked at, as well as their comparative

strengths and weaknesses. Common challenges expected in the cal-

ibration of vision-guided robots as well as practical considerations

when using a calibration target were also examined.

The second objective was to assess the accuracy of current hand-eye

calibration techniques through simulation and experimental studies.

121
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The execution of this objective provided an experimental validation

of the factors that affect the accuracy of hand-eye calibration for

vision-guided robots. In particular, the effect of rotation and transla-

tion noise isolation as well as motion range was studied using six dif-

ferent algorithms. The results from this study provide insights that

can inform the choice of algorithm for hand-eye calibration based on

the application constraints.

The impact of changes in the calibration parameter on the accuracy

of hand-eye calibration in an uncertain environment was also exam-

ined. It was shown experimentally that the accuracy deteriorates

exponentially with increase in the deviation of the calibration pa-

rameter from its true value. This has a direct practical impact in an

industry where operational downtime is costly. In this study, active

hand-eye calibration was proposed as a solution to compensate for

changes in the calibration parameter online. The requirements and

challenges of active hand-eye calibration were presented and these

formed the basis of the next two objectives which are the develop-

ment and implementation of a self-recoverable hand-eye calibration

algorithm.

The algorithm developed employed a guided particle hybrid filter

with genetic algorithm-based resampling. The performance of this

algorithm was validated experimentally and shown to outperform

other offline-specific algorithms in terms of accuracy. The algorithm

was also shown to be able to recover from errors due to changes

in the calibration parameters, an attribute required for long-term

operational guarantee of the accuracy of vision-guided robots.

The implementation of this algorithm was done in Python and ex-

ecuted on a Windows PC with Intel i5-2.4GHz CPU and 8GB of
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RAM achieving a computation time of 0.37 seconds.

6.2 Future work

In this work, the placed fiducial markers in the workspace for the

camera pose estimation were relied on. This technique works well as

the markers do not interfere with the workspace due to their size and

form, and the pose estimation procedure does not suffer from occlu-

sion. An interesting direction for future work will involve estimating

the camera pose using techniques from deep learning to completely

eliminate the need for using markers in the workspace. In this case,

the camera pose can be estimated from motion cues obtained from

successive image frames from the camera using convolutional neu-

ral network (CNN) models. Currently, a number of deep learning

models exist for estimating the relative camera motions. However,

these models are developed for photogrammetric and 3D reconstruc-

tion applications and do not meet the accuracy levels that would be

sufficient for accurate hand-eye calibration. Hence, the development

of a deep-learning model for accurate camera localization would be

an interesting research proposition.

Secondly, it would be interesting to explore the possibility of inte-

grating knowledge of the scene motion from the camera during the

robot operation into the particle filtering algorithm. One way may

include the formulation of the particle likelihood with the epipolar

constraint from subsequent images as a component.

Furthermore, the implementation of the guided hybrid particle filter-

ing algorithm employs a number of tunable parameters. This may be

challenging to get an optimal result. An interesting future direction
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may involve the development of optimization algorithms to obtain

the best combination of parameters for the application. This might

involve techniques such as grid search, random search, Bayesian op-

timization, gradient-based optimization, etc.

Finally, the experimental validation of the algorithm was based on a

Python implementation. While the results from the implementation

were good, this implementation leaves a lot of room for optimisation-

based improvements. An implementation in C/C++ would also be

recommended to realise a greater performance improvement in terms

of computational time.
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