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High-resolution large-eddy simulations (LES) are performed for an incompressible turbulent circular jet1

impinging upon a vibrating heated wall supplied with a constant heat flux. The present work serves to2

understand the flow dynamics and thermal characteristics of a turbulent jet under highly dynamic flow3

and geometric conditions. The baseline circular vibrating-wall jet impingement configuration undergoes a4

forced vibration in the wall-normal direction at the frequency, f = 100 Hz. The jet Reynolds number is5

Re = DVb/ν = 23 000 and the nozzle-exit is at y/D = 2 where the wall vibrates between 0 and 0.5D with6

amplitude of vibration, A = 0.25D. The configuration is assembled through validation of sub-systems, in7

particular the method for generating the turbulent jet inflow and the baseline circular jet impingement8

configuration. Both time-mean and phase-averaged results are presented. The mean radial velocity increases9

upon positive displacement of the wall and decreases upon negative displacement but this correlation10

changes with increased radial distance from the stagnation point. Vortical structures are shown to play a11

major role in convective heat transfer even under the vibrating conditions of the impingement wall. Periodic12

shifts in the secondary Nusselt number peak are observed that depend upon the travelling eddy location13

and strength of large-eddy structures. Enhancement in heat transfer is seen in the stagnation region but14

this beneficial effect of vibration on heat transfer is confined to the impingement region, r/D < 1.5.15

16

1 Introduction17

Impinging jets have played a pivotal role in applications that require efficient heat- and mass-transfer. The18

canonical jet-impingement problem presents a deceptively simple configuration, yet produces a complex19

array of flow features. The analysis of impinging jets has grown in sophistication with improvements in20

experimental measurement techniques as well as numerical methods that enable powerful and accurate21

simulations by harnessing the rapid growth of affordable computing power.22

Predicting accurate flow features of a jet impinging upon a stationary wall is in itself demanding23

considering the complex flow physics, which includes Kelvin-Helmholtz type shear layer development in the24

free-jet, a high static pressure region generated upon impingement, change in flow streamline curvature into25

the wall-jet region, development of a boundary layer along the wall and entrainment along the exit boundaries26

of the domain. Several studies have described these regions in detail along with their fluid flow and heat27

transfer characteristics. The reader is referred to the works of Martin [1], Jambunathan [2] and Viskanta [3]28

for exhaustive reviews on experimental jet-impingement studies. Conventionally, jet-impingement studies29

have either been performed with jets discharging cold fluid on a heated wall or conversely impingement of30

a hot fluid on a cold wall. Several studies have been performed on this fundamental configuration with31

changes to the geometry besides the fluid parameters. There have been few studies with impingement-wall32

vibrations (see [4], [5]), that focus predominantly on the heat transfer characteristics with inadequate or33

only qualitative data on the flow physics that cause heat-transfer variations on the impingement wall. Both34

augmentation and reduction in heat-transfer have been observed. Noticeably absent is information on the35

flow dynamics either at the near-wall region or elsewhere in the domain that is directly responsible for the36

1Email address for correspondence: r.narayanaswamy@curtin.edu.au (Ramesh Narayanaswamy)
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resulting thermal signatures on the impingement-wall in the context of forced convection. This has been37

overlooked by previous studies creating a gap in the understanding of the cause of the changes observed on38

the impingement-wall. The flow-physics spawned by a turbulent circular jet impinging upon a vibrating39

wall remains largely unknown. The present work attempts to close this gap by establishing the relationship40

between the flow features and the resulting heat-transfer on the impingement-wall.41

A substantial amount of work has been carried out in analysing impinging jet configurations, in which42

the nozzle-to-wall distance (y/D), the jet Reynolds number, Re, inflow conditions of the jet, types of43

nozzles and number of jets issuing have been investigated in an extensive range of parametric combinations,44

with both experimental and numerical techniques. Cooper et al. [6] amongst many others were the first to45

present an in-depth experimental analysis of impinging jets with varying nozzle-to-wall spacings. Their46

experiments reported turbulent flow field statistics for varying nozzle-to-wall distances and Reynolds47

numbers. A companion paper to this work by Craft et al. [7] examined the development of eddy-viscosity48

models to model turbulence. Although the models initially demonstrated poor agreement in the stagnation49

region, improvements have been made to the turbulent viscosity parameters, yielding better agreement50

with experimental data [8]. Baughn and Shimizu [9] presented experimental results for a simple impinging51

jet flow, featuring an impingement wall that produced uniform heat flux. This work has proven valuable as52

benchmark for numerical work since uniform heat flux boundary conditions are straightforward to model.53

These results were later investigated numerically by several researchers including Yan and Saniei [10], Katti54

and Prabhu [11], Bovo and Davidson [12] for Re = 23 750. The Nusselt number (Nu) is broadly used as an55

indicator of the heat-transfer rate on the impingement-wall. At small nozzle-to-wall distances, a secondary56

outer peak is observed in the radial distribution of the mean Nusselt number in addition to the primary57

inner peak within the stagnation region.58

Analysis of the formation of a secondary Nu peak was conducted by Gardon and Akfirat [13] for various59

Reynolds numbers. They argued that a local thinning of the boundary layer was the cause of the secondary60

Nu peak. This was also observed in the work of Chung and Luo [14] for a laminar flow. They attributed61

the reduction in thermal boundary layer thickness to the large-scale interaction between the jet vortices62

and the impinging wall that resulted in the secondary Nu peak. Direct numerical simulations (DNS) of a63

laminar flow jet-impingement by Chung et al. [15] showed that heat-transfer at the impingement-wall is64

very unsteady and is mainly caused by the primary vortices emanating from the jet nozzle that interact65

with the wall shear layer. It was shown that the vortex location has a much stronger effect on Nu than66

the vortex strength. Although a correlation between the Nu and the flow field was seen, a breakdown in67

the Reynolds analogy was seen at downstream radial distances. Instantaneous skin friction coefficient, Cf68

and Nu variations show that local heat transfer distributions correlate closely with the flow fields. Recent69

DNS performed by Dairay et al. [16] for a turbulent jet with Re = 10 000 showed that the primary and70

secondary vortices are responsible for the increased heat transfer since they constantly renew the wall with71

cold fluid due to their inherent induced velocity. This was also observed in the DNS of Rohlfs et al. [17] for72

a laminar flow Reynolds number.73

In the recent experimental work of Tummers at al. [18], the turbulent characteristics of an impinging jet74

(Reynolds number comparable to [9]) were studied, and near-wall measurements revealed that flow reversals75

were related to the formation of secondary vortices. LES of these experiments were later conducted by76

Uddin et al. [19]. They used digital filtering of random data to generate the inflow velocity fluctuations.77

Hadžiabdić and Hanjalić [20] used inflow conditions from a pipe flow. However, only a quarter of the full78

three-dimensional domain was used in their LES study. They showed that the vortex roll-up phenomenon79

along the impingement-wall is the main event governing the flow. The connections between the convection of80

the primary vortices, the formation of the counter-rotating secondary vortices and the unsteady separation81

phenomena were elucidated. Also, a recent DNS study by Dairay et al.[16] states that the secondary82

Nusselt number peak becomes less pronounced when a long tube profile is used for the inflow. A similar83

observation has been made in the experimental work of Roux et al.[21] indicating a requirement for further84

investigation of this effect. A review of recent LES studies is available in Dewan et al. [22].85

Tsubokura et al. [23] presented the development or transition of both plane and circular jets and86

identified the large-scale structures based on the Laplacian of pressure. They found that the eddy structures87

differed for the plane and circular jet configurations, and no organized structures were seen at the stagnation88

zone of the circular jet. Popiel and Trass [24] stated that the development of these large-scale vortex89

structures considerably enhanced the entrainment rate and mixing processes. An interaction of the well-90

ordered toroidal vortex structures convected downstream from a transient circular shear layer of a natural91

free-jet with the normally impinged flat wall was shown. It was inferred that these near-wall eddies are92

responsible for the additional enhancement of local momentum and heat or mass transfer. The wall eddies93

are rolled up on the wall between the large-scale toroidal vortices, which diverge in the radial direction.94
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It is evident from the aforementioned literature that events within the hydrodynamic boundary layer95

are largely accountable for the variations in the thermal characteristics of the impingement-wall. The96

boundary layer originates at the stagnation region and grows gradually, moving away from the stagnation97

region into the wall-jet region. Martin [1] reported that the thickness of the boundary layer δ0, defined as98

the locus of the maxima of the wall-jet velocity in the stagnation zone would reach about one-hundredth of99

the nozzle diameter. The wall-jet profile formation occurs as a result of the simultaneous growth of wall100

boundary layer and the free-jet boundary. Since the boundary layer has a shearing influence upon the wall,101

increasing the shear on a stationary wall may be favourable in terms of increasing heat and mass transfer.102

This can be achieved by setting the impingement-wall in a periodic oscillatory motion perpendicular to103

the nozzle-exit, to modify the boundary layer formation and the corresponding events within it. A clear104

relationship between the vortical structures and their influence on the heated wall can be established since105

the vortical structures will oscillate (vertically) due to the wall motion.106

Experimental work on vibrating impingement walls was first carried out by Ichimiya and Yoshida [4],107

for planar impinging jets. They considered the range of Reynolds numbers 1000 < Re < 10 000 and108

concluded that both enhancement and reduction of heat transfer could occur as a result of vibration.109

Numerically, Ichimiya and Watanabe [25] examined moderate Reynolds numbers of 200 and 500 and110

observed improved heat-transfer in the wall-jet region. Since the investigations were carried out for such111

low Reynolds numbers, the effect of turbulence, (which is a key contributor to heat transfer improvement)112

is neglected. Investigations by Hetsroni and Klein [26] used vibrations generated by a piezoelectric actuator113

for a micro liquid jet. An increase in heat-transfer was observed for micro-amplitudes. Wen [5] conducted114

experimental studies on impingement wall undergoing forced vibrations. The focus was on tubes with115

swirling strips and micro vibrations. The study concluded that the Nu was strongly dependent upon116

the wall vibration frequency, f , wall vibration amplitude, A, and the jet Reynolds number. However, a117

substantial dependence of the Nusselt number upon the nozzle-to-wall distance was not observed. Since118

smoke visualizations were used, the flow was analysed qualitatively. A detailed review of the literature119

shows that no concrete knowledge of the flow dynamics leading to changes in the Nu profiles has been120

established so far to the knowledge of the authors.121

The present work attempts to provide insights into the flow dynamics and heat transfer when the122

impingement wall is subjected to forced excitation. A highly resolved computational fluid dynamics (CFD)123

dataset for this kernel flow-configuration is generated using LES. Also, fundamental understanding of the124

fluid dynamic behaviour arising from inherent and induced boundary-layer unsteadiness in jet-impingement125

is addressed. The changes to the thermal imprints on the heated wall are the major focus of the work.126

Wall-resolved LES of a circular jet impinging on a vibrating heated impingement-wall is presented along127

with other relevant validations for the methodology adopted. In the process, test cases are validated to128

assess the methodology that generates the data set. In the following, jet-impingement upon a static-wall129

is henceforth referred to as a static-wall jet-impingement configuration (abbreviated as SWJ) and the130

configuration where the impingement-wall undergoes forced vibration, or excitation, will be referred to131

as the vibrating-wall jet-impingement configuration (abbreviated as VWJ). The paper begins, §2, with a132

description of the governing equations employed, along with the solution control strategy, followed by a133

series of validations against established experiments starting with a pipe flow, a static-wall jet-impingement134

configuration in §3, and finally concluded with a vibrating-wall circular jet-impingement configuration. The135

flow dynamics and thermal characteristics of a vibrating-wall jet-impingement configuration is studied in136

§4, and concluding remarks are given in §5.137

2 Numerical methods138

2.1 Governing equations139

The governing equations for the LES are the filtered continuity and incompressible Navier-Stokes equations140

given as,141

∂ui
∂xi

= 0, (1)

142

∂ui
∂t

+
∂(uiuj)

∂xj
= − ∂p

∂xi
+ ν

∂

∂xj

(
∂ui
∂xj

+
∂uj
∂xj

)
− ∂τij
∂xj

(2)
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for which the closure is provided with the dynamic Smagorinsky sub-grid scale (SGS) model [27, 28]. The143

SGS stress, τij , is modelled since the resolved and unresolved scales interact through the SGS stress τij .144

The dynamic Smagorinsky model approximates the SGS stress as,145

τij − 1
3δijτkk = 2Cs∆

2|S|Sij (3)

where δij is the Kronecker delta function. The sub-grid scale eddy-viscosity is given as νt = (Cs∆)2|S|146

where Cs is the Smagorinsky constant, ∆, the filter width governed by the mesh size (∆ = (∆V )
1
3 ) and the147

magnitude of the strain rate tensor, |S| = (2(Sij Sij))
1/2, Sij is the rate of strain tensor of the resolved148

velocity field where Sij = (∂ui/∂xj + ∂uj/∂xi)/2. The modified version of the dynamic Smagorinsky149

model takes into considerations the changes proposed by Lilly [28] for the dynamic computation of the150

Smagorinsky constant Cs.151

2.2 Derived quantities for comparison152

The convective heat transfer from the impingement wall is a function of the convective heat transfer153

coefficient h. Thus, a Nusselt number based on the heat transfer coefficient h and the diameter of the154

nozzle D is defined as155

Nu =
hD

k
(4)

where h is given as,156

h =
−k∂T/∂n
Twall − Tf

(5)

where ∂T/∂n is the temperature gradient normal to the impingement wall, Twall is the measured local157

wall temperature, Tf is the inlet temperature of the fluid and k is its corresponding thermal conductivity.158

The flow field is assumed to be unaffected by the temperature variations on the impingement wall and is159

advected by the fluid momentum along with molecular diffusion. Hence, the scalar transport equation for160

heat transfer can be solved with temperature as a passive scalar given by,161

∂T

∂t
+ uj

∂T

∂xj
= α

∂2T

∂xj2
(6)

where α represents the thermal diffusivity and is given as (ν/Pr + νt/Prt). Pr and Prt are the laminar162

and turbulent Prandtl numbers, given respectively by Pr = 0.74 and Prt = 0.85, and ν and νt are their163

corresponding viscosities.164

2.3 Solution control165

The simulations were performed using LES with the C++ code Open Field Operation and Manipulation166

(OpenFOAM) to solve the incompressible Navier–Stokes equations. Equations 1 and 2 are discretised167

on a non-uniform collocated Cartesian grid. A second-order accurate backward implicit scheme for time168

discretisation is used. The convection terms are discretised by a second-order accurate central differencing169

scheme. The pressure-velocity coupling is solved with PISO–SIMPLE (PIMPLE), an algorithm that170

merges Pressure Implicit with Splitting of Operator algorithm (PISO) and a Semi-Implicit Method for171

Pressure-Linked Equations (SIMPLE) algorithm that allows the calculation of pressure on a mesh from172

velocity components by coupling the Navier–Stokes equations through iterations. The PIMPLE algorithm173

is composed of an implicit momentum predictor and several pressure–velocity correctors. The velocity and174

pressure are corrected in loops to ensure that the continuity equation is satisfied. This method also ensures175

an oscillation-free velocity field with an implicit treatment in line with the Rhie–Chow correction [29].176

The temporal resolution is dynamically adjusted through a variable time-stepping technique such that the177

Courant-Friedrich-Lewy (CFL) number was less than or equal to 0.5 at all times. The code is parallelized178

using the Message Passing Interface (MPI) protocol and the graph partitioning algorithm SCOTCH [30]179

was used to decompose the solution domain into the required number of sub-domains for parallel computing.180

The algorithm has been widely tested and accounts for the differing performances among processors.181

Since this algorithm reduces the number of processor boundaries, thus reducing the interconnect message182

passing, it results in higher performance. The simulations were carried out on MAGNUS, a Cray XC40183

supercomputing system located at the Pawsey Supercomputing Centre, Western Australia.184
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3 System development and validation185

The vibrating-wall jet-impingement system is assembled through the combination of a set of sub-systems.186

First, to establish the method of generating fully developed turbulent inflow boundary conditions, a187

turbulent pipe flow simulation is validated against the experiments of Toonder et al. [31]. Second, to188

establish the static-wall impinging jet configuration (SWJ), validation against the experiments of Cooper189

et al. [6] and other established works is performed. Finally, these elements are combined to create the190

computational model of the vibrating-wall jet-impingement configuration (VWJ).191

3.1 Inflow192

(a)

no-slip wall

inlet outlet

5D 3D

Recycling plane

D
x, U

y, V

z, W

(b)

−0.4 −0.2 0.0 0.2 0.4
r/D

0

5

10

15

20

25

U
+

present LES

Toonder & Nieuwstadt (1997)

Figure 1: (a) Schematic representation of the turbulent pipe flow geometry and the coordinate system used for the
simulations, and (b) mean velocity U+ as a function of r/D for a turbulent pipe flow. —–: present LES at ReD =
24 600; #: Toonder & Nieuwstadt [31] at ReD = 24 600.

In experiments, fully developed flows are commonly generated by having sufficiently long pipe lengths.193

To replicate this physical phenomenon in a computational model, it is customary to use data from the exit194

plane of a pipe flow simulation or a precomputed library technique to account for the velocity scales at the195

nozzle-exit at each time-step. It is necessary that the flow be invariant in the flow direction. However, this196

method requires two separate simulations and a re-run of any precursor pipe flow simulations for small197

changes when varying the inlet parameters of the jet-impingement simulation.198

In the present modelling, the inflow conditions are generated by a similar method except that it is199

performed simultaneously in a single simulation. Precursor calculations are performed at a recycle plane200

downstream of the pipe flow inlet, and transient data from this sample plane is fed back to the inlet at every201

time-step [32]. This method creates a fully developed turbulent velocity profile at the outflow of the pipe202

due to the flow loop, resembling an infinitely long pipe. However, this technique can be open to non-physical203

interactions between the recycle plane and the inlet and may introduce periodicity and streamwise repetition204

of flow features [33]. To evaluate this technique, LES of an incompressible fully developed turbulent pipe205

flow is carried out comparable to the experiments of Toonder and Nieuwstadt [31]. The Reynolds number206

based on the pipe diameter defined as ReD = UbD/ν was set to 24 600 and the corresponding Kármán207

number based on friction velocity is defined as R+ = uτR/ν is 690, where uτ = (τw/ρ)1/2, R is the pipe208

radius, τw is the wall shear stress and ρ the density.209

A schematic representation of the pipe flow geometry and the coordinate system used is shown in210

figure 1(a). The computation was performed on a finite volume mesh of 600 × 240 × 240 grid points along211

the x, y and z directions respectively where x is the axial flow direction, y the radial coordinate, and z the212

azimuthal coordinate. The mean velocity components (U , V , W ) and the fluctuating components (u, v, w)213

are solved based on the solution control described in §2.3. The superscript + represents quantities scaled214

by friction velocity uτ for velocity components and the viscous length scale δnu = ν/uτ for the distance.215

Previous experiments have reported the maximum wavelength of large-scale motions ranging from 4D to216
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8D (see [34], [35]) and several DNS studies utilized this range of domain length for their simulations (see217

[36], [37]). Accordingly, the domain length, L, of the pipe is 8D and the recycle plane was located at218

5D from the inlet. The mesh was refined close to the walls so that the non-dimensional wall distance,219

(1 − r)+ <1. No-slip boundary conditions were used on the walls, and a pressure outlet boundary was220

prescribed at the outlet. The results are time-averaged along the entire length of the domain and converted221

to a 2D plane by an azimuthal average.222
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Figure 2: (a) Mean velocity U+ as a function of (1− r)+. —–: present LES at ReD = 24 600; - - - -: U+ = (1− r)+;
#: Toonder & Nieuwstadt [31] at ReD = 24 600, and (b) mean velocity defect, [U(r = 0)− U ]/Ub as a function of
(1−r). —–: present LES at ReD = 24 600; #: Toonder & Nieuwstadt [31] at ReD = 24 600; +: Zagarola & Smits [38]
at ReD = 31 000; ×: Wu & Moin [36] at ReD = 44 000.
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Figure 3: (a) Axial and radial r.m.s velocity profiles as a function of (1− r)+ in the near-wall region.—–: present
LES at ReD = 24 600; #: Toonder & Nieuwstadt [31] at ReD = 24 600; ×: Wu & Moin [36] at ReD = 44 000, and
(b) axial and radial r.m.s velocity profiles as a function of radial coordinate (1− r). —–: present LES at ReD =
24 600; #: Toonder & Nieuwstadt [31] at ReD = 24 600; +: Lawn [39] at ReD = 38 000; ×: Wu & Moin [36] at
ReD = 44 000.

Figure 1(b) shows the mean axial velocity profile over the cross section of the pipe compared against223

the experiments of Toonder and Nieuwstadt [31]. A fully developed symmetric mean flow velocity profile is224

achieved and is in good agreement with the experimental data. Mean velocity statistics at the near-wall225

region as a function of wall units (1− r)+ is shown in figure 2(a). The resolution chosen for the simulation226

proves to be adequate as seen in the log-law profile for the mean axial velocity. The profile follows the law227

of the wall and accurately predicts the velocity within the viscous sub-layer ((1− r)+ < 5). Further into228

the buffer layer and the outer layer, excellent agreement is observed with the experimental data. To enable229
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comparison across a range of ReD and partially due to the invalidity of the universal velocity defect law,230

Wu & Moin [36] used the mean velocity defect, [U(r = 0)−U ]/Ub, normalized by the bulk velocity, Ub. The231

trend of the mean velocity defect for the outer layer is shown in figure 2(b). The velocity defect is high closer232

to the wall and gradually vanishes on moving towards the pipe axis. The results show excellent agreement233

with the experimental data of Toonder and Nieuwstadt [31](ReD = 24600), Zagarola & Smits [38](ReD =234

31 000), and the DNS of Wu & Moin [36](ReD = 44 000).235

The root-mean-square (r.m.s) values of the fluctuating components of velocity normalized by uτ , as236

a function of inner wall units (1 − r)+ are shown in figure 3(a). Good agreement is observed between237

the experimental data of Toonder and Nieuwstadt [31](ReD = 24 600), the DNS of Wu & Moin [36](ReD238

= 44 000) and the current LES. The computed values of the axial and radial fluctuations are predicted239

accurately using the present numerical framework. The peak values and the location of the fluctuations240

agree well with the previously mentioned studies (see [36], [37]). In figure 3(b), the turbulence intensities are241

shown across the outer unit (1− r), and compared with the experimental data sets of Nieuwstadt [31](ReD242

= 24 600) and Lawn [39](ReD = 38 000) along with the DNS of Wu & Moin [36](ReD = 44 000) for243

completeness. The axial fluctuation is marginally under predicted in the radial range of 0.2 < (1− r) <244

0.4 however, the radial fluctuation has very good agreement with the representative data across the entire245

range.246

(a) (b)

Figure 4: Visualization of the turbulent pipe flow at ReD = 24 600 over a constant x plane with contours of
(a) instantaneous velocity magnitude, |U| normalized by bulk velocity, Ub, and (b) instantaneous streamwise
vorticity (ωx).

To demonstrate that the flow structures are preserved, the instantaneous velocity and vorticity profiles247

in a cross-sectional plane of the pipe are visualized in figures 4(a) and (b) in which the contours of248

instantaneous velocity magnitude, |U| normalized by the bulk velocity, Ub along with the vorticity in the249

streamwise direction (ωx) are presented for the same location of the plane at the same instant in time. The250

characteristic mushroom-shaped bulges with lower fluid velocity appear closer to the wall and on moving251

closer to the pipe core, the structures of the fluid are more disordered and exhibit high momentum as252

expected. The vorticity profile shows more counter-rotating vortices closer to the pipe wall than at the253

pipe core as expected.254

Overall, the mean and instantaneous turbulent characteristics are in good agreement with the exper-255

imental data and the flow structures are well preserved. These results indicate that the computed LES256

of an incompressible turbulent flow in a smooth pipe at ReD = 24 600 with a recycled inflow boundary257

condition can be adopted to generate a fully developed turbulent inflow for simulations needing such inlet258

conditions without having to run redundant pipe flow simulations externally.259

3.2 Static-wall circular jet-impingement configuration (SWJ)260

The preceding turbulent inflow generation method is now used for the validation of an incompressible261

turbulent unconfined circular jet-impingement on a stationary wall with uniform heat flux. Large-eddy262

simulations are performed for a jet Reynolds number of Re = 23 000 with a nozzle-to-wall distance of 2D.263

The variables are chosen in order to replicate configurations from previous studies. Several experimental and264

numerical studies exist for the configuration mentioned above. The experimental measurements of Cooper265
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Figure 5: Schematic representation of the circular jet impingement configuration with the boundary conditions and
the coordinate system used for the simulations.

Grids
Pipe Impingement Domain Top Free Boundary

(2D < Ly < 9D, 0 < r < 0.5D) (0 < Ly < 2D, 0 < r < 10D) (2D < Ly < 3D, 0.5D < r < 10D)

Nr Ny Nθ Total Nr Ny Nθ Total Nr Ny Nθ Total

Grid-I 112 200 180 4× 106 309 136 180 7.5× 106 195 57 180 2× 106

Grid-II 147 200 260 7.6× 106 391 136 260 14× 106 240 25 260 1.5× 106

Grid-III 190 180 640 22× 106 354 150 640 34× 106 260 25 640 4.1× 106

Table 1: Grid parameters for the computational domain.

et al.[6] are used as a reference. The experiments of Tummers et al. [18], Geers et al. [40], Baughn and266

Shimizu [9] and, Yan and Saniei [10] are also presented alongside the current LES results for comparison.267

A schematic of the flow configuration is presented in figure 5. The solution domain is a collocated grid268

system with Cartesian coordinates, X = (x, y, z); with 0 as the origin at the center of the domain Ω, where269

Ω = [0, r] × [0, Ly] with Ly = 9D and the radius, r = 10D. The instantaneous velocity components are270

denoted u = (u, v, w) and the mean velocity components are denoted by U = (U, V,W ). In the (x, y)-plane,271

the radial direction r =
√
x2 + z2 is given by x (at azimuthal direction, z = 0) and the azimuthal angle272

θ = arctan(x/z). The Reynolds number based on the jet-nozzle diameter D, bulk velocity Vb, and the273

kinematic viscosity ν is given as Re = Vb D/ν = 23 000. The accuracy of LES tends to a DNS with274

increasing spatial resolution and reducing filter width. We, therefore, investigate the acceptable levels of275

mesh resolution for the current configuration.276

At the inlet, fully-developed turbulent flow is generated by the recycle plane at an upstream distance277

of 1D from the nozzle-exit. At the impingement wall, y = 0, a Dirichlet (no-slip) boundary condition is278

applied hence U(x, y = 0, z, t) = 0. For pressure, a Neumann boundary condition is used which implies279

∂p/∂y = (x, y = 0, z) = 0 and a uniform heat-flux boundary condition is applied at the wall for temperature.280

On the bounding sides of the domain (i.e., r/D = ±10, and y/D = Ly/3), a mixed boundary condition is281

applied for velocity where U is evaluated from the flux when the pressure is known. With this boundary282

condition, for an inbound flow, the velocity is obtained using the flux from the first adjacent cell of the283

boundary and for outward flow, a zero-gradient is applied. A Dirichlet boundary condition is applied for284

pressure at the outlets, using the reference pressure of the flow field, p0 = p + 0.5|U |2, where p0 is the285

stagnation pressure, and p is the static pressure at the boundary and is dependent upon U. Turbulence286

statistics are averaged in space and time after ten flow cycles where one flow cycle means that a fluid287

particle has travelled through the axial and radial dimensions i.e. 9D + 10D at the bulk velocity, Vb.288

The statistical averaging continues for 30 flow cycles. The entire domain was initialized with a converged289

Reynolds-averaged Navier–Stokes (RANS) simulation.290

Three grids are considered for the sensitivity analysis for which the grid parameters are given in Table291

1. All three grids were discretised with hexahedral control volumes and were generated with the native292
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Figure 6: Plane and top view of the mesh segments showing critical zones (a)-(d), where zone (a) represents the
pipe centreline, (b) the pipe near-wall, (c) the periphery of the nozzle-exit, and (d) the near-wall of the domain
respectively.

OpenFOAM mesh utility, ‘blockMesh’. The ‘blockMesh’ utility uses a separate dictionary to divide the293

domain into one or more hexahedral blocks and the vertices and edges can be modified based on the294

requirement. The present computational domain is chiefly divided into three blocks, namely the pipe,295

the impingement domain, and the top boundary. Since the number of cells varies among these blocks,296

they are listed individually and allow for a realistic comparison with other jet-impingement computational297

set-ups which tend to use inflow without a fully developed pipe, or the top open boundary replaced with298

confinement. Grid-I was the coarsest mesh used with a total of 13.5× 106 cells. The grid had 180 cells in299

the azimuthal direction. However, this was not sufficient to predict the mean-flow characteristics accurately.300

Grid-II was generated with approximately twice the number of cells of Grid-I, clustering cells in both the301

radial and azimuthal directions. Although the fluid-flow results improved substantially, the Nusselt number302

data were under-predicted indicating the need for increased resolution in the azimuthal direction. Grid-III303

was generated with three times the number of cells in the azimuthal direction as compared to Grid-II with304

60 × 106 cells. The results obtained with these grids are discussed in §3.3.1 to §3.3.3305

A plane view of the grid (Grid-III) is shown in figure 6 with crucial zones identified within the domain306

as (a) to (d). Zone (a) in the domain refers to the pipe centreline (0 < r < 0.3D, 0 < Ly < 9D) where care307

was taken to cluster the cells from the inlet to the stagnation zone. The circular shape of the domain was308

discretised with a ‘butterfly’ mesh topology that is based on a square outline at the centre and is gradually309

modified into the circular shape. A geometric expansion ratio of the mesh was maintained below 1.2 for the310

mesh to expand smoothly in the radial direction in the critical areas of interest. Zone (b) is the region close311

to the pipe/nozzle wall region (0.3 < r < 0.5D, 0 < Ly < 9D) where the mesh was finely graded from the312

nozzle wall towards the axis centreline. It is critical to have a fine mesh in this area to resolve the near-wall313

statistics of the inflow such as axial-and the wall-normal components of fluctuations which directly influence314

the impingement-wall heat-transfer. Zone (c) is the region (1.75D < Ly < 2.2D) immediately at the nozzle315

exit, arrayed with cells and graded with a finer mesh so that the instabilities generated due to the shear316

and sudden expansion of the fluid upon exit are captured effectively. These small-scale phenomena on317

traversing axially downward, grow and expand radially upon impingement causing crucial changes to the318

wall heat-transfer. Finally, in Zone (d), which is the near-wall region, the cells are configured in uniform319

annular layers and graded such that maximum y+wall ≈ 1.0 which is within the viscous sub-layer. The320

majority of the cells were arrayed within the region 0 < Ly < 1D and −4D < r < 4D so as to resolve the321

shear layer development. All the grids are discretised with hexahedral control volumes.322

Pope [41] suggested that 80% of the energy must be resolved everywhere for LES with near-wall323

resolution. To assess the resolved kinetic energy in the domain, the current LESs are analysed based on the324

quality index proposed by Celik et al.[42] for which the filter length is implicitly related to the grid cell size325

and with second-order accuracy in time and space and can be independent of experimental or DNS data.326

The test for the quality index is based on the use of turbulent kinetic energy resolved (kres) versus the327
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Figure 7: Map of resolvedness in the computational domain for Grid-II and Grid-III.

total turbulent kinetic energy (ktot). Thus, the quality index or the resolvedness can be defined as,328

LES IQ =
kres

ktot
=

kres

kres + kSGS
(7)

where kres = 1
2 (u′2 + v′2 + w′2). The contour plot of the LES quality index or the resolvedness for Grids-II329

and III are shown in figure 7. It can be seen that in general, the critical zones of the domain are well330

resolved and greater than 90% for Grid-III. However, for Grid-II, some regions are marginally under-resolved.331

The first region of interest is the region around the nozzle exit (Zone (c)). It can be seen that in the332

immediate vicinity of the nozzle exit, there is a region of under resolvedness. The quality index in this333

region drops to well below 75%. This is due to the fact that there is a sudden expansion in the flow which334

induces substantial dissipation near the nozzle exit region; Grid-II is not refined enough at the nozzle-exit335

to represent this phenomenon. Grid-III does not show any such anomalies within the domain and the336

grid is sufficiently resolved since this region is complemented by a local refinement in the mesh. The337

region experiences a sharp gradient in the flow. Because of the development of the radial wall jet and the338

Kelvin-Helmholtz instabilities formed due to the shear layer, the prediction of the turbulent kinetic energy339

though within acceptable range, requires a mesh close to the Kolmogorov microscales to resolve the finest340

scales. However, the simulation, in general, has a high quality index throughout the domain indicating341

good resolution in the quality of the results.342

3.3 Results (Static-wall circular jet-impingement configuration)343

3.3.1 Instantaneous and mean flow statistics344

Figure 8(a) shows the base flow of the jet via contours of the instantaneous velocity magnitude normalized345

by bulk velocity, Vb for ReD = 23 000. The flow exits the nozzle from the top of the figure and develops346

as a free-jet creating a shear layer with the quiescent fluid. The flow travels downstream (towards the347

static-wall) forming a free-jet and is seen to impinge on the wall creating a high pressure stagnation region.348

Upon impingement, the free-jet deflects and spreads radially as a wall-jet increasing the boundary layer349

thickness. Deceleration of the velocity field is seen on moving downstream from the stagnation region.350

Figure 8(b) shows the magnitude of instantaneous pressure field in the domain. Low-pressure regions351

within the shear-layer indicating the eddy roll-up are seen to travel axially downward and deflect radially352

upon impingement. A local high-pressure region is seen at the stagnation region due to impingement. The353

interplay with the stationary fluid is visualized through the instantaneous magnitude of vorticity, (ωiωi)
0.5

354

in figure 8(c) where the jet upon exit starts to develop vortices of Kelvin-Helmholtz type due to interactions355

with the stagnant fluid shown as horizontal planes at varying locations in the free-jet. In the vicinity of the356

jet exit (y/D = 1.95), the vortex ring is slim and does not show any distinct vortical features. However, on357

travelling axially downward, the vortex ring develops instabilities upon interaction with the quiescent fluid.358

The ‘vortical nests’ as referred to by Hadžiabdić and Hanjalić [20] are seen to increase with the increase in359

axial distance from the jet-exit. It is essential that the ring vortex is captured effectively because these360

vortical structures travelling axially downward, tend to grow by stretching and eventually break down361

before impinging on the surface at different time instants creating multiple local hot-spots of increased heat362

transfer. All the contours presented above are for the same instant in time for Grid-III.363

The isosurfaces of the Q-criterion are shown in figure 9 in which the Q-criterion is coloured by the364

distance from the impingement wall. The isosurfaces suggest that the slender small-scale structures are365
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(a)
(b)

(c)

Figure 8: Visualization of circular jet impingement at ReD =23 000 over a constant z plane with contours of
(a) instantaneous velocity magnitude, |U|, normalized by bulk velocity, Vb, (b) instantaneous pressure field, and
(c) Instantaneous total vorticity magnitude, (ωiωi)

0.5 in four horizontal planes (y/D = 1.95, 1.5, 1.25 and 1.0) in the
free jet zone.(Note: ‘y’ is measured from the impingement plane.)

(a)

(b)

Figure 9: Isosurfaces of the Q-criterion (Q = 30V 2
b /D

2) for the subdomain 4D × 2D × 4D with the colours
corresponding to the distance y/D from the impingement wall (blue - y/D = 0 and red - y/D = 0.3), (a) Perspective
view, and in (b) Top view
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captured efficiently and are oriented along the radial direction. It shows the presence of large-scale structures366

close to the stagnation region. The small-scale arrangement is also seen in the immediate vicinity of the367

jets which tend to form the braid regions along the shear layer of the jet. The toroidal organisation of the368

flow is also visible.369
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Figure 10: Development of mean velocity profile in the near-wall region at (a) r/D = 1.0 (b) r/D = 1.5 (c) r/D =
2.0 (d) r/D = 2.5. —–: present LES at ReD = 23 000 using Grid-III; - - - - -: present LES at ReD = 23 000 using
Grid-II;− · − · −: present LES at ReD = 23 000 using Grid-I; #: Cooper at al. [6] at ReD = 23 000; �: Tummers et
al. [18] at ReD = 23 000.

The development of the mean velocity magnitude profile normal to the wall for the results of figure 8 is370

shown in figure 10. The mean velocity is normalized by the bulk velocity, Vb, and the vertical distance, y, is371

normalized by the jet nozzle diameter, D. The results presented for the SWJ are averaged in time and the372

azimuthal direction. The data is compared with the experiments of Cooper et al. [6] and Tummers et al. [18].373

The experiments of Cooper et al. [6] were carried out with hot-wire anemometry with an experimental374

uncertainty of ±2 % for the bulk velocity Vb. The results of the present simulation are in good agreement375

with these experimental works. The spatial development of the wall-jet is seen as the mean flow reaches a376

maximum between r/D = 1 to 1.5 and then begins to decelerate on developing into the wall-jet region377

losing its momentum on radial spreading. The results of Grid-II at r/D = 1 are almost identical to those of378

Grid-III. However, on moving radially downstream from the stagnation region (r/D > 1), the importance379

of radial resolution is evident through a poor agreement with Grid-I compared with the reference data380

set. Grid-III gives better agreement with the experiments compared to Grid-I and II particularly in the381

near-wall (y/D < 0.1) region due to the higher spatial resolution of the mesh. For y/D > 0.8, the mean382

velocity remains largely unaffected since the shear layer has a weak influence on the centre of the jet.383

3.3.2 Second-order turbulence statistics384

The distribution of the radial r.m.s velocity normalized by the bulk velocity, Vb is shown in figure 11(a).385

The LES predictions are compared to the experimental work of Cooper et al. [6] along with the LES of386

Hallqvist [43] (ReD = 20 000) within the shear layer. The present levels of urms are in good agreement.387

Peak values of urms are seen at the radial distance r/D = 1.5 to 2.2. This location of the urms peak is388

identical to the peak-value location of the turbulent kinetic energy shown in figure 11(b). The near-wall389

fluctuations of the simulation are in agreement with experimental measurements. The values of urms390

increase from r/D = 0.5 owing to the acceleration of the flow in the wall-jet region. In the vicinity of the391
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Figure 11: (a) Development of root mean square radial velocities in the near-wall region. —–: present LES at ReD
= 23 000 using Grid-III; - - - -: Halqvist [43] at ReD = 20 000; #: Cooper et al. [6] at ReD = 23 000 (b) development
of turbulent kinetic energy profiles in the near-wall region. —–: present LES at ReD = 23 000 using Grid-III; - - - -:
Hadžiabdić and Hanjalić [20] at ReD = 20 000; #: Cooper et al. [6] at ReD = 23 000, (c) production of turbulence
kinetic energy at different radial locations for the SWJ compared with the LES of Hadžiabdić and Hanjalić (dashed
lines) at r/D = 1.5, and (d) turbulent shear stress uv at different radial locations. lines: present LES at ReD =
23 000 using Grid-III; symbols: Cooper et al. [6] at ReD = 23 000, and (e) wall-normal root mean square velocity
profiles. —–: present LES at ReD = 23 000 using Grid-III; #: Cooper et al. [6]; 4: Tummers et al. [18] at ReD =
23 000; �: Geers et al. [40] at ReD = 23 000. 13



wall, the viscous dissipation reduces the levels of urms and as the radial distance increases, the fluctuations392

decrease further due to the wall blocking effect.393

The evolution of turbulent kinetic energy normalized by the square of the bulk velocity, Vb along the394

radial direction is shown in figure 11(b). The results are compared with the experimental work of Cooper395

et al. [6] and the numerical work of Hadžiabdić and Hanjalić [20] (ReD = 20 000) within the shear layer.396

Good agreement is observed with both these experimental and numerical studies. The acceleration region397

where the turbulent kinetic energy attains a peak value in the wall-jet region is from r/D = 1.5 through to398

r/D = 2.2. This increase of the turbulent kinetic energy in the wall-jet region is due to the high shear and399

rapid acceleration of the flow due to strong streamline curvature. This peak in the turbulent kinetic energy400

matches the numerical findings of Uddin et al. [19] and experimental findings of Lytle and Webb [44] who401

linked this increased turbulent kinetic energy to the formation of the secondary Nu peak. Double peaks402

are observed in the region 1.5 < r/D < 2.0, but the peak values are marginally higher compared to those403

obtained by Hadžiabdić and Hanjalić [20]. To complement the analysis of the turbulent kinetic energy, the404

budgets of turbulent kinetic energy have been analysed. Figure 11(c) shows the turbulence production405

(Pk = −u′iu′j∂ui/∂xj) along the radial direction for the static wall configuration. In the stagnation region,406

negative production of turbulence kinetic energy was observed by previous experiments [see [45], [40]] and407

numerical studies [see [46], [20]] indicating the energy transfer back to the mean field from the turbulent408

field. This has also been confirmed in the present investigation (see figure R 5) for the static-wall case.409

For comparison, the LES data of Hadžiabdić and Hanjalić is plotted at r/D = 1.5 where the maximum410

turbulence kinetic energy is observed. Good agreement is observed and the characteristic twin peaks are411

reproduced.412

Figure 11(d) shows the turbulent shear stress profiles of the SWJ normalized by the square of the413

maximum radial velocity, Um in the wall-jet. The LES predictions are compared to the measurements414

of Cooper et al. [6]. The results compare well with the prediction of the level of shear stresses. The415

negative maximum shear stress values obtained are consistent with the values obtained by Hadžiabdić416

and Hanjalić [20]. With increasing radial distance, the value of the negative shear stress tends to increase.417

Hadžiabdić and Hanjalić observed that the maximum wall-jet velocity was not proportional to the minimum418

shear stress value. This is also seen in the present work, for example, at r/D = 2.5 the shear stress value is419

higher compared to r/D = 1.0 but the wall-jet velocity gradient is lower compared to that at r/D = 1.0.420

Due to the turbulent pipe flow boundary condition at the inlet, the wall jet region remains turbulent in all421

radial positions, and no relaminarisation or transition to turbulence occurs.422

The profiles of wall-normal velocity fluctuations of the SWJ normalized by the bulk velocity are shown423

in Figure 11(e). The present LES results are compared with the experiments of Cooper et al. [6], Tummers424

et al. [18] and Geers et al. [40]. The good correspondence with the experiments is reflected by the accurate425

predictions of the impingement-wall heat-transfer discussed in the following section.426

3.3.3 Heat-transfer characteristics427
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Figure 12: Time-averaged and normalized Nusselt number, Nu/Re2/3 on the impingement wall as a function of
radial distance r/D. —–: present LES at ReD = 23 000 using Grid-III; - - - - -: present LES at ReD = 23 000 using
Grid-II;− · − · −: present LES at ReD = 23 000 using Grid-I; #: Baughn & Shimizu [9] at ReD = 23 750; �: Lee &
Lee [47] at ReD = 20 000; 4: Yan and Saniei. [10] at ReD = 23 340.
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The time and azimuthal averaged Nu predicted from the current LES is presented here. Normalization428

of Nu by Re2/3 was proposed by Martin [1] to remove the influence of Reynolds number. This normalization429

has been used in the current work to enable direct comparison of diverse data sets. Works that have430

previously adopted this normalization include Uddin et al. [19] and Dairay et al. [16]. The experimental431

work of Lee and Lee [47] for ReD = 20 000 is also compared with the present LES.432

Figure 12 shows the normalized Nu variation across the radial length of the impingement-wall. The433

present results agree with the previous experimental works. Grid-I substantially under predicts the value434

of Nu beyond r/D > 1.5 with the secondary Nu peak being clearly absent. Increased azimuthal and435

radial resolution (Grid-II) resulted in a significant improvement in the prediction of the Nu number436

profile. However, the secondary peak was significantly under-predicted with only a modest hint of the437

peak at r/D = 2.1. Grid-III has the best agreement predicting both the primary and secondary Nu peaks.438

The local minimum is observed at r/D ≈ 1.5 and a secondary peak at r/D ≈ 2.0 consistent with the439

earlier observations in literature for similar configurations. For r/D > 2.0, the Nusselt number decreases440

monotonically.441

(a)

(b)

Figure 13: (a) Contours of thermal boundary layer thickness factor δ αT in the near-wall region; —–: present LES at
ReD = 23 000; - - - -: laminar DNS data of Rohlfs et al. [17] at ReD = 1804, h/D = 4.5, and (b) visualization of
the jet-impingement wall at ReD = 23 000 with contours of instantaneous Nusselt number.

To visualize the near-wall thermal behaviour, a thermal boundary layer thickness factor denoted δ αT is442

used as the thickness at which the fluid temperature near-wall attains a certain fraction of the characteristic443

local temperature difference as described by Rohlfs et al. [17]. The definition of α is given as444

α =
Tw(r)− Tf (r, y)

Tw(r)− Tref
(8)

where Tw is the impingement-wall temperature, Tf is the fluid temperature and Tref is the reference445

temperature. The levels of δ αT are shown in figure 13(a). The thermal boundary layer thickness is relatively446

thin when compared to a laminar jet (see Rohlfs et al. [17]) which is evident since the momentum of447

the fluid in the present case is higher, causing higher advection and thereby restricting the growth of the448

thermal boundary layer. A local thinning of the boundary layer is observed between r/D = 1.0 to 1.5449

where the local acceleration of the fluid has also been observed to be a maximum. Beyond r/D = 1.75,450

the boundary layer begins to develop. The instantaneous distribution of the Nusselt number is shown in451

figure 13(b). The maximum normalized Nu is found in the stagnation region and the ‘hot’, and ‘cold’ spots452

are visualized side by side along the radial wall-jet region as proposed by Uddin et al. [19]. These could453

be appearing due to the local unsteady flow separation and reattachment resulting in the increase and454

decrease of local temperatures.455

Overall, the dynamics under jet-impingement, both fluid flow and heat transfer characteristics are456

satisfactorily reproduced by comparison with representative experimental and numerical studies. The LES457

results from the analysed configuration agree favourably and are deemed suitable for capturing the flow458

features of the impinging-jet.459
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4 Vibrating-wall circular jet-impingement configuration (VWJ)460
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Figure 14: Schematic representation of the baseline vibrating-wall circular jet impingement configuration along with
the boundary conditions and the coordinate system used for the simulations.

The baseline simulation of a turbulent vibrating-wall circular jet-impingement configuration is now461

presented. A schematic representation of the configuration along with the boundary conditions is shown in462

figure 14. The following investigations of the baseline vibrating-wall circular jet-impingement configuration463

are for a ReD of 23 000 with a mean nozzle-to-wall distance of 1.75D with the wall motion within the464

region of 0 ≤ y/D ≤ 0.5 with y/D = 2 at the nozzle-exit and a vibration frequency of 100 Hz.465

Grid-III, the configuration that produced accurate results in the grid-sensitivity study of the static-wall466

jet-impingement is employed herein with relevant changes to the boundary conditions to accommodate467

mesh motion. The code was modified so that Equations 1, 2, 6 coupled with the mesh displacement468

equation (Equation 9), are solved concurrently. For the present cases, the mesh points are explicitly469

specified through the mesh displacement equation. The motion of the impingement wall is defined by,470

∆S = A sin(ωt) (9)

where ω = 2π/T is the angular frequency, A, the displacement amplitude and T the time period of vibration.471

The predefined mesh motion is prescribed by a moving wall boundary condition implemented as a Dirichlet472

boundary condition. This boundary condition adjusts the flux due to mesh motion. The total flux, φ,473

through the moving wall is maintained at zero by updating the wall-normal velocity component to the474

corresponding mesh motion. Additionally, the motion velocity is calculated from the volume swept by475

a face in motion. In the present moving boundary method, the mesh undergoes deformation without476

undergoing a change in the number and connectivity of the hexahedral control volumes. The control477

volumes essentially expand and contract to achieve the enforced amplitude of mesh deformation[48]. The478

mesh motion is achieved by direct displacement of the nodes supporting the mesh while preserving the479

mesh quality. The coordinate system followed is similar to that of the SWJ in §3.2. It is important that the480

mesh at its fully expanded state before compression has a sufficiently high spatial resolution to capture the481

associated turbulent length scales to bound the local cell Reynolds number. As a result, the mesh at the482

completely compressed phase leads to tight constraints on the time-step. Accordingly, the mesh movement483

was restricted to between y/D = 0 and 0.5 with 0.25D as the amplitude. All the boundary conditions are484

similar to that of the SWJ, excluding those of the impingement wall. The wall is set as a moving boundary485

with a constant heat flux condition for temperature. The amplitude to nozzle-to-wall distance ratio, ζ is486

0.14. The simulations are initialized with the LES of the SWJ from §3.2.487

4.1 Results (Vibrating-wall circular jet-impingement configuration)488

4.1.1 Fluid dynamics489

Before analysing the unsteady flow features, it is useful to have an insight to the overall flow field within490

the domain as a result of the impingement-wall vibration. The flow dynamics experience change compared491

to the conventional flow regimes of a SWJ, due to the periodic mechanical interaction of the wall with the492

16



free-jet at varying nozzle-to-wall distances. Figure 15(a) shows the time-mean and phase-averaged results of493

the SWJ and the VWJ, compared at different axial distances from the nozzle-exit along the radial direction.494
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Figure 15: (a) Time-mean (SWJ) and phase-averaged (VWJ) velocity magnitude, |U| normalized by the bulk
velocity Vb as a function of radial distance r/D at axial locations, y/D = 1.98, 1 and near-wall. —–: present LES
result of the VWJ at ReD = 23 000; - - - -: present LES result of the SWJ at ReD = 23 000, and (b) wall pressure
as a function of radial location. —–: present LES result of the VWJ during upward movement of the wall; - - - -:
during downward movement of the wall; solid line with symbols: Static wall case.

In figure 15(a), the impingement-wall of the VWJ is at its maximum positive displacement, having495

moved to y/D = 0.5 from 0. The normalized time-mean and phase-averaged velocity profiles close to the496

nozzle-exit closely overlap each other, which shows that in regions close to the nozzle-exit (y/D = 1.98),497

the impact of wall motion for the VWJ is negligible. However, on closer inspection, a short spike at r/D =498

0.5 is observed for the VWJ which is at the nozzle boundary edge where the fluid is in contact with the499

quiescent fluid domain and, as a consequence of the wall motion, the pressure imparted affects the fluid500

immediately upon exit. On moving further downstream of the nozzle-exit, at y/D = 1, the effect of the501

positive displacement of the wall is observed as a marked increase in the mean velocity. Additionally, there502

is a translocation in the curve of the VWJ ≈ 0.2D indicating that the free-jet at y/D = 1 has expanded in503

the radial direction. At the near-wall region, the increased velocity is seen until about 1D however, the504

velocity of the VWJ decays faster than its static-wall counterpart.505

Figure 15(b) shows the pressure profiles on the wall for the static and vibrating wall cases at different506

phases of wall motion. The typical Gaussian profile is retained for the static wall case. Due to high static507

pressure in the stagnation region, the favourable pressure gradient drives the flow in the radial direction508

leading to the formation of the wall-jet. However, for the vibrating case, this characteristic Gaussian profile509

is altered due to the wall motion. Due to the sinusoidal variation in the movement of the impingement510

surface, a wider spread in the pressure distribution is seen. During the upward movement of the wall (φ =511

0/8, 1/8, 2/8), the gradient is high in the stagnation region meaning the velocity is substantially higher in512

the stagnation region compared to the rest of the domain. The increased shear and velocity are seen until513

about r/D = 4.5 and then the gradient gradually decreases which is seen as a decrease in the velocity of514

the wall-jet beyond the stagnation zone. During the downward movement of the wall (φ = 3/8, 4/8, 5/8,515

6/8), the gradient is higher beyond the stagnation zone where velocity increase is observed.516

Figures 15(a) and (b) clearly indicate that the impingement-wall vibration has an impact on the mean517

flow field, and thus requires a more detailed analysis. Phase-averaged/ensemble-averaged information along518

the required phases of the sinusoidal impingement-wall motion is useful in giving a general insight into519

the flow field. Therefore, the frequencies of the system need to be analysed since it is necessary to choose520

the right time scales for observation and ensemble-averaging in a system undergoing periodic change. The521

frequency characteristics of a system are represented by the Strouhal number defined as St = fL/U , where522

L and U are the length and velocity scales respectively. However, the choice of the length scale is not523

straight forward since it varies due to the induced vibration. The dimensionless parameter F = fA/Vb,524

which is a modification of the Strouhal number is used following Wen [5] which relates the vibrational525

frequency, f and the amplitude of vibration, A.526
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Figure 16: (a) Schematic representation of the domain in x-y and x-z planes showing the location of the diagnostic
points used for recording velocity signals, and (b) power spectral density as a function of dimensionless parameter
F for the recorded instantaneous velocity signals in the domain. - - - -: Point-1; − · − · −: Point-2; —–: Point-3.

The intrinsic time scales of the observation or ensemble-averaging have to be less than or equal to the527

time scales of flow. In the present configuration, the observed frequency of the flow field fjet has to be lower528

than or equal to the wall vibration frequency, f , to enable the use of the period of wall vibration as the529

preferred time scale of observation. Diagnostic points were placed at different locations in the domain of530

the VWJ as shown in figure 16(a) to acquire instantaneous velocity signals at every time-step. Point–1 (P1)531

was located close to the nozzle-exit (at y/D = 1.98 and r/D = 0) to verify whether the wall vibration532

influences close to the inlet, Point–2 (P2) was located in the shear layer (at y/D = 1.0 and r/D = 1.0) and533

Point–3 (P3) was located further away from the stagnation region (at y/D = 1.0 and r/D = 4.0) and into534

the wall-jet.535

The power spectral density of the acquired signals are plotted against the dimensionless parameter F in536

figure 16(b). All the digitized points exhibit a peak at F = 0.049 that correspond to a frequency of 100 Hz.537

Since the applied frequency of wall-vibration (f = 100 Hz) is the dominant frequency in the flow field, the538

vibrational time scale is preferred for the ensemble-averaging. Data acquisition is performed for 8 phases or539

wall positions in one period of vibration. The phase-averaging is carried out for typically over 15 periods of540

wall-vibration. The phase-averaged results are presented as phases, φ = 0/8 through 7/8.541

4.1.2 Phase-averaged statistics542

The phase-averaged statistics are presented for all the phases (φ = 0 – 7/8) of the impingement-wall motion.543

The phase, φ = 0/8 corresponds to the impingement-wall position at y/D = 0.25, displaces vertically544

upward attaining the maximum positive displacement at φ = 2/8 (y/D = 0.5). The impingement-wall545

descends through phases, φ = 3/8, 4/8 and 5/8 before reaching the phase, φ = 6/8 corresponding to the546

maximum negative displacement (y/D = 0). At φ = 6/8, the VWJ resembles the configuration of the SWJ547

having a similar nozzle-to-wall spacing of 2D. Thus, the comparisons with the SWJ are made for this phase548

alone, and the SWJ results are indicated by dashed lines if presented. The individual phase is indicated549

at the top of each sub-plot and a marker showing the position of the impingement-wall on one vibration550

period is also shown.551

The profiles of phase-averaged mean centreline (r/D = 0) axial velocity normalized by the bulk velocity552

is shown in figure 17(a). During the positive displacement of the wall, a negative velocity is seen close to553

the impingement-wall, unlike the SWJ due to the moving wall contacting the potential jet core. Though the554

jet core is not likely to be completely formed under the present condition where the nozzle-to-wall spacing555

is less than 2D, and induced wall motion shortening the potential core length even further, the centreline556
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Figure 17: (a) Phase-averaged mean axial velocity V normalized by the bulk velocity Vb at r/D = 0 for phases φ =
0/8 through 7/8. —–: present LES result of the VWJ at ReD = 23 000; - - - -: present LES result of the SWJ at
ReD = 23 000;  : location of the impingement wall in a period of vibration, and (b) visualization of instantaneous
near-wall velocity vectors for the present LES of the VWJ at ReD = 23 000 and at phase, φ = 1/8, showing reverse
flow at y/D ≈ 0.45-0.55.

axial velocity is clearly affected causing a change in the point of inflection. Since the distance required for557

the jet core to develop is restricted, all the momentum from the jet is imparted to the wall. This can be558

seen in the velocity vectors as shown in figure 17(b). The map of velocity vectors in the stagnation region559

is shown for the VWJ at φ = 1/8 where the vectors are convected away radially and axially from the wall.560

Reverse flow is seen up to axial distance of y/D = 0.55D for the region between r/D ± 0.1.561

As the impingement wall traverses vertically to the maximum positive displacement at phase, φ =562

2/8, the change in the point of inflection on the mean axial velocity curve disappears as no further energy563

from the wall is imparted into the free-jet. When the impingement wall descends (φ = 3/8, 4/8, 5/8),564

the curvature is retained back to the conventional shape. This reappears at phase, φ = 7/8 since the565

impingement wall begins to displace positively again. This interactive effect is greatest in the jet core566

where the maximum opposition to the jet occurs. Moving radially downstream from the stagnation region567

(> r/D ≈ 0.5), this collision effect disappears as seen in figure 18.568

The fluid accelerates after impingement and spreads radially leading to the formation of the wall-jet. At569

r/D = 1, the wall-jet has its maximum speed in the near-wall region during the positive displacement of570

the impingement wall as shown in figure 18. However, due to viscous effects, there is a phase lag, and the571

maximum velocity occurs at φ = 3/8 as opposed to φ = 2/8. The maximum velocity then decreases upon572

the descent of the wall owing to mass conservation. It is interesting to note that the velocity magnitude for573

the SWJ is higher than that of the VWJ. This is because the point of comparison is made at the lowest574

point of the vibrating impingement-wall stroke. Instead of the mean position, y/D = 0.25, the maximum575

speed of the SWJ lies between the values for the upstream and downstream strokes. The high local velocity576

created at the beginning of the wall-jet gains no further momentum and starts to decay as the wall descends.577

The time scales of the vibration are much higher compared to the flow time scales, thus, the generated high578

velocity of the wall-jet is seen to reduce as the impingement-wall approaches its lowest point, at y/D = 0.579

The above holds until the radial distance of r/D = 2.0 (figure 18b). The phenomenon of velocity580

increase upon ascent and decrease or compensation during descent is altered on moving radially downstream581

into the wall-jet region. The maximum velocity in the wall-jet now occurs when φ = 5/8 at r/D = 2.0582

and when φ = 6/8 at r/D = 2.5. The increased local acceleration of the fluid from r/D < 1 is realized at583

different phases of the wall motion at differing radial locations. At r/D = 2.5 (figure 18c), the velocity of584

the VWJ (φ = 6/8) is higher compared to the SWJ. Because of the variation in the time scales, the effect585

or the decay of the increased local acceleration is observed after the wall begins to descend, thus creating a586

higher wall-jet velocity at distances beyond r/D = 2.0 (figure 18c). However, the maximum velocity for587

both the SWJ and VWJ are at the radial location r/D = 1.588

The phase-averaged r.m.s of the radial velocity fluctuations at r/D = 1.5 and 2.5 are presented in589
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Figure 18: Phase-averaged mean radial velocity U normalized by the bulk velocity Vb at (a) r/D = 1.0 , (b) r/D =
2.0, and (c) r/D = 2.5 for phases φ = 0/8 through 7/8. —–: present LES result of the VWJ at ReD = 23 000;
- - - -: present LES result of the SWJ at ReD = 23 000;  : location of the impingement wall in a period of vibration.
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Figure 19: Root mean square of radial velocity urms normalized by the bulk velocity Vb (a) at r/D = 1.5 (b) at
r/D = 2.5 for phases φ = 0/8 through 7/8. —–: present LES result of the VWJ at ReD = 23 000; - - - -: present
LES result of the SWJ at ReD = 23 000;  : location of the impingement wall in a period of vibration.
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figure 19 (a) and (b) respectively. The radial urms values exhibit the influence of wall motion very strikingly590

with an increase in the level of r.m.s velocities across the wall-normal direction. This increase is even591

noticeable on moving radially downstream from the stagnation region. The effect of wall motion influences592

the velocity fluctuations in the axial direction beyond 0.4D from the wall that is not seen in the case593

of a SWJ. These increased radial fluctuation levels characterize the unsteadiness brought about by the594

meandering jet as a result of wall motion. The characteristic double peaks seen in the SWJ are no longer595

observed in the VWJ.596
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Figure 20: Production of Turbulence kinetic energy at different radial locations during phases of wall motion (a) φ
= 2/8 (b) φ = 4/8 (c) φ = 5/8 and, (d) φ = 6/8 compared with the present LES of static wall case (dashed line

with open symbols).

The turbulence production is shown for phases φ = 2/8, 4/8, 5/8 and 6/8 in figure 20. The results are597

compared with the static wall case results at the same radial locations. The acceleration and deceleration598

of the wall-jet reflected as an increase and decrease in the turbulence production is seen. The maximum599

turbulence production is almost twice that of the static wall case at r/D = 1.5 (at φ = 4/8) while the600

near wall peak becomes even stronger in the vibrating case. This is due to the high shear caused by the601

flow, and the moving wall adds energy to the mean flow. It is also interesting to note that this maximum602

appears at the same radial location for both static and vibrating cases. The viscous diffusion term (Dk)603

was very low and did not undergo any significant changes; hence this data is not included.604
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4.1.3 Vortical structures and heat transfer605

The thermal signatures on the impingement wall are discussed using Nusselt number profiles. The606

phase-averaged Nusselt number, Nuφ is given as,607

Nuφ =

∫ t

0

1

∆t
Nu(φ, t)dt (10)

where φ represents the phase of the wall motion for which averaging was performed. The time-averaged608

Nusselt number, Nuavg is derived to quantify the total effect of the impingement wall vibration on heat609

transfer and hence averaged over all the phases and is given as,610

Nuavg =

∫ φ

0

1

∆φ

∫ t

0

Nu(φ, t)dtdφ (11)
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Figure 21: (a) Phase-averaged Nusselt number Nuφ on the impingement wall of the VWJ as a function of radial
distance r/D for phases, φ = 0/8 through 7/8. · · · :φ = 0/8; - - - -: φ = 1/8; —–: φ = 2/8; - - - - (blue): φ =
3/8; − · − · − (blue): φ = 4/8; —– (blue): φ = 5/8; − · ·−: φ = 6/8; − · − · −: φ = 7/8;  (inset): location of the
impingement wall in a period of vibration and the corresponding numbers indicating phases, (b) Phase-averaged
Nusselt number ratio ∆(Nuφ) as function of radial distance r/D for the VWJ at ReD = 23 000 for phases φ = 0/8
through 7/8. (for legend refer figure 21a), and (c) visualization of the jet-impingement wall for the VWJ at ReD =
23 000 with contours of intantaneous Nusselt number Nu for phases φ = 1, 3, 5 and 7/8.

The phase-averaged Nusselt number profiles on the impingement wall for the VWJ are shown in611

figure 21(a) at phases, φ = 0/8 through 7/8. The figure shows the unsteadiness in the flow field through612

the range of Nuφ vibrations observed at each phase φ. However, the spread of the oscillations narrows613

with increasing radial distance and at r/D = 3.0, the fluctuation levels among the phases fall within ±1%614

indicating that the wall vibration effects become negligible beyond this radial distance. With the region of615

interest r/D < 3.0, two striking features are observed. First, at the stagnation region, increased rate of616

22



heat transfer is observed only after the wall has reached its maximum positive displacement and begun to617

descend. This region is highly phase time-dependent as there is constant change in the momentum of the618

fluid impacting the wall. Secondly, periodic shifts in the location of the secondary maximum of Nusselt619

number are observed. As the wall moves upwards, the secondary Nusselt number peak moves radially620

outward. The location of the peak is related to the large vortical structures seen in figure 22. The location621

of the dominant vortical structures matches the location of the secondary Nu peaks. Due to the radial622

fluid acceleration, the vortical structures create a strong shear on the impingement wall resulting in a wall623

renewal effect causing an increase in local heat transfer.624

As the impingement wall undergoes positive displacement in the wall-normal direction, it is in contact625

with the primary vortices generated due to the shear between the free-jet and the quiescent fluid. The flow626

upon impingement moves downstream interacting unsteadily with the wall resulting in the formation of the627

secondary vortices. As the wall undergoes a negative displacement, the time scales are such that the formed628

primary and secondary vortices move radially downstream altering the radial location of the secondary Nu629

peak. Because of the impingement wall motion and the relative velocity of the wall imparting additional630

acceleration to the fluid, the strength and location of the secondary vortices are affected which is seen as631

increase and decrease in the peak value of the secondary Nusselt number peak. As the secondary vortex632

moves along the radial direction, the secondary vortex removes the heat from the wall and in the process633

enables the inflow of colder fluid and therefore increasing the thermal boundary layer thickness upstream of634

the secondary vortex and hence a dip before the outer Nusselt peak.635

Figure 21b shows the variations in heat transfer relative to the SWJ, visualized by using ∆Nuφ, given636

by the expression ∆Nuφ = (Nuφ−Nuswj)/Nuswj where Nuφ is the phase-averaged Nu and Nuswj is the637

time-mean Nu for the static-wall jet-impingement configuration from §3.2. Enhancement in heat transfer638

seen as positive values of ∆Nuφ experience a maximum at φ = 5/8 due to the SWJ experiencing the dip639

before its corresponding secondary Nu peak at the same location. The enhancement in heat transfer of640

the VWJ within the region r/D ≤ 2 reaches up to 45% compared to the SWJ. However, after this radial641

distance there is a substantial drop in the heat transfer rate; This is up to 40% in the heat transfer rate at642

phase, φ = 6/8 of the wall. It is also interesting to note that the peak heat transfer rates which are higher643

than those of the SWJ occur during the downward displacement of the wall.644

Maps of instantaneous Nusselt number are shown in figure 21(c) for different phases. Maximum heat645

transfer within the region r/D ≤ 1 occurs at φ = 3/8; this is after the maximum displacement (φ = 2/8)646

because of the momentum lag due to viscous effects (discussed in §4.1.2). Since the nozzle-to-wall spacing647

is reduced during the vibrating period, the momentum imparted by the fluid on the wall is also maximum.648

During the negative displacement, at φ = 5/8, the momentarily accumulated fluid due to the previously649

traversed phases, coalesce, and increase the radial distance to which the heat removal is enhanced. Although650

the maximum Nu at this phase is lower in the stagnation region compared to φ = 3/8, the region of651

increased Nu expands radially to r/D ≤ 1.5. After the impingement wall has reached its lowest point652

and begun to displace positively, at φ = 7/8, the intensity of the Nu in the stagnation region weakens653

further. These mechanisms are reflected in figure 21(a) where increased Nu is seen in regions closer to the654

stagnation region during the positive displacement.655

Figure 22 shows the effect of wall movement on turbulence in the near wall region. In each figure, the656

top panel shows the vortical structures represented as contours of vorticity magnitude, (
√
ωiωi), of the657

instantaneous velocity field and center panel shows the corresponding Nusselt number distribution and658

the bottom panel shows the phase-averaged radial Nusselt number. Dashed red lines at radial locations659

r/D = 1.5 and 2.8 are used as markers to demonstrate the dynamics. It is clear from the figures that660

due to the wall movement, the near-wall vortical structures of high vorticity are accelerated in the radial661

direction and correspondingly increase the local Nusselt number causing the secondary Nusselt peak to662

move radially outward. As the vortical structures move outward, the magnitude of vorticity decreases and663

correspondingly the hot-spots and the Nusselt number intensity also decreases eventually seen as a decrease664

in the magnitude of the secondary Nusselt number peak.665

The time-averaged Nusselt number, Nuavg is shown in figure 23(a). It is observed that there is a marked666

improvement in the heat transfer up to r/D = 1.5 when compared to the static-wall jet-impingement667

case. The enhancement in heat-transfer is nearly 18% in the stagnation region for the vibrating wall668

case when compared to the static-wall configuration. The increase in heat transfer is compensated by669

the local unsteadiness created in the boundary layer and unsteady separation. However, this may vary670

from a reduction of impingement wall vibration frequencies and jet Reynolds numbers enabling smoother671

vortical sweeps and in turn increased heat transfer without undulation. It is also interesting to note that672

the amplitude of the secondary peak is decreased. Figure 23(a) also shows the range of the phase-averaged673
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(a) Phase, φ = 6/8 (b) Phase, φ = 7/8 (c) Phase, φ = 0/8

(d) Phase, φ = 1/8 (e) Phase, φ = 2/8 (f) Phase, φ = 3/8

Figure 22: Visualization of the VWJ and the effect of wall movement on vortical structures and heat transfer at ReD
= 23 000 over a constant z plane with contours of instantaneous total vorticity magnitude, (ωiωi)

0.5 (top panel),
instantaneous Nusselt number distribution (center panel) and phase averaged Nusselt number (bottom panel) at
phases, (a) φ = 6/8 (b) φ = 0/8 (c) φ = 1/8 (d) φ = 2/8 (e) φ = 4/8 (f) φ = 5/8. The vorticity contour levels are
from 0 to 4.0 × 104 with increments of 5 × 103.
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Figure 23: (a) Time-averaged Nusselt number Nuavg on the impingement wall as a function of radial distance
r/D. —–: present LES result for the VWJ at ReD = 23 000; - - - -: present LES result for the SWJ at ReD
= 23 000; shaded region: range of oscillations of the phase-averaged Nusselt number Nuφ from the present LES
of the VWJ at ReD = 23 000; and (b) visualization of the thermal boundary layer thickness factor δ αT in the
near-wall region for ReD =23 000. · · · : contours of δ αT for the SWJ; - - - -: contours of δ αT for the VWJ, φ = 2/8;
− · − · −: contours of δ αT for the VWJ, φ = 7/8; The contour levels of δ αT are from 0.2 to 0.8 with increments of
0.1 (color shading for the sake of clarity).

Nuφ oscillations.674

The thermal boundary layer thickness map superimposed on the contours of δ αT is shown in figure23(b).675

The thermal boundary layer thickness of the VWJ at φ = 2/8 and 7/8 are compared with the SWJ. The676

ordinate axis (y∗/D) represents the non-dimensional distance from the wall to enable the comparison of the677

thermal boundary layer thickness between the SWJ and VWJ configurations with the wall as the reference678

plane. The contour levels for α used for the map are from 0.2 to 0.8. At r/D < 0.5, the thermal boundary679

layer thickness reaches α = 0.8 at approximately the same distance from the wall (≈ 0.0075) for φ=7/8680

and the SWJ. At φ = 2/8 (maximum positive displacement of the impingement wall), the thickness of the681

thermal boundary layer reduces further indicating the higher heat transfer rate in this region. However,682

the notable difference is in the growth of the boundary layer. The boundary layers for the VWJ (φ = 2/8683

and 7/8) increase in thickness for lower radial distances as compared to the SWJ.684

5 Conclusions685

Large-eddy simulations of an incompressible turbulent circular jet impinging upon a vibrating heated686

wall supplied with a uniform heat flux have been performed at ReD = 23 000. The mean nozzle-to-wall687

spacing is y/D = 1.75 with an impingement-wall vibration frequency, f = 100 Hz and an amplitude, A =688

0.25D. A series of sub-systems were validated and then used to assemble the computational model of the689

vibrating-wall jet impingement configuration. In the process, the numerical methodology adopted has been690

critically examined with validations against previous experimental and numerical data.691

The method of generating fully developed incompressible turbulent jet inflow using a recycled plane has692

been studied through LES of a turbulent pipe flow at ReD = 24 600 and applied to both static-wall jet and693

vibrating-wall jet impingement configurations. The method preserved the flow structures and can be used694

in similar computational systems where a fully developed incompressible turbulent inflow is required. The695

baseline vibrating-wall configuration was established after validating the static vibrating-wall configuration.696

Results for phase-averaged mean and fluctuating components have been presented at different phases697

within a period of the impingement-wall motion. Radial-flow velocity increase and decrease are found upon698

positive and negative displacement of the impingement wall respectively. However, this correlation changes699

with increases in the radial distance because of the viscous effects and beyond r/D = 2.0 increased velocity700

is seen during the negative displacement of the impingement wall. In the stagnation region, counterflow701

of the fluid is predicted due to the upward motion of the impingement-wall causing a change in the axial702
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velocity profiles. An increase in the turbulence kinetic energy production is seen and the maximum is703

almost twice that of the static wall case at r/D = 1.5.704

The flow dynamics contribute to changes in the thermal imprints on the vibrating-wall impingement705

wall. The secondary maximum of the Nusselt number has been shown to be a strong function of the eddies706

present in the flow domain and it shifts radially based on the location and strength of these eddy structures.707

Large-eddies with no defined structure are convected away radially from the stagnation region during708

the positive displacement of the wall and are renewed close to the stagnation point during the negative709

displacement of the wall. This results in weaker convection in the wall jet and stronger stagnation heat710

transfer during the upstroke. As a result, the impingement-wall vibration affects the heat transfer only up711

to a radial distance r/D = 3.0. Beyond this radial distance, the dependence of Nu on radial distance is712

similar to that of a corresponding static-wall jet impingement configuration. Enhancement in heat-transfer713

is seen as an increase in the time-averaged Nusselt number (Nuavg) up to a radial distance of r/D = 1.5714

when compared to static-wall jet impingement. The enhancement in the stagnation region is about 18%715

when compared to the static-wall case. Apart from the moderate depreciation at r/D = 2.0, no further716

enhancement or depreciation of heat transfer is seen beyond this radial distance.717

The present study has served to establish a computational model for a turbulent jet impinging upon a718

vibrating heated wall and then elucidate the dynamics of the system through the inter-relation between719

momentum and heat-transfer. This has generated a comprehensive set of results for one set of system720

parameters. This lays the foundation for the full parameter space to be explored so that optimum heat-721

transfer and possible control of the localised Nu peaks can be attained for practical applications. For the722

system parameters used to generate the present results, the high momentum of the jet means that the wall723

boundary layer is only moderately affected by the frequency and amplitude of the vibrating wall. Thus,724

wall vibration may have stronger effects when the momentum of the jet is relatively low. Accordingly,725

future investigations will map out the parameter space that combines jet Reynolds number (ReD), the726

impingement-wall vibration frequency (f) and amplitude (A), and the stand-off distance between the jet727

exit and the impingement-wall.728
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