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A novel laminar kinetic energy model for the prediction of pretransitional velocity fluctuations and boundary layer transition

H. Medina* a, A. Beechook a, H. Fadhila a, S. Aleksandrova a, S. Benjamin a

a Coventry University, Centre for Mobility and Transport, Coventry, United Kingdom

Abstract

Boundary layer transition onset estimation and modelling are essential for the design of many engineering products across many industries. In this work, a novel model for predicting pretransitional boundary layer fluctuations is proposed. The laminar kinetic energy (LKE) concept is used to represent such fluctuations. The new LKE model is implemented in OpenFOAM within the Reynolds-Averaged Navier-Stokes (RANS) framework. Only two approaches for modelling the LKE can be found in the literature. Mayle and Schulz approach (1997) has the limitation of requiring an initial LKE profile. Walter and Cokljat's (2008) approach has been found to significantly overpredict the growth of the LKE. In addition, their model is tightly coupled with the specific dissipation rate and turbulent kinetic energy equations. The new model proposed here can act as a standalone equation for the LKE, making it portable and potentially facilitating the development of new transition models tailored to various industrial applications. Comparison with experiments shows that the new LKE model correctly predicts the growth of pretransitional velocity fluctuations and skin friction for a flat plate at zero-pressure gradient. To illustrate its practical application for transitional flows, the LKE model is coupled with an existing $k-\omega$ model using a new approach that requires minimal modifications. The resulting model ($k-\omega$ LKE) demonstrates excellent predictive capabilities when applied to a number of validation test cases.
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1. Introduction

The principal focus of the subject of boundary layer transition modelling is to develop and use models that can predict the extent of the laminar, transitional and turbulent regions that may appear in a given application and system configuration. The ability to accurately predict the breakdown to turbulence is essential to engineers in many engineering applications. Specific examples include: aircraft drag estimation and fuel consumption, turbine blades, pressure losses in automotive emission reduction systems, etc.

When the freestream turbulence intensity is low, disturbances within the boundary layer predominantly grow in the form of Tollmien-Schlichting waves (although other modes may also arise) until they eventually amplify to the point when they breakdown into turbulence. This process is known as natural transition. In natural transition, the growth of disturbances can be described by the primary modes of the Orr-Sommerfeld equation. The $e^N$ method, which is popular within the aerospace industry, examines the amplification rate of the most unstable Tollmien-Schlichting wave along a surface and transition onset is assumed once a given N-factor is reached. Whilst the $e^N$ has been widely successful, it is difficult to extend to complex geometries or implement into general Computational Fluid Dynamics (CFD) codes. On the other hand, bypass transition occurs as the freestream turbulence intensity is increased and Tollmien-Schlichting waves no longer develop and are altogether bypassed (intermediate paths exist, see e.g. [2]). Under these conditions, the $e^N$ method is no longer suitable and, traditionally, correlation based methods have been employed [6, 7]. More recently, boundary layer transition has also been investigated using high-fidelity simulation techniques such as Direct Numerical Simulation (DNS) and Large Eddy Simulation (LES) [8-12]. Despite growing computing power, their computational cost is too restrictive for day-to-day industrial applications [13-14]. Consequently, the Reynolds-Averaged Navier Stokes (RANS) approach for modelling transitional flows continues to be an area of interest because RANS-based modelling offers a reasonable compromise between computational expense and accuracy. For this reason and due to the potential engineering applications of this work a RANS-based approach has been adopted here.

Progress on the development of transition sensitive RANS models has been steady. An examination of the literature on recent RANS models developed to predict boundary layer transition shows that there are two main approaches: (i) to couple turbulent models with empirical correlations and (ii) to extend turbulence models by including additional transport equations to model transitional behaviour. The first approach involves the incorporation of suitable experimental...
transition correlations [5, 7] which are used to control transition initiation. The difficulty of using this approach is that experimental correlations often require non-local variables such as the momentum thickness or displacement thickness which makes them challenging to implement into CFD packages. Additionally, models based on empirical correlations may not be universal since their range of applicability is limited to how closely the intended application operating conditions match those of the experiments from which the correlations were derived in the first place. The second approach involves the development of more general transition sensitive models by incorporating additional transport equations. For instance, Suzen and Huang [15] used an equation for intermittency to control transition onset. The approach of using auxiliary equations to complement turbulence models has also been successfully demonstrated by Steelant and Dick.
The development of phenomenological transitional models is certainly desirable since they attempt to incorporate the physics of boundary layer transition directly. Nonetheless, this is a very challenging endeavour particularly due to the fact that many of the mechanisms influencing boundary layer transition are not yet fully understood e.g. receptivity mechanisms to external disturbances or 3-dimensional effects due to pressure gradients of complex geometries. However, Walters and Cokljat [22] developed a three equation phenomenological transition model (\(k - k_L - \omega\)) based on the concept of the laminar kinetic energy, first proposed by Mayle and Schulz [23]. The \(k - k_L - \omega\) model has the advantage of using local variables to predict the onset of transition. Also, thanks to its ease of implementation the \(k - k_L - \omega\) model is available in commercial and open source CFD packages. Furthermore, Medina and Early [24] demonstrated the flexibility of the laminar kinetic framework by proposing a simple modification to enable the prediction of boundary layer transition due to aft-facing steps. Recently, Qin et al. [25] showed that the laminar kinetic framework used by the \(k - k_L - \omega\) model can also be extended to accommodate hypersonic flow. Despite the many advantages of the \(k - k_L - \omega\) model, there is evidence in the literature [26, 27] that this model, whilst capable of predicting the linear portion of the lift curve (lift coefficient versus angle of attack), it tends to fail in capturing stall on aerofoils and overpredicts lift generation in general. In an attempt to identify the reason for this behaviour the authors of this work realised that the \(k - k_L - \omega\) model can drastically over predict the laminar kinetic energy and consequently the relative influence of streamwise fluctuations within the boundary layer (as it will be shown later). This realisation provided the motivation for this work. Furthermore, the laminar kinetic energy (LKE) equation used in the \(k - k_L - \omega\) model uses the specific dissipation rate, \(\omega\), and the turbulent kinetic energy, \(k\), as auxiliary variables. As a result, it can not be used as a stand-alone model which makes it difficult to adapt or use in conjunction with other turbulence models. In this work, a novel model for the LKE is proposed which has been developed by revisiting the work of Mayle and Schulz [23] with the aim of producing a stand-alone LKE model equation which only requires the calculated mean velocity field and an effective turbulence level as user input. To illustrate how the new LKE model can be used for transitional flows of practical interest, the model is coupled with a version of Wilcox’s \(k - \omega\) model [28] using a new approach inspired on the work of Kubacki and Dick [29, 30]. The resulting model (\(k - \omega\) LKE) is validated using a number of test cases involving transitional flows.

2. New LKE model development

2.1. Background

For freestream turbulence intensities below approximately 1% low amplitude pretransitional velocity fluctuations typically appear as two-dimensional travelling waves known as Tollmien-Schlichting waves [31] and the average pretransitional velocity profile is essentially laminar. For higher freestream turbulence intensities, the mean velocity profile can deviate from the Blasius velocity profile and relatively high amplitude streamwise velocity fluctuations are generated. These fluctuations eventually break down leading to a turbulent boundary layer. This process is known as bypass transition.

In bypass transition, the pretransitional velocity fluctuations are regarded as Klebanoff modes [32] and are not considered as turbulence. Mayle and Schulz [23] exploited this distinction for modelling purposes and proposed the concept of the laminar kinetic energy (LKE) to describe the development of these pretransitional velocity fluctuations which lead to bypass transition. They define the laminar kinetic energy as the energy due to the pretransitional velocity fluctuations, i.e. \(k_L = \frac{u^2}{2}\), and by extending Lin’s work [33], developed a new transport equation for the LKE as shown in equation (1).

\[
\frac{\partial k_L}{\partial x} + \frac{\partial k_L}{\partial y} = -\left(u\nu\right)\frac{\partial u}{\partial y} \left(\nu k_L - \frac{\partial k_L}{\partial y}\right) - \epsilon + \left(u\frac{\partial U}{\partial t}\right) \tag{1}
\]

Following an analysis to estimate the relative orders of magnitudes for the various terms of equation (1) Mayle and Schulz [23] conclude that only the last term in equation (1) can become sufficiently large to overcome dissipation and drive the production of laminar kinetic energy. This term is derived by taking the average of the pressure diffusion term in the kinetic energy budget \(u'\left(\partial p' / \partial x\right)\) and it drives the production of LKE by freestream pressure fluctuations. Mayle and Schulz [23] propose that this term can be modelled as \(\omega_{eff}\sqrt{k_{eff}}\), where \(\omega_{eff}\) and \(k_{eff}\) represent an effective driving frequency and kinetic energy, respectively. Ultimately, they propose a model for the production term in the LKE equation as shown in equation (2). The effective kinetic energy is replaced by the incoming freestream value and the driving frequency is assumed to be proportional to the ratio between the square of the freestream velocity and the laminar kinematic viscosity. However, the ratio \(U_{\infty}^2 / \nu\) is not truly representative of the actual forcing frequency and only serves to provide dimensional consistency.

\[
u \frac{\partial U'}{\partial t} = C_\omega \frac{U^2_{\infty}}{\nu} \sqrt{k_L k_{\infty}} e^{-y^*/c^*} \tag{2}
\]

In order to provide a link between the freestream turbulence characteristics and the growth or production of LKE,
Mayle and Schulz [23] also proposed to include a functional constant $C_u$. Following a rather elegant analysis (details not included here for succinctness - interested readers are referred to [23]), they propose an extended production term as shown in equation (3)

$$\frac{u' \frac{\partial U'}{\partial t}}{C} (\frac{v}{U_{\infty}})^{2/3} Re_{\Lambda}^{-1/3} \frac{U_{\infty}^2}{v} \sqrt{k_1 \nu_{\lambda}} e^{-\nu_{\lambda}^2/k_1}$$

In their analysis Mayle and Schulz [23] also show that the LKE grows as $\sqrt{k_1} = \sqrt{k_{\lambda \infty} (\omega_{\lambda} x/U_{\infty})}$. Remarkably, following this approach, and provided sufficient information is available about the freestream turbulence spectrum, Mayle and Schulz [23] show that the coefficient $C$ effectively collapses to a value around 0.07. A key finding from their work is the notion that the growth of LKE is linked to both the Kolmogorov’s velocity scale, $v$, and the integral Reynolds number, $Re_{\Lambda}$. In the new LKE model proposed in this work, this finding is exploited as a means to scale (and almost linearise) the production of LKE in relation to the upstream turbulence intensity.

Mayle’s model has some weaknesses, for example, sufficient information about the turbulence spectrum is necessary in order to estimate $Re_{\Lambda}$ and $v$. Additionally, the model also requires the definition of the LKE profile at the inlet boundary. These weaknesses make the model difficult to apply for general purpose CFD transition models on more complex geometries. Since it is a stand-alone model equation, it can be integrated into a turbulence model to enable the prediction of boundary layer transition [34]. Walters et al. [20–22] have proposed a pioneering alternative approach to modelling the LKE which resolves the need to provide an initial profile. They assumed that the production of LKE is a result of the interaction of the Reynolds stresses due to pretransitional velocity fluctuations and the mean shear. That is, changes to the pretransitional mean velocity profile are due to a loss of mean flow kinetic energy. This is also confirmed in [35]. This suggests that the commonly used strain-based production approach is justified. Therefore, a similar mechanism to drive the production of LKE is also employed in this work.

A disadvantage of the LKE model proposed by Walters et al. [20–22] is that the LKE energy equation (and production term) is coupled with the turbulent kinetic energy and the dissipation rate equations [20–21] (or specific dissipation rate [22]). Additionally, a closer assessment of the more popular model proposed by Walters and Cokljat [22], the well-known $k - k_{\lambda} - \omega$ model, reveals that it drastically overpredict the growth of LKE as shown in figure [1]. This weakness also provided the motivation to develop a new LKE model.

### 2.2. New approach and concepts

The requirements for the new model include the ability to reproduce the accuracy of the model proposed by Mayle and Schulz [23] and retain the ease of use and generality of the $k - k_{\lambda} - \omega$ model [22]. In order to meet these requirements, a new production term [4] in section 2.3 is proposed. In the work of Mayle and Schulz [7], the underlying model for the growth of LKE is $\omega_{eff} \sqrt{k_1 k_{eff}}$. In the present work it has been based on the classical strain-based production mechanism, similar to the approach of Walters et al. [20–22]. That is, production is mainly driven by the product of the LKE and the strain rate, $k_1 S$, which essentially replaces the effective frequency, $\omega_{eff}$, by the convection frequency scale $\xi = S$. However, this expression does not scale correctly and a new approach to scaling the production of the LKE is needed.

As introduced previously, Mayle and Schulz [23] scale their model using the integral Reynolds number, $Re_{\Lambda}$, and the Kolmogorov’s velocity scale, calculated from the freestream turbulence spectrum. Unfortunately, this information is not always available. To generalise the approach, here, instead of utilising the freestream turbulence spectrum, it is suggested that scaling can be achieved by incorporating functional forms into the model. Two functions are defined for this purpose: an integral scale Reynolds number ($Re_{\lambda}$, equation 8) and a Reynolds number based on Kolmogorov’s velocity scale ($Re_{k_{\lambda}}$, equation 7). Next, their relative influence on LKE production remains to be determined.

In equation 2, it can be observed that the production term to be modelled has the form of a forcing function in time (i.e. $\frac{\partial U'}{\partial t}$) dominated by the large scales. Therefore, it is proposed to scale temporal effects using the ratio of the integral to Kolmogorov’s time scales i.e. $t_{\lambda}/\tau_{\eta}$. The integral time can be determined from the integral velocity and time scales, such that $t_{\lambda} = \Lambda/U$. The Kolmogorov time scale can be approximated as $\tau_{\eta} = (\nu/\epsilon)^{1/2}$. At the smallest scales supply and dissipation of kinetic energy are equal, and from dimensional arguments the dissipation rate can be related to the integral scale i.e. $\epsilon \propto U^3/\Lambda$. By substitution it can be shown that $t_{\lambda}/\tau_{\eta} \approx Re_{\Lambda}^{1/2}$. This scaling was used for the new production term for $Re_{\eta}$.

The appropriate scaling for $Re_{\lambda}$ was more challenging to determine. The first assumption made was that production must grow inversely proportional to $Re_{\lambda}$. This seems a logical assumption; that is, integral scales feed energy into the
production mechanisms and at scales proportional to Kolmogorov's velocity scale energy is removed. To determine the exponent used for $Re_\tau$ in equation [5], the fundamental relationship for the growth of TKE presented in [23] was invoked, i.e., LKE grows as $\sqrt{k_L} = \sqrt{k_{L,\infty}}(\omega_d x / U_\infty)$. Hine et al. [27] shows that the driving frequency can be approximated as $\omega_d \approx 0.1U_\infty/(\nu^2/\epsilon_\infty)^{1/4}$. By substitution, and making the assumption that $\epsilon_\infty \propto k_{L,\infty}$ (see equation [10]), it can be shown that the growth of LKE is proportional to $k_{L,\infty}^{3/4}$. This result allowed for a first approximation. The approach followed in this work was to make the growth of LKE $\propto k_{L,\infty}^{3/4}$, taking into account the main production term $k_L S$ and $Re_v$ (which includes a factor of $1/4$, see equation [7]). Therefore, to have a total proportionality of $3/4$, the contribution of the Kolmogorov-based Reynolds number should be $\propto Re_v^{-1}$. However, it was found that the growth of LKE was overpredicted when using this approximation. As a result, the final form used was $\propto Re_v^{-13/10}$.

Additionally, as part of the proposed LKE model a new diffusion model due to wall-normal velocity fluctuations is proposed as shown in equation [23], where the effects of wall-normal fluctuations is included via a laminar diffusion "eddy" viscosity, $\alpha_L$.

$$\frac{\partial}{\partial y} \left( \nu k_L - \nu \frac{\partial k_L}{\partial y} \right) \approx \frac{\partial}{\partial y} \left[ (\sigma_k \alpha_L + \nu) \frac{\partial k_L}{\partial y} \right]$$

Here, it is assumed that an additional diffusion mechanism is present towards the boundary layer due to the interaction of wall-normal fluctuations, $\nu$ and the LKE, $k_L$. The entire diffusion term derived in [23] (equation [1]) is modelled using an "effective viscosity" approach similar to many turbulence models (equation [4]). However, it was found that this new diffusion mechanism could not be modelled in a way analogous to that used in turbulence models, where the turbulent eddy viscosity is incorporated into the diffusion term. Instead, a new laminar "diffusion" eddy viscosity is defined as $\sqrt{k_L}$. The laminar diffusion model assumes that wall-normal velocity fluctuations, $\nu$, are $\omega(\sqrt{k_L})$. Also, the value of $\nu$ is small near walls, therefore, multiplication by the wall distance, $y$, not only helps provide dimensional consistency but also limits the effect of this term near walls (where $k_L$ is usually small). Finally, the new LKE model extracts momentum from the mean flow using the same used in eddy viscosity turbulence model. The laminar "eddy" viscosity, $\nu_L$, is used to estimate the Reynolds stresses which in turn appear in the RANS momentum equation. This process is briefly presented in section 2.5. All model equations are presented in the next section.

2.3. Model equations

The general transport equation for the new model is shown in equation [5]. The model involves three transport mechanisms: production, dissipation and diffusion (first, second and third terms on the right-hand side).

$$\frac{Dk_L}{Dt} = P_{k_L} - \epsilon + \frac{\partial}{\partial x_j} \left[ \left( \nu + \sigma_k \alpha_L \right) \frac{\partial k_L}{\partial x_j} \right]$$

A new production term is proposed and shown in equation [6]. It uses the classic strain-based approach. However, there is a linear relationship between the mean strain rate and production of LKE. Contrary to turbulence models which often define production in terms of the eddy viscosity, $\nu_e$, and $S^2$.

$$P_{k_L} = \eta k_L S \left( Re_v^{-13/10} \right) \left( Re_{\Lambda}^{1/2} \right)$$

The production of LKE is scaled in terms of a dissipation Reynolds number (at the Kolmogorov scale), $Re_v$, and an integral scale Reynolds number, $Re_{\Lambda}$, which are defined in equations [7] and [8] respectively:

$$Re_v = \frac{\nu y}{y'} = \left( \epsilon \nu \right)^{1/4} / y = \left( \frac{2\nu^2}{\nu^3} \right)^{1/4} y$$

$$Re_{\Lambda} = \frac{\| U_j \| y}{\nu}$$

The production coefficient $\eta$ takes the functional form shown in equation [9].

$$\eta(Tu_{eff}) \approx c_1 \tanh(c_2 Tu_{eff}^2 + c_3);$$

It scales the growth of LKE based on an "effective" turbulence intensity, $Tu_{eff}$. For the geometries investigated in this work, $Tu_{eff}$ is approximated using the value of the freestream turbulence intensity near the leading edge. The procedure to determine this function is detailed in section 2.6. The values given to the various coefficients are summarised in table 1. The near wall dissipation of LKE takes the familiar form shown in equation [10]

$$\epsilon = \frac{2\nu k_L}{y^2}$$

A new laminar diffusion "eddy" viscosity model is used to capture diffusion due to wall-normal velocity fluctuations and is defined as shown in equation [11]:

$$\alpha_L = \sqrt{\frac{k_L}{y}}$$

Finally, a "laminar eddy viscosity" is defined as shown in equation [12]:

$$\nu_L = \frac{P_{k_L}}{\max \left\{ S^2 \left( \frac{\| U_j \| y}{\nu} \right)^2 \right\}$$
This is analogous to the definition of the production term used in many eddy viscosity models i.e. $P_k = \nu_k S^2$. The limit is used to ensure that in regions of low mean strain rate (e.g. the freestream) equation [12] is not divided by zero (or near zero) which would lead to unrealistically large values of $\nu_k$. The laminar "eddy" viscosity is then fed into the RANS equations via the Boussinesq approximation (equation 16) - this process is described in more detail in section 2.5.

2.4. Boundary conditions and configuration

At wall boundaries, due to the no slip condition, the velocity components are equal to zero. Therefore, the appropriate boundary condition for $k_L$ is also zero. At inflow conditions, since $k_L$ represents the energy of the velocity fluctuations in the streamwise direction only, it is calculated using equation [13]. This definition is different to that of the turbulent kinetic energy used by models that assume isotropic turbulence, which is conceptually defined as the turbulence energy of the velocity fluctuations in the streamwise direction only, it is calculated using equation [13].

The continuity and momentum equations for an incompressible fluid are shown in equation [14] and [15] respectively.

$$\frac{\partial U_i}{\partial x_i} = 0$$ (14)

$$U_i \frac{\partial U_j}{\partial x_j} = \frac{1}{\rho} \frac{\partial P}{\partial x_i} + \left( \nu \frac{\partial U_i}{\partial x_j} - \frac{\partial U_j}{\partial x_i} \right)$$ (15)

The Boussinesq approximation, as shown in equation [16] provides a means to incorporate the effect of pretransitional fluctuations (modelled as the laminar kinetic energy) on the mean flow. Here, the "laminar eddy viscosity" (equation [12]) replaces the eddy viscosity used in many classic turbulence models:

$$-u'_i u'_j = 2 \nu_{k_L} S_{ij} - \frac{1}{3} \frac{\partial u'_k}{\partial x_k} \delta_{ij}$$ (16)

The new model is implemented using the relatively new template class available since OpenFOAM 3.0. The advantage of this class is that the model is implemented only once and both an incompressible and compressible version of the model are generated when the source code is compiled. As an observation for those readers interested in implementing similar models in OpenFOAM, it is important to ensure that the internal function to correct the eddy viscosity is fully implemented to ensure that the turbulent thermal diffusivity is computed correctly by compressible solvers. Once the model is compiled it is accessible to both steady-state and transient solvers that employ the SIMPLE [39] or PISO [40] algorithms respectively. These algorithms essentially solve equations [14] and [15]. Closure of the system of equations is achieved using the Boussinesq hypothesis (equation [16]) which requires solving equation [5] to estimate $\nu_L$. Following the solution of the transport equation for $k_L$, the entire field is bounded to ensure that any negative results are removed from the solution. This is the default solution procedure used in openFOAM for models that use the SIMPLE or PISO algorithms. As a note for the practical application of the LKE model, it was found that the solution remained positive and bounding by solver was not active, at least, for the simulations and configurations tested in this work.

2.6. Calibration

The new LKE model defines two coefficients that need to be calibrated. The first coefficient, $\eta$, appears on the production term (equation [5]) and the second coefficient, $\sigma_k$, scales the contribution of diffusion due to pretransitional laminar fluctuations (appearing on the last term of equation [5]). These coefficients were estimated using the results from ECOFTAC for the zero gradient flat plate dataset cases T3A-, T3A and T3B [36], corresponding to freestream turbulence intensity levels of 0.9%, 3% and 6%.

It was found that the diffusion coefficient, $\sigma_k$, has a weak dependence on the freestream turbulence level (decreasing as $Tu_\infty$ increases), and for simplicity, it has been assumed to be constant. On the other hand, the production coefficient, $\eta$, increases non-linearly with the freestream (effective) turbulence level near the leading edge (see section 4.3 for definition of $Tu_{eff}$). Therefore, the coefficient $\eta$ has been defined as a function, $\eta(Tu_{eff})$, of the effective freestream turbulence intensity ($Tu_{eff}$) as shown in equation [9]. The coefficients used in the definition of $\eta(Tu_{eff})$ were determined by best-fit (over 95% confidence) choosing the values of $\eta$ (see figure 2) that best captured the growth of the maximum streamwise velocity fluctuations for the T3A-, T3A and T3B test cases [36] (available on ECOFTAC’s website). A fourth point for $Tu_{eff} = 0$ was also included, such as $\eta(0) = 0$. Conceptually, the additional point ($\eta(0) = 0$) is justified as the theoretical case when $Tu_\infty = 0$. It is assumed that in the absence of any upstream disturbances there is no growth (amplification) of laminar fluctuations. This assumption allows the definition of $\eta(Tu)$ for cases were the effective freestream turbulence intensity is lower than 0.9%.

The value of both coefficients is given in table 2. It is important to note that the values of $\eta$ are typically on the order of 0.1, which means that the effect of pretransitional fluctuations is approximately 10% of the total turbulence intensity. This is a reasonable value as it is consistent with the assumption that the pretransitional fluctuations are a small perturbation to the mean flow.
It must be stressed that the new LKE model has only been strictly calibrated for freestream turbulence intensities in the range $0.009 \leq T_u \leq 0.06$. The calibration range is suitable for many internal flow applications (e.g. turbo-machinery [41], automotive emission systems [42], etc.) or external flows with moderate freestream turbulence (e.g. wind turbines [43]). The model coefficients used in this work are shown in table 1. Details about the test cases and the numerical setup used to carry out the model calibration are presented in more detail in section 5.1.

### 3. LKE model validation

#### 3.1. Pre-transitional velocity fluctuations and skin friction

The simulations were carried out on a computational domain consisting of two blocks (figure 3) discretised using a structured hexahedral mesh. A grid independence study was also performed to ensure the effect of the grid on the solution is negligible (less than 1% change on the average skin friction over the plate and the average velocity over a profile sampled at 1.45m from the start of the plate). The grid used had 30x86x1 cells in the first block and 550x86x1 in the second block (in the x, y and z-directions), giving a total of 49,880 cells. The corresponding maximum $y^+$ value for the selected grid was 1.23 and the average $y^+$ value was 0.16 (for the case T3A– case which has the highest freestream velocity). A steady state incompressible flow solver (simpleFoam) based on the SIMPLE algorithm [59] was used to perform the calculations. Convergence of the simulations was assumed when the residuals for all variables dropped below $10^{-6}$.

In regards to the discretisation of the model equations, in OpenFOAM end-users have the freedom to select discretisation schemes for each term that appears in the set of equations to be solved. In the simulations presented in this work the various terms in the model equations were discretised using the standard finite volume discretisation of Gaussian integration. The gradient terms require the interpolation of values between cell centres to face centres which was achieved using linear interpolation. For Laplacian terms, diffusion coefficients were discretised using linear interpolation. Surface normal gradients were discretised using a corrected scheme which offers second order accuracy. Finally, divergence terms were evaluated using a blended linear upwind scheme offering first/second order accuracy. This scheme was selected because it provides a suitable compromise between stability and accuracy.

The boundary just upstream of the plate and the top boundary are given a symmetry condition. At the plate, the pressure is prescribed as a Neumann boundary. At the outlet the velocity is prescribed as a Neumann boundary and the pressure is set up as a Dirichlet boundary with a nominal pressure of zero pascals. At the inlet, the pressure is set up as a Neumann boundary. The velocity is prescribed as a Dirichlet boundary. The LKE is defined as discussed in section 2.4.

To calibrate the model, a nominal inlet velocity of 10 m/s (with $v = 1.5 \times 10^{-5} \text{ m}^2/\text{s}$) is arbitrarily chosen. The coefficient $\eta$ is adjusted to match the growth of the maximum non-dimensional streamwise velocity fluctuations for the the T3A–, T3A and T3B ERCOFTAC test cases, which correspond to $T_u$ values of 0.9%, 3% and 6%. Assuming $T_u \approx T_u^{eff}$, individual $\eta$ coefficients for each case (shown in figure 2) are used to develop the functional form of the production coefficient $\eta(T_u^{eff})$ that was shown in equation 9. The validity of this function is checked using the experimental results of Dyban and Epik [44], for which $T_u \approx 1.6\%$, representing a different value of $T_u^{eff}$ compared to those used during calibration (i.e. not 0.9%, 3% or 6%). Since for this case $T_u \approx T_u^{eff} = 1.6\%$, it falls comfortably between the 0.9% and 3% turbulence intensity ERCOFTAC test cases. Figure 4 shows that the new LKE model predictions agree well with

### Table 2: Summary of test conditions. ERCOFTAC ZPG test cases [35]

<table>
<thead>
<tr>
<th>Case</th>
<th>$Tu^{eff}$</th>
<th>$U_\infty$</th>
<th>$k_L$</th>
<th>$y$</th>
</tr>
</thead>
<tbody>
<tr>
<td>T3A–</td>
<td>0.9%</td>
<td>19.3</td>
<td>0.0150</td>
<td>$1.515 \times 10^{-5}$</td>
</tr>
<tr>
<td>T3A</td>
<td>3.0%</td>
<td>5.4</td>
<td>0.0115</td>
<td>$1.497 \times 10^{-5}$</td>
</tr>
<tr>
<td>T3B</td>
<td>6.0%</td>
<td>9.4</td>
<td>0.1524</td>
<td>$1.521 \times 10^{-5}$</td>
</tr>
</tbody>
</table>

#### Figure 2: Proposed function for the production coefficient (solid line). Markers represent calibrated values corresponding to the T3A–, T3A and T3B ERCOFTAC ZPG flat plate cases [36]

#### Figure 3: Schematic of the domain for the simulations of a flat plate at ZPG
the Dyban and Epik's [44] case. Figure 4 also shows that the agreement between the new model and the ERCOFTAC experiments is excellent. These results combined provide confidence on the validity of the proposed function $\eta(Tu_{eff})$.

To ensure that the model's predictions of laminar fluctuations scale appropriately, three additional simulations are performed based on the ERCOFTAC T3A–, T3A and T3B cases. The simulations are based on the same grid and numerical set up used for the calibration cases. However, the inlet conditions are defined to match the experiments. A summary of the inlet conditions for these simulations is shown in table 2. These simulations are performed in order to confirm that the model correctly predicts the development of streamwise pre-transitional velocity fluctuations regardless of the magnitude of the inlet velocity i.e. their growth depends only on the relative scale of the inflow fluctuations ($Tu$).

Figure 5 presents profiles of the wall normal distribution of the root-mean-square of streamwise velocity fluctuations at various stations along the plate (given as the local Reynolds number, $Re_x$). These figures show that, overall, the proposed model's predictions are in good agreement with experimental results. For the T3A– case ($Tu = 0.9\%$), the model underpredicts the growth of $\sqrt{u'^2}$ at $Re = 2.541 \times 10^5$ and $Re = 6.422 \times 10^5$ and overpredicts it for the T3A and T3B cases. However, the agreement is quite remarkable considering the relative simplicity of the new model.

The new model defines a laminar “eddy” viscosity, $\nu_l$ (equation 12), which is used as part of the Boussinesq approximation (equation 16) and it enters the momentum equation (equation 15) via the Reynolds stress tensor. Thus, and analogous to RANS turbulence models, the effect of laminar velocity fluctuations is to extract momentum from the mean flow and this is achieved using $\nu_l$. The model also defines a new laminar diffusion "eddy" viscosity, $\alpha_l$ (equation 11), which has been designed to enhance the diffusion of $k_L$ due to velocity fluctuations near the boundary layer edge. Figure 6 shows typical profiles of $k_L$, $\nu_l$, $\alpha_l$ at $Re_x = 1.443 \times 10^6$ for the T3A case. For comparison, the Blasius velocity profile
and the predicted velocity profile are also included. There is generally good agreement with the experiment. The maximum LKE is overpredicted by approximately 8%. The predicted velocity profile marginally deviates from the Blasius solution. However, the experimental velocity profile deviates from the Blasius solution by a maximum of approximately 15% at $y \sqrt{U_\infty/x} \approx 1.75$. This suggests that the new model underpredicts $v_L$ and, consequently, its effect on the mean flow is not pronounced. This is an ideal feature to simplify the incorporation of the new LKE model into existing turbulence models. Considering that the profiles plotted in figure 6 correspond to a local Reynolds number of $Re_x = 1.443 \times 10^5$, this location is close to the critical Reynolds number for the T3A case. Therefore, it could be suggested that this deviation from the laminar velocity profile could be modelled by coupling the new LKE with a turbulence model and using an intermittency-type blending function between models (e.g. Mayle and Shulz [20–22]).

As the freestream turbulence level is increased, the velocity profiles predicted by the new model exhibit a small deviation from the laminar velocity profile. This is due to the influence of $v_L$ on the mean flow. In order to assess the effect that these changes have on the predicted skin friction coefficient, its distribution along the plate for the ERCOFTAC ZPG test cases will be evaluated. The skin friction coefficient definition is given in equation 17:

$$C_f = \frac{\tau_w}{\frac{1}{2} \rho U_\infty^2}$$

Figure 7 shows that there is a very good agreement between the model’s predictions and the experimental results. In all the test cases, the model predicts values of the skin friction coefficient that initially follow the laminar theoretical solution [31] and, as the local Reynolds number is increased (i.e. moving away from the leading edge of the plate), the predicted skin friction coefficient increases and deviates from the laminar theoretical solution. This trend is more pronounced as the freestream turbulence intensity increases which indicates that the freestream turbulence intensity level influences the mean velocity profile in the pretransitional boundary layer and results in an increase in the local skin friction coefficient. Whilst this observation is not new [46, 47], figure 7 shows that the new LKE model is capable of capturing this behaviour. This is an encouraging result since it points to the possibility that the model proposed in this work could be utilised to complement existing turbulence models to develop new transition sensitive models. This is a task for which the current model is particularly suitable since it does not rely on auxiliary variables e.g. such as the dependence of $k_L$ on $k$ and $\omega$ in the formulation of the $k - k_L - \omega$ model [22].

4. Coupling the new LKE model with a turbulence model

4.1. Background

The new LKE model has been shown to be capable of predicting pretransitional velocity fluctuations along a flat plate with remarkable accuracy given its relatively simple formulation. From a practical point-of-view, this LKE model offers the possibility to complement existing turbulence models to enable them to predict boundary layer transition. In fact, Mayle and Shulz [7] and Walters et al. [20, 22] have already established that the laminar kinetic energy concept can be used to predict boundary layer transition. However, their respective approaches for developing transitional models cannot be readily generalised as discussed earlier. Therefore, a more flexible method to couple the new LKE model with existing turbulence models is desirable. The ideal approach would require no modifications to the new LKE model and only minor modifications to the chosen turbulence model. In this section, a method to couple the new LKE model with
Wilcox’s $k - \omega$ model [28] is presented. The resulting 3-equation transition model will be referred to as the $k - \omega$ LKE model (to use a name that clearly differentiates the model from the $k - \omega$ LKE [22]). The ultimate objective is to illustrate the potential of the new LKE to predict boundary layer transition within a coupling framework that is both relatively simple and flexible.

There are a number of possible methods that can be used to couple the new LKE model with a turbulence model. For example, Walters et al. [20–22] use an energy transfer method in which the pre-transitional LKE is converted into turbulent kinetic energy. In this work, this method will not be adopted due to its complexity (which originates from the need to incorporate a number of auxiliary functions), and due to the fact that this method inherently requires to modify the background LKE model. Intermittency-based approaches that employ a separate transport equation (e.g. [43]) are not desirable since they would result in increased computational costs and will not be explored here. Therefore, an algebraic-type method is preferred.

Kubacki and Dick [29, 30] present a simple approach to convert a standard $k - \omega$ turbulence model into a transition model that requires only minimal modifications to the baseline turbulence model. Overall, their approach relies on the inclusion of an algebraic “starting” or “trigger” function into the production term of the turbulent kinetic energy equation. To couple the new LKE model with the $k - \omega$ model an approach inspired on their work will be adopted.

In [29], a number of parameters or relationships that can be (and have been) used to develop “starting” functions are presented. These are presented in equations 18, 19, and 20. For succinctness, a detailed discussion of their physical interpretation is not included here and the reader is referred to the work of Kubacki and Dick [29].

\[ Re_\gamma = \sqrt{\frac{k_y}{\nu}} \] (18)

\[ Re_\omega = \frac{k\omega}{\nu\Omega^2} \] (19)

\[ Re_\Omega = \frac{k}{\nu\Omega} \] (20)

Kubacki and Dick [29] stress that any of these expressions can be used as transition onset parameters. Walters and Cokljat [22] used the onset parameters defined by equations 18 and 20. Buckaki et al. [29, 30, 49] have used all three relationships. However, in [30], they concluded that the onset parameter described in equation 18 offered the best predictions of transition onset location. They argue that near the wall, the streamwise velocity fluctuations, $u'$, in a pre-transitional boundary layer are caused by streaks and assume that they scale with $y\Omega$. Additionally, they suggest that $\sqrt{k}$ can be used to represent near-wall normal velocity fluctuations, $v'$. Therefore, the turbulent shear stress near the wall, $-\rho u'v' \propto \rho y\Omega \sqrt{k}$. Wang et al. [50] noted that breakdown to turbulence occurs when the ratio of the turbulent shear stress to the wall shear stress reaches a critical value. The wall shear stress is $\tau_w = \rho \nu \tau_{wall}$. Therefore, Kubacki and Dick [30] conclude that $Re_\tau = \sqrt{ky}/\Omega$ can be used as a suitable onset parameter. In this work, however, since a model for the pre-transitional velocity fluctuations is available, the turbulent shear stress near the wall can be assumed to be proportional to the LKE i.e. $-\rho u'v' \propto \rho k_L$. Here, the ratio between turbulent shear stress and the wall shear stress can be represented as shown in equation 21 and it will be used as the onset parameter:

\[ Re_\Omega = \frac{k_L}{\nu\Omega} \] (21)

In the next section, details of a transitional $k - \omega$ model are presented. The coupling approach used to develop the new $k - \omega$ LKE model is based largely on the work of Kubacki and Dick [29, 30]. However, the $k - \omega$ LKE model uses a new onset parameter and “trigger” functions. Additionally, the predictions over the transition and turbulent regions are improved by including the “trigger” function into the diffusion terms of the transport equations for $k$ and $\omega$, so that their diffusion within laminar regions is only affected by the molecular viscosity.

4.2. Transitional $k - \omega$ LKE model equations

The transitional $k - \omega$ LKE is a 3-equation model. Transport equations are solved for the turbulent kinetic energy (equation 22), the specific dissipation rate (equation 23), and the laminar kinetic energy (equation 5):

\[ \frac{Dk}{Dt} = \gamma f_k P_k - \gamma C_{i\omega} k \omega + \frac{\partial}{\partial x_j} \left[ \left( \nu + \sigma_k \frac{k}{\omega} \right) \frac{\partial k}{\partial x_j} \right] \] (22)

\[ \frac{D\omega}{Dt} = C_{i\omega} P_k \frac{\omega}{k} - C_{\omega\omega} \omega^2 + \frac{\partial}{\partial x_j} \left[ \left( \nu + \sigma_\omega \frac{\omega}{\gamma} \right) \frac{\partial \omega}{\partial x_j} \right] \]

\[ + \sigma_\omega \frac{\partial k}{\partial \omega} \frac{k}{\omega} \frac{\partial x_j}{\partial x_j} \] (23)

The production of turbulent kinetic energy is modelled using the classical stress-strain approach as the product between the Reynolds stress tensor, $\tau_{ij}$, and the mean velocity gradient as shown in equation 24:

\[ P_k = \tau_{ij} \frac{\partial U_i}{\partial x_j} \] (24)

The Reynolds stress tensor is modelled using a linear eddy viscosity formulation based on the Boussinesq approximation as shown in equation 25:

\[ \tau_{ij} = \nu_t \left( 2S_{ij} - \frac{2}{3} \frac{\partial U_k}{\partial x_k} \delta_{ij} \right) - \frac{2}{3} k \delta_{ij} \] (25)
Similar to the approach of Walters et al. [20,22] and Kubacki and Dick [29,30], in the proposed \( k - \omega \) LKE model, the total eddy viscosity is separated into a small and a large scale eddy viscosity. The small scale eddy viscosity, \( \nu_{ts} \), is defined as:

\[
\nu_{ts} = f_{SS} \frac{k}{\omega}
\]  

(26)

A shear-sheltering function [22] is used to remove low frequencies from the turbulent kinetic energy [29] and is defined as:

\[
f_{SS} = e^{-\left(\frac{C_{SS}}{Re_{SS}}\right)^2}
\]  

(27)

Where the shear-sheltering Reynolds number is defined as:

\[
Re_{SS} = \frac{k}{\nu \Omega}
\]  

(28)

A viscous damping function [22] is used to control the production of turbulent kinetic energy near walls (equations 29 and 30):

\[
f_v = 1 - e^{\sqrt{Re_f}/C_v}
\]  

(29)

\[
Re_f = \frac{k}{\nu \omega}
\]  

(30)

The viscous damping function ensures that the production of turbulent kinetic energy becomes zero at walls and it facilitates the use of wall-resolving grids.

The transition onset parameter introduced in section 4.1 is implemented as shown in equation 31

\[
Re_L = \frac{k_L}{\min(\nu, \nu_f) \Omega}
\]  

(31)

The limit is imposed to allow an increase of the value of the onset parameter in the turbulent boundary layer. In turn, it allows the "trigger" function to reach a value of unity closer to wall boundaries such that the production of turbulent kinetic energy corresponds closely to that of the fully turbulent model. This enables the model to return improved predictions of the skin friction distribution within turbulent regions, in contrast to the formulation used by Kubacki and Dick [29,30], which tends to underpredict the fully turbulent skin friction coefficient. The trigger function is defined as:

\[
\gamma = \min\left(\frac{Re_L^2}{C_{crit}}\right)
\]  

(32)

Finally, the eddy viscosity is calculated by adding the effects of small and large scale fluctuations (equation 33):

\[

\nu = \nu_{ts} + \nu_L
\]  

(33)

Where, the small scale eddy viscosity, \( \nu_{ts} \), is calculated using equation 26 and the large scale eddy viscosity contribution is computed from the laminar eddy viscosity, \( \nu_L \), obtained from the LKE model (equation 12).

4.3. Boundary conditions and configuration

The transitional \( k - \omega \) LKE model requires a grid that resolves the boundary layer down to the viscous sub-layer. Therefore, it is recommended that the first grid point is located at \( y^+ \approx 1 \). At wall boundaries, since the velocity is zero, the turbulent kinetic energy, \( k \), is also zero. The specific dissipation rate, \( \omega \), uses the classic solution for smooth walls shown in equation 34

\[
\omega_{wall} = \frac{6 \nu}{C_{\omega \omega} y^2}
\]  

(34)

The wall and inlet conditions for the laminar kinetic energy should be prescribed as described in section 2.4

4.4. Model calibration and implementation

The model was calibrated against the ERCOFTAC zero-pressure gradient flat plate test cases (T3A–, T3A and T3C) [35], allowing to tune the model to various freestream turbulence levels. To ensure an appropriate response of the model to freestream conditions, the inlet conditions are chosen to replicate the turbulence decay recorded during the experiments (see section 5.1). Only three coefficients require calibration. The coefficients \( C_{SS} \) and \( C_v \) were calibrated using the T3A case. These coefficients adopt the highest value possible such that further increases result in a deviation of the turbulent skin friction coefficient from the theoretical distribution. The coefficient \( C_{crit} \) controls the predicted location of transition onset and is tuned to provide the best possible agreement with the experiments for all the test cases. The remaining coefficients adopt the default values of the original turbulence model [28]. A summary of the closure coefficients is provided in table 3.

The model is implemented in OpenFOAM following essentially the same procedure as described in section 2.5. However, in addition to solving the transport equation for \( k_L \) (equation 5), the transport equations for \( k \) (equation 22) and \( \omega \) (equation 23) are also included in the solution process. Finally, the Reynolds stress tensor is estimated using the Boussinesq approximation (equation 25).

5. Transitional \( k - \omega \) LKE model validation

The purpose of this section is to establish the validity and usefulness of the new LKE model to be used in conjunction
with a turbulence model for the prediction of transitional flows. Following the coupling approach detailed above results in a 3 equation RANS model \((k - \omega)\) that should be capable of predicting transition onset. The performance of the transitional \((k - \omega)\) LKE model is benchmarked using three configurations: (i) a flat plate at a zero pressure gradient, (ii) a variable pressure gradient flat plate and (iii) a laminar separation bubble. The performance of the \((k - \omega)\) LKE model is assessed by comparison with both experimental results and the predictions from the \((k - k_L - \omega)\) model [22] (a well-known and popular transition model which also uses the LKE concept for the prediction of transitional flows).

### 5.1. Flat plate at a zero pressure gradient

The \((k - \omega)\) LKE model is first tested on a flat plate at zero pressure gradient. The simulations were set up to match the ERCOFTAC experiments for a flat plate at zero pressure gradient for three different freestream turbulence levels (table 2). A schematic of the computational domain is shown in figure 8. The domain was comprised of two blocks which were discretised using a structured hexahedral mesh. Following a grid convergence assessment, the first block which covered the region of the domain upstream of the flat plate was discretised with 30x86x1 cells. The block used to discretise the region of the domain representing the flat plate had 700x86x1 cells. The total number of cells was 62,780. The grid spacing in the \(y\)-direction was chosen to ensure that \(y^+ \approx 1\). The maximum value of \(y^+\) was 1.28 for the T3A– case. The transport equations were discretised as described in section 3.1. However, limiters were employed for calculating the gradients used to approximate the divergence terms in the \(k\), \(\omega\) and \(k_L\) equations. The system of equations was solved using the SIMPLE [39] algorithm. The boundary conditions for the velocity and pressure fields are prescribed as detailed in section 3.1 with the exception of the top boundary which is configured as a slip boundary. The boundary conditions for \(k_L\) are described as detailed in section 2.4 for \(k\) and \(\omega\) they are specified as indicated in section 4.3. The inlet conditions for \(k\) and \(\omega\) are chosen to replicate the freestream turbulence decay recorded during the experiments as shown in figure 9. A summary of the inlet conditions used is presented in table 4.

![Turbulence decay for the T3A– T3A and T3B cases.](image)

The predicted skin friction coefficient distributions for the T3A–, T3A and T3B test cases is presented in figure 10. For comparison, the experimental measurements and the predictions from the \((k - k_L - \omega)\) model [22] are also included. For the T3A– case, the transition onset is marginally underestimated compared with the experiment. For the T3A case, the agreement is excellent. However, for the highest (6%) freestream turbulence intensity test case (T3B), the model overpredicts the distribution of the skin friction coefficient along the laminar boundary. This behaviour is attributed to the inability of either the viscous damping function or the "trigger" function to limit the production of turbulent kinetic energy in the laminar region at higher turbulence intensity levels. To address this behaviour additional damping of \(k\) is required which could be achieved by introducing other function(s) to further control the production of \(k\), or by modifying the \(\omega\) equation. However, this would increase the complexity of the model and requires further investigation. Nonetheless, the results demonstrate that the new LKE model can be used to develop new transition models. The coupled \((k - \omega)\) LKE model can predict the onset of transition with remarkable accuracy for the flat plate test cases, especially when considering the relative simplicity of the model.

### 5.2. Flat plate with a variable pressure gradient

The ERCOFTAC database also offers the T3C series of experimental results for a flat plate with variable pressure gra-
Table 4: Summary of test conditions for the test cases for a flat plate at zero-pressure gradient.

<table>
<thead>
<tr>
<th>Case</th>
<th>Model</th>
<th>$Tu_{eff}$</th>
<th>$U_{inlet}$</th>
<th>$k$</th>
<th>$k_L$</th>
<th>$\omega$</th>
<th>$\gamma_R$</th>
</tr>
</thead>
<tbody>
<tr>
<td>T3A-</td>
<td>$k - k_L - \omega$</td>
<td>-</td>
<td>19.3</td>
<td>0.0595</td>
<td>$10^{-15}$</td>
<td>49</td>
<td>7.3</td>
</tr>
<tr>
<td>T3A</td>
<td>$k - \omega$ LKE</td>
<td>0.009</td>
<td>19.3</td>
<td>0.0595</td>
<td>0.0151</td>
<td>507</td>
<td>7.8</td>
</tr>
<tr>
<td>T3A</td>
<td>$k - k_L - \omega$</td>
<td>-</td>
<td>5.4</td>
<td>0.0575</td>
<td>$10^{-15}$</td>
<td>27</td>
<td>12.7</td>
</tr>
<tr>
<td>T3B</td>
<td>$k - k_L - \omega$</td>
<td>-</td>
<td>9.4</td>
<td>0.5850</td>
<td>$10^{-15}$</td>
<td>35.3</td>
<td>99.6</td>
</tr>
</tbody>
</table>

Figure 10: Streamwise skin friction coefficient distributions for the ERCOFTAC ZPG test cases [36]

Figure 11: Schematic of the domain for the simulations of a flat plate with imposed pressure gradient.

The simulations were performed using a computational domain with a varying top boundary profile as illustrated in figure 11. The top boundary profile is used to match the freestream velocity along the place measured during the experiments and it was defined using the polynomial expression previously employed by Sulukse et al. [51]. Following a grid independence study, the domain was discretised with hexahedral cells using two blocks. The first block containing 50x72x1 cells and the second block (covering the plate) comprised 1000x72x1 cells for a total of 75,600 cells. The maximum $y^+$ was approximately 1.5 (T3C5 case). The model equations were solved and discretised using the same numerical procedure and schemes described in section 5.1. The boundary conditions were configured as described in section 5.1 (see also sections 2.4 and 4.3). The turbulent kinetic energy and the specific dissipation rate were defined at the inlet to reproduce the experimental decay of the turbulence intensity for each case as shown in figure 12. The inlet velocity was chosen so that the resulting velocity field matched the experimental velocity distribution along the flat plate (figure 12). For convenience, a summary of the inlet conditions is presented in table 5.

In figure 13, the predicted streamwise skin friction coefficient distributions are compared with the experiments. Overall, the agreement between the experiments and the predicted skin friction is excellent. The $k - \omega$ LKE model is able...
to predict a transition onset location close to that given by the experiments. For the T3C3 case (adverse pressure gradient), the model overestimates the location of the transition onset by approximately 6%. With the exception of the T3C3 case, the model estimates transition onset more accurately than the \( k - k_L - \omega \) model which overestimates it for all cases. This finding is surprising since the \( k - k_i - \omega \) model is shown to perform reasonably well for the T3C2, T3C3 and T3C5 cases by Walters and Cokljat [22]. The difference in performance may be due to the fact that their domain includes a semi-circular leading edge. Here, a fully sharp leading edge is used to represent of the experimental setup. This suggests that the choice to represent the leading edge geometry affects the predictions and requires further investigation to be able to define and promote precise best-practice guidelines for the usage and application of transitional models in general.

5.3. Laminar separation bubble

In order to test the robustness of the new LKE model and the \( k - \omega \) LKE model, as well as to assess their potential applicability to more complex configurations, a laminar separation bubble (LSB) test case is presented in this section. Since the LKE model has been designed specifically to operate under the conditions encountered in by-pass transition, its application to a LSB configuration should yield results comparable to a laminar solution, albeit with a marginal transfer of momentum from the mean flow to the mean fluctuating velocity in the streamwise direction due to the influence of the "laminar eddy viscosity" defined in equation [12].

The numerical set up used is the same as that detailed in section 3.1. The case was solved using a transient solver available in OpenFOAM (pimpleFoam) which can operate as a hybrid between the PISO and SIMPLE algorithms. In this case, it was configured to operate in PISO mode. Temporal derivatives were calculated using the implicit second-order accurate backward scheme. The convergence criteria between time steps was \( 10^{-5} \) for the pressure and \( 10^{-5} \) for all other variables. The solver automatically adjusts the time step in order to maintain the maximum Courant number below a user-defined value; here set to 1. The simulations ran for a total of 1.5 seconds and the results presented in this section correspond to the time-averaged solution for the time interval from 0.5 seconds to 1.5 seconds. The first 0.5 seconds of simulated time are disregarded in order to allow the simulation to settle.

The computational domain used is shown in figure [14]. It was discretised using a structured hexahedral mesh consisting of two blocks with a total of 53,009 cells. A grid independence study was conducted following a similar approach as described in the previous sections. However, for this case the average calculated from pressure distribution along the flat plate was used as reference. The corresponding maximum \( y^+ \) value for the selected grid was 1.67 and the average \( y^+ \) value was 0.54.

At the inlet, the values of the velocity vector and the LKE (again, estimated using equation [13]), \( k \) and \( \omega \) are prescribed whilst the pressure is assigned a zero gradient boundary condition. At the outlet, a pressure outlet boundary is prescribed

---

**Table 5: Summary of test conditions for the T3C variable pressure gradient test cases.**

<table>
<thead>
<tr>
<th>Case</th>
<th>Model</th>
<th>( Tu_{eff} ) [-]</th>
<th>( U_{inlet} ) [m/s]</th>
<th>( k ) [m²/s²]</th>
<th>( k_L ) [m²/s²]</th>
<th>( \omega ) [s⁻¹]</th>
<th>( y_R ) [-]</th>
</tr>
</thead>
<tbody>
<tr>
<td>T3C1</td>
<td>( k - k_L - \omega )</td>
<td>-</td>
<td>6.05</td>
<td>0.791</td>
<td>( 10^{-12} )</td>
<td>80</td>
<td>59.3</td>
</tr>
<tr>
<td></td>
<td>( k - \omega ) LKE</td>
<td>0.077</td>
<td>6.05</td>
<td>0.791</td>
<td>( 10^{-12} )</td>
<td>742</td>
<td>72.8</td>
</tr>
<tr>
<td>T3C2</td>
<td>( k - k_i - \omega )</td>
<td>-</td>
<td>5.1</td>
<td>0.068</td>
<td>( 10^{-15} )</td>
<td>44</td>
<td>9.3</td>
</tr>
<tr>
<td></td>
<td>( k - \omega ) LKE</td>
<td>0.025</td>
<td>5.1</td>
<td>0.068</td>
<td>( 10^{-15} )</td>
<td>380</td>
<td>11.9</td>
</tr>
<tr>
<td>T3C3</td>
<td>( k - k_i - \omega )</td>
<td>-</td>
<td>3.80</td>
<td>0.054</td>
<td>( 10^{-15} )</td>
<td>54</td>
<td>6.0</td>
</tr>
<tr>
<td></td>
<td>( k - \omega ) LKE</td>
<td>0.025</td>
<td>3.80</td>
<td>0.048</td>
<td>( 10^{-15} )</td>
<td>445</td>
<td>7.2</td>
</tr>
<tr>
<td>T3C5</td>
<td>( k - k_i - \omega )</td>
<td>-</td>
<td>8.80</td>
<td>0.235</td>
<td>( 10^{-15} )</td>
<td>82</td>
<td>17.2</td>
</tr>
<tr>
<td></td>
<td>( k - \omega ) LKE</td>
<td>0.025</td>
<td>8.80</td>
<td>0.170</td>
<td>( 10^{-15} )</td>
<td>565</td>
<td>20.0</td>
</tr>
</tbody>
</table>
and the gradient for all other variables leaving the computational domain is set to zero. A symmetry condition is assigned to the top boundary and the boundary just upstream of the plate. At the plate, the pressure is defined as a Neumann boundary, a no-slip condition is used for the velocity vector and the laminar kinetic energy is zero. The laminar “eddy” viscosity is also set to zero at the wall (following its definition in equation 12).

In order to gain a broad understanding of the performance of the new models, the laminar separation bubble experimental configuration and results presented by Samson and Sarkar \[52\] are used for comparison. Additionally, to provide as broad a picture as possible of their predictions, results are compared against solutions provided from laminar, transitional and turbulent models. The laminar solution is obtained using a dummy turbulence model which sets the eddy viscosity (therefore, the Reynolds stresses) equal to zero in the momentum equation (equation 15). The transitional results are obtained using the transitional \( k - k_L - \omega \) model \[22\]. The fully turbulent solution is generated using the popular \( k - \omega \) SST RANS model \[53\]. Table 6 provides a summary of the test conditions for the simulations carried out.

Figure 15 shows time-averaged pressure coefficients profiles along the plate. The definition of the pressure coefficient, as used by Samson et al. \[52\], is given in equation 35.

\[
C_p' = \frac{C_p - C_{p_{\text{min}}}}{C_{p_{\text{max}}} - C_{p_{\text{min}}}}
\]

In this work, simulations were carried out to correspond with the lowest and highest values of the Reynolds number reported by Samson et al. \[52\] and are equal to \( Re = 25,000 \) and \( Re = 75,000 \).

Although, Samson et al. \[52\] also reported velocity profiles at various stations along the separation bubble, due to
Table 6: Summary of test conditions for the laminar separation bubble test cases.

<table>
<thead>
<tr>
<th>Case</th>
<th>Model</th>
<th>$Re$</th>
<th>$Tu_{eff}$</th>
<th>$U_{inlet}$</th>
<th>$k$</th>
<th>$k_L$</th>
<th>$\omega$</th>
<th>$\nu_R$</th>
</tr>
</thead>
<tbody>
<tr>
<td>LSB1</td>
<td>Laminar</td>
<td>$25 \times 10^4$</td>
<td>-</td>
<td>4.68</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>LSB2</td>
<td>Laminar</td>
<td>$75 \times 10^3$</td>
<td>-</td>
<td>14.0</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>LSB3</td>
<td>$k - k_L - \omega$</td>
<td>$25 \times 10^4$</td>
<td>-</td>
<td>4.68</td>
<td>$1.38 \times 10^{-3}$</td>
<td>$10^{-15}$</td>
<td>8.35</td>
<td>1</td>
</tr>
<tr>
<td>LSB4</td>
<td>$k - k_L - \omega$</td>
<td>$75 \times 10^3$</td>
<td>-</td>
<td>14.0</td>
<td>$1.24 \times 10^{-2}$</td>
<td>$10^{-15}$</td>
<td>75.2</td>
<td>1</td>
</tr>
<tr>
<td>LSB5</td>
<td>$k - \omega$ SST</td>
<td>$25 \times 10^4$</td>
<td>-</td>
<td>4.68</td>
<td>$1.38 \times 10^{-3}$</td>
<td>-</td>
<td>92.8</td>
<td>1</td>
</tr>
<tr>
<td>LSB6</td>
<td>$k - \omega$ SST</td>
<td>$75 \times 10^3$</td>
<td>-</td>
<td>14.0</td>
<td>$1.24 \times 10^{-2}$</td>
<td>-</td>
<td>835.4</td>
<td>1</td>
</tr>
<tr>
<td>LSB7</td>
<td>$k - \omega$ SST</td>
<td>$25 \times 10^4$</td>
<td>0.0065</td>
<td>4.68</td>
<td>-</td>
<td>$4.63 \times 10^{-4}$</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>LSB8</td>
<td>LKE</td>
<td>$25 \times 10^3$</td>
<td>0.0065</td>
<td>14.0</td>
<td>-</td>
<td>$4.17 \times 10^{-3}$</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>LSB9</td>
<td>$k - \omega$ LKE</td>
<td>$25 \times 10^3$</td>
<td>0.0065</td>
<td>4.68</td>
<td>$1.38 \times 10^{-3}$</td>
<td>$4.63 \times 10^{-4}$</td>
<td>92.5</td>
<td>1</td>
</tr>
<tr>
<td>LSB10</td>
<td>$k - \omega$ LKE</td>
<td>$75 \times 10^3$</td>
<td>0.0065</td>
<td>14.0</td>
<td>$1.24 \times 10^{-2}$</td>
<td>$4.17 \times 10^{-3}$</td>
<td>828</td>
<td>1</td>
</tr>
</tbody>
</table>

Figure 15: Time-averaged pressure distribution coefficient along the plate. Markers represent measurements [54].

Figure 16: Streamlines calculated from the time-averaged velocity for various models tested at $Re = 25,000$. (a) Fully turbulent model solution ($k - \omega$ SST) (b) Transitional model solution ($k - k_L - \omega$) (c) New LKE model solution ($k_L$ equation) (d) Coupled transitional model solution ($k - \omega$ LKE)
Following a local pressure minimum at interest, measurements are used for comparison herein. Nonetheless, this does not impair the general assessment of the new models. To facilitate the interpretation of results, the procedure proposed by Gerakpulos et al. \[55\] to identify the onset of separation, transition and reattachment is used. These regions of interest are labelled accordingly in figures 15(a) and 15(b).

Figure 15 shows that regardless of the Reynolds number tested the fully turbulent model \((k−\omega)\) completely fails to capture the main features of the laminar separation bubble. The \(k−k_1−\omega\) model \[22\] captures the general features of the laminar separation bubble. However, the laminar separation bubble transitions and reattaches in a length roughly half of that of the experiments. Although it is difficult to conclusively identify the reason for the reduction in the predicted length of the laminar separation bubble, it is possible that the tendency of the \(k−k_1−\omega\) model to overpredict the laminar kinetic energy (e.g. figure 1) can result in an unintended energy drain from the mean flow. Accordi and de Lemos \[45\] also identified this weakness of the \(k−k_1−\omega\) model and proposed damping function to reduce the production of LKE away from the wall in pretransitional regions and despite their modification the model’s weakness to capture separation induced transition was still present. The new LKE model underpredicts the length of the laminar separation bubble by approximately 20% and 15% for \(Re = 25,000\) and \(Re = 75,000\) respectively. The location of the reattachment region is underpredicted by approximately 10%. The new model also predicts an unphysical secondary pressure reduction within the pressure plateau, similar to the prediction of the laminar model. The presence of this secondary pressure drop is attributed to the formation of a strong recirculation bubble which originates as a result of a lack of energy transfer from the mean flow into turbulence. This means that the momentum in the outer region of the separation bubble is not lost in the process of sustaining turbulence, and as the flow turns onto itself a strong vortex forms (from examination of streamlines - see figure 10) which in turn leads to a reduction in the local pressure. This result is not surprising since the new LKE model does not include a means to account for the generation of turbulence. In fact, figure 15 shows that the LKE model does indeed return essentially the laminar solution and the difference between the results from the laminar and the new LKE model is negligible. In contrast, the \(k−\omega\) LKE model has the ability to generate turbulence and allow the required loss of momentum towards the edge of the separation bubble. This results in a drastic improvement of the pressure distribution predictions. Figure 15 shows that for both cases, the \(k−\omega\) LKE can capture the major physical features, particularly for \(Re = 25,000\). This result is particularly encouraging since it shows the potential for the model to be used in applications involving laminar separation bubbles which can be particularly challenging to study numerically.

6. Conclusion

A new model for the laminar kinetic energy (LKE) has been proposed and validated. To the authors’ knowledge only two frameworks to model the LKE exist. The approach by Mayle and Schulz \[23\] is elegant but has some practical limitations. For example, information about the freestream turbulence spectrum is required. This information is not always available. The approach by Walters et al. \[20,22\] is pioneering and it was the first to highlight the potential of employing the LKE to develop general purpose transition-sensitive models. However, it was found that their most well-known model \[22\] fails to accurately predict the magnitude of the LKE for turbulence intensities below 6%.

In the process of developing the new LKE model, it was shown that the production of LKE can be modelled using the classic strain-based approach and it can be scaled with functions to represent the integral length scale and Kolmogorov velocity scale Reynolds numbers. To the authors’ knowledge, for the first time a model is presented to account for the diffusion due to the interaction of wall-normal velocity fluctuations and the LKE. This was achieved through a laminar diffusion “eddy” viscosity. The model was validated against the zero pressure gradient flat plate ECOFTAC test cases. Despite the relative simplicity of the new model, its predictions of the velocity fluctuations and LKE are in excellent agreement with the experiments. Furthermore, an approach is illustrated that allows to couple the LKE model with a version of Wilcox’s \(k−\omega\) model and results in a new 3-equation transition model \((k−\omega\) LKE model).

The \(k−\omega\) LKE model was validated using a number of test cases involving transitional flows. The agreement between predictions and experiments was excellent for all the configurations tested, including the transitional flow other a flat plate, a flat plate with variable pressure gradient and a laminar separation bubble. Although further testing of this model is required to fully understand its limitations, the results presented in this work are very promising considering the relative simplicity of both the coupling method and the resulting model.
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