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Forecasting Intraday Call Arrivals using the Sea-

sonal Moving Average Method 
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Research into time series forecasting for call center management suggests that a forecast based on 

the simple Seasonal Moving Average (SMA) method outperforms more sophisticated approaches at 

long horizons where capacity planning decisions are made. However in the short to medium term 

where decisions concerning the scheduling of agents are required, the SMA method is usually out-

performed. This study is the first systematic evaluation of the SMA method across averages of dif-

ferent lengths using call arrival data sampled at different frequencies from 5 minutes to 1 hour. A 

hybrid method which combines the strengths of the SMA method and nonlinear data-driven artificial 

neural networks (ANNs) is proposed to improve short-term accuracy without deteriorating long-term 

performance. Results of forecasting the intraday call arrivals to banks in the US, UK and Israel indi-

cate that the proposed method outperforms standard benchmarks, and leads to improvements in fore-

casting accuracy across all horizons. 
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1.  Introduction 

Accurate and robust forecasts of inbound calls volumes as a measure of service demand is of 

primary importance to managing call centers effectively and efficiently, be it for scheduling agents 

efficiently in 15 or 30 minute intervals during the day or within a week, or determining the quantity, 

and timing of hiring and training (Gans et al., 2003, Aksin et al., 2007). Call centers employ millions 

of individuals around the world accounting for more than 70% of all customer-business interactions 

(Brown et al., 2005). With 60–80% of a call center’s operating budget comprising of human resource 

costs (Aksin et al., 2007) the accurate forecasting of inbound calls, even those corresponding to a 

single product or service such as a medical emergency hotline, can have substantial socio-economic 

implications. 

Time series forecasting research has recently focused on developing rather sophisticated 

methods for forecasting inbound call arrivals. However there has been overwhelming evidence (Tay-

lor 2008a; 2010; Tandberg, Easom, and Qualls 1995; Ibrahim and L'Ecuyer 2013) that such methods 

are outperformed by the simple Seasonal Moving Average (SMA) method particularly at longer 

forecast horizons where capacity planning decisions are made. Despite its attractiveness the perfor-

mance of the SMA method has not been systematically evaluated, nor have extensions been investi-

gated. This study evaluates the performance of the SMA method systematically varying the number 

of seasonal periods included in the average to assess its impact on forecasting accuracy across differ-

ent data frequencies of 5 minute, half-hourly and hourly recorded call arrivals. The SMA method is 

compared to ‘simple’ and advanced benchmarks including seasonal ARIMA and the double seasonal 

Holt-Winters exponential smoothing method of Taylor (2003) forecasting 5 minutes to two weeks 

ahead. 

A new hybrid forecasting method is proposed which combines the strengths of the simple 

SMA method, capable of robustly capturing the intraday and intraweek seasonal pattern in intraday 

call arrivals, and the data driven nonlinear capabilities of ANNs in modelling potential nonlinear and 

nonparametric features of the residuals (Zhang et al., 1998). Such an approach would allow call cen-

ter managers the ability to observe both the short and long-term trends in call arrivals in a single 

forecast, and facilitate easier use of judgmental adjustments in that it separates out the seasonal 

weekly and daily fluctuations from the rest of the series highlighting its main components.  

Both linear autoregressive (AR) and nonlinear ANNs are evaluated as in practice it is often 

difficult to determine whether a series is generated from a linear or nonlinear process, and/or whether 

any one method will produce better forecasts than the other. This is especially true for the case of the 

three Banks considered in this study, whose service demand are likely affected by both structural and 
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behavioral changes in response to financial and economic stimuli. Data on inbound service demand 

is obtained from call centers of a US bank (Weinberg, Brown, & Stroud, 2007.), a UK bank (Taylor, 

2008a), and a bank in Israeli (Mandelbaum, Sakov, & Zeltyn, 2000). These represent 5 minute, half-

hourly, and hourly observations of call arrivals respectively and facilitate evaluation of performance 

across increasing sampling frequency. These three series have a significant impact on the cost of op-

erations of these call centers, representing a major aspect of inbound call traffic and affecting capaci-

ty planning and scheduling decisions. It is hypothesized that by using ANNs, complex autocorrela-

tion structures in the data may be modelled more accurately. 

The rest of the paper is organized as follows. In Section 2, a review of the literature on uni-

variate forecasting for intraday arrivals is performed. This is followed in Section 3, by a discussion 

of the Seasonal Moving Average method and development of the proposed hybrid approach. Section 

4 provides a description of the intraday call arrival datasets and in Section 4 followed by Section 5 

which describes the experimental design and benchmarks method. Section 6 presents the results and 

findings, while Section 7 discusses briefly the implications of practice. Finally, Section 8 presents a 

summary and concluding remarks. 

2. Univariate methods for forecasting intraday arrivals 

The lack of research into time series forecasting methods for call centers first observed by 

Fildes and Kumar (2002), and detailed by Gans et al. (2003) and Mandelbaum (2006), has led to a 

recent surge in this area of research. The first empirical evaluation of univariate time series methods 

for call center arrivals by Taylor (2008a) evaluated several models not previously used for call center 

forecasting, including the double seasonal Holt-Winters exponential smoothing method and a multi-

plicative double seasonal ARMA model (Taylor, 2003). These methods were introduced specifically 

to model the double seasonal pattern inherent in intraday call arrival data2 (see Figure 1). Since then, 

several advanced time series methods have been developed for modelling time series containing such 

features. These include numerous developments in exponential smoothing (see, for example, Taylor, 

2010, Taylor and Snyder, 2012, Taylor, 2012, Taylor, 2003), ARIMA modelling (see, for example, 

Antipov and Meade, 2002, Taylor, 2008c), regression including dynamic harmonic (Tych et al., 

2002) and discount weighted regression (Taylor, 2010), singular vector decomposition (see, for 

example, Shen and Huang, 2005, Shen and Huang, 2008b, Shen and Huang, 2008a, Shen, 2009), and 

                         
2 Intraday call arrivals exhibit double seasonality and are a subclass of a more general class of time series containing mul-

tiple seasonal cycles each of different lengths The term ‘cycle’ is used to denote any periodically repeating pattern (with 

variation) in contrast to an economic cycle that has no fixed length (Gould, Koehler, Ord, Snyder, Hyndman, & Vahid-

Araghi, 2008). 
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the use of Gaussian linear mixed-effects models (Aldor-Noiman et al., 2009, Ibrahim and L'Ecuyer, 

2013). 

Despite the focus on more sophisticated methods of forecasting, the findings of Taylor 

(2008a) suggest that “to use more advanced methods may not be the solution”. The study found that 

for lead times up to about three days ahead, the double seasonal Holt-Winters and the double season-

al ARIMA methods performed well, but beyond short lead times and across all lead times simultane-

ously, the SMA method with weekly seasonality was best. While SMA with weekly seasonality did 

not produce the best accuracy in Taylor (2010), primarily because of poor performance at short lead 

times, it was observed to be the best performing method beyond four days ahead forecasting. Early 

evidence from Tandberg, Easom, and Qualls (1995) in producing forecasts of hourly calls to a re-

gional poison center in New Mexico also found that the SMA method performed well, outperforming 

Seasonal ARIMA. Further evidence outside of time series methods research was given by Ibrahim 

and L'Ecuyer (2013) who observed that at relatively long forecasting lead times, the SMA method 

outperformed a number of statistical models which included, fixed-effects, mixed-effects and bivari-

ate mixed-effects models. 

It is therefore surprising that extensions of the Seasonal Moving Average method have not 

been considered, despite previous findings of residual autocorrelation when fitted to intraday arri-

vals, a clear indication that further improvements are possible (Brown et al., 2005; Taylor, 2008a). 

Additionally the method has not been systematically evaluated. This is remarkable given its preferred 

use in practice over more advanced methods which are difficult to implement, communicate to mid-

dle and top management, and which lack transparency. This study assesses the impact of the number 

of seasonal periods included in the calculating the seasonal moving average to better understand the 

properties of this simple forecasting method. It also proposes a hybrid decomposition approach 

which in the first step models and forecasts the original series using the SMA method, and in the 

second step, models and forecasts the residuals of the SMA method using a linear or nonlinear mod-

el. The forecasts of the original and residual series are then combined to produce the final forecast. In 

estimating the nonlinear AR model we consider ANNs as they have shown promise in modeling data 

containing similar features of intraday and intraweek seasonality (Willis and Northcotegreen, 1983, 

Temraz et al., 1997). They are flexible not requiring the pre-specification of a particular model form 

and have been successfully employed in numerous forecasting applications (Zhang et al., 1998; Ha-

mid and Iqbal 2004; Adya and Collopy, 1998). They have however yielded mixed results when mod-

elling intraday call arrivals (see, for example, Taylor and Snyder, 2012, Pacheco et al., 2009, Millan-

Ruiz et al., 2010), and selecting a single ANN can be difficult owing to the large number of factors 

which affecting network performance (Zhang and Berardi, 2001). Given the strengths and weakness-
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es in both approaches, a hybrid approach seems appealing, and may be an effective strategy in prac-

tice. 

3. Extending the Seasonal Moving Average: a Hybrid Ap-

proach 
The most notable paper involving a hybrid approach based on ANNs is by Zhang (2003), 

combining ARIMA and ANN models, with improved results over both models when used separately. 

The proposed approach differs in that it is combines the SMA method and ANNs, and is driven by 

the underlying properties observed in intraday call arrival time series data. It is inspired by research 

in time series decomposition (Makridakis, Wheelwright & Hyndman, 2008). In particular decompo-

sition is useful in analyzing underlying latent components of a time series which may have meaning-

ful interpretations (West, 1997) and whose isolation and subsequent independent modelling may en-

hance forecasting performance by eliminating variability in sub-series. Theodosiou (2011) for exam-

ple find improvements in forecasting accuracy from the application of the well-known STL decom-

position (Cleveland et al., 1990). This is analogous to temporal aggregation and disaggregation 

which in practice aids the identification of series characteristics across different temporal frequencies 

as illustrated by Petropoulos and Kourentzes (2014). Hybrid approaches can be similarly used to ex-

ploit the benefits of decomposition and combination to improve forecasting accuracy (Timmermann, 

2006).  

Using this hybrid approach, a time series can be viewed as consisting of both a linear and 

nonlinear component as follows: 

𝑦𝑡 = 𝐿𝑡 + 𝑁𝑡 (1) 

where 𝐿𝑡 denotes the linear component and 𝑁𝑡, the nonlinear component. In the first step, the SMA 

method is applied to estimate and forecast the linear component containing the intraday and in-

traweek seasonal patterns. The h-step-ahead forecast using the SMA method is calculated as: 

𝑦̂𝑡+ℎ =
1

𝑘
∑ 𝑦𝑡+ℎ−𝑠𝑘

𝑘

𝑖=1

 
(2) 

where 𝑘 is the number of seasonal periods considered in the calculation of the moving average, 𝑠 is 

the length of the seasonal cycle and h the forecast horizon. In this study different values of 𝑘 are 

evaluated to determine its impact of forecasting accuracy. The value of 𝑠 representing either daily or 

weekly seasonality is chosen to minimize the mean squared error over the training set. For the cho-

sen arrival series, this selection was easily verifiable by observing that both the UK and US series 

exhibit intraweek seasonal patterns and consequently capturing only daily seasonality was insuffi-

cient to model both weekdays and weekends which differ substantially. In contrast for the Israeli se-
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ries which excludes weekends better results were obtained using a daily seasonal cycle. Using this 

method, the forecast for each lead time is given as the average of call arrivals for the same period of 

the day or week as the period to be predicted. For example, with 10 weeks (days), the forecasts will 

be the number of calls arriving for the same period of the week (day) as the period to be predicted, 

averaged across all previous 10 weeks (days). For hourly data this means that we average the 10 call 

arrival volumes for the same hourly period corresponding to the previous 10 weeks. 

The SMA method is used to produce 𝐿̂𝑡 the one-step ahead forecasted value for time 𝑡. In the 

second step these forecast values are used to calculate one-step-ahead in-sample forecast errors (re-

siduals) of the SMA method. The residual series 𝑒𝑡 is given by: 

𝑒𝑡 = 𝑦𝑡 − 𝐿̂𝑡 (3) 

These residuals generally contain some remaining autocorrelation (Gardner, 1985, Taylor, 2003), 

evidenced in the residuals of a fitted 5 period SMA shown in Figure 1. It can be observed that for all 

three series, the one-step-ahead errors produced tend to go in runs having the same sign, indicating in 

all cases quite large and positive first-order autocorrelation. This indicates that the forecasts pro-

duced by the SMA method are clearly not optimal, and can be further improved. Additionally, all 

residuals are tested for any nonlinearities using the BDS Test3 for nonlinearity (Broock  et al., 1996). 

The BDS test is used to test for remaining linear dependence and the presence of omitted nonlinear 

structures in the residuals. For the UK, US and Israeli Bank series, p-value < 0.000 are obtained for 

residuals of the 5 period SMA method indicating the presence of possible nonlinear structure in the 

data. A major advantage of the BDS test is that it requires no distributional assumption on the time 

series data. 

                         
3 The BDS test measures the frequency with which temporal patterns are repeated in a time series counting the number of 

observations within a specified distance 𝜖. The BDS Test statistic measures the closeness of the points with the probabil-

ity of independent and identical distribution (i.i.d) of the residuals dependent on 𝜖 and number of past observations. 

Where the null hypothesis of independent and identical distributions (i.i.d) is rejected, the fitted linear model is deemed 

misspecified, and provides evidence of nonlinearity. The BDS Test is implemented using the R Software and the fNon-

linear package with 𝜖 set to 0.5, 1, 1.5 and 2 standard deviations of the data set and embedding dimensions 1 to 5. 
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To correct for the autocorrelation observed in the data, and to investigate whether there are 

any benefits of applying a nonlinear approach over a linear approach in step 2, both a linear auto-

regressive model of order p, AR(p), and a Multilayer Perceptron (MLP) neural network of the form 

NAR(p) are evaluated in modeling the residuals. Details of both models and their setup are provided 

in Appendix A. In either case, the model for the residuals is of the form: 

 

𝑒𝑡 = 𝑓(𝑒𝑡−1,𝑒𝑡−2,, … , 𝑒𝑡−𝑝) + 𝜀𝑡 (4) 

where 𝑓is a linear or nonlinear function, and 𝜀𝑡 is the random error. Finally, the decomposed fore-

casts of the SMA method and that of the residuals are summed to obtain the final combined forecast 

as follows: 

𝑦̂𝑡 = 𝐿̂𝑡 + 𝑁̂𝑡 (5) 

where 𝑁̂𝑡 is the forecast of the possibly nonlinear SMA residual component. While it may be more 

efficient to estimate all parameters for this method in a single stage (Chatfield, 1985), a two-stage 

estimation approach is adopted to maintain simplicity, in terms of calculation and optimization of 

model parameters, and transparency of the method to enhance decision making and the use of judg-

ment. 

 

Figure 1: Autocorrelation [left] and Partial-Autocorrelation [right] plot of one-step-ahead forecast errors the 5 period 
seasonal average on the UK Bank [top], Israeli Bank [middle] and US Bank [bottom] datasets. 
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4. Call Centre Arrivals Data 

Three time series of intraday call arrivals known to exhibit complex seasonal patterns are considered. 

Such series tend to have a daily seasonal pattern or intraday cycle, a weekly seasonal pattern or in-

traweek cycle, and where multiple years of observations are available, an annual seasonal pattern. A 

plot of all three series is shown in Figure 2. The first (from the bottom up) consists of hourly data 

corresponding to regular calls from 1 August through to 25 December inclusive, taken from a small 

call center at one of Israel’s banks (Mandelbaum, Sakov, and Zeltyn, 2000). The call center operates 

18 hours per day from 6. A.M to 12 P.M. and is open 5 days per week (see Table 1). Figure 

1[bottom] presents the final four weeks of the series, which shows no apparent trend, and illustrates 

an intraday seasonal cycle containing 𝑠1= 18 periods, and a possible intraweek seasonal cycle of 𝑠2 = 

5×18 = 90 periods excluding Saturdays, and including holidays. The first 14 weeks of the series are 

used for method estimation, while the remaining seven weeks are used for out-of-sample forecast 

evaluation. 

The second series consists of half-hourly arrivals at the call center of a major retail bank in 

the United Kingdom (Taylor 2008a). This call center operates 7 days per week and is open 16 hours 

(32 half-hours) per day (see Table 1). The final four weeks of the series is shown in Figure 2 [mid-

dle].The series exhibits no apparent trend, but contains both an intraday seasonal cycle, 𝑠1= 32, and 

also a repeating intraweek seasonal cycle, 𝑠2 = 7×32 = 224 periods. The entire time series of 36-

 

Figure 2: Intraday call arrival time series for the US Bank [top], UK Bank [middle] and Israeli Bank [bottom] 
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weeks, from 3 January 2004 to 10 September 2004 both days included is considered. The first 24 

weeks of data were used to estimate various model parameters, while the remaining 12 weeks pro-

vide the holdout for the post-sample forecast evaluation. 

The final dataset comes from a large North American commercial bank, and consists of 

10,140 observations of 5-min interval call arrivals into a retail bank for the first 12 weeks (excluding 

weekends) starting from 3 March 2003 to 28 May 2003 inclusive (Weinberg et al., 2007, De Livera 

et al., 2011). The call center opens 5 days per week and operates from 7 A.M. to 9.05 P.M approxi-

mately 14 hours and 5 minutes (or 169 5-minute intervals). Figure 2 [Top] shows the final four 

weeks of the call arrival series which contains both an intraday seasonal cycle 𝑠1= 169 periods, and 

an intraweek seasonal cycle of 𝑠2 = 5×169 = 845 periods. The first 7,605 observations or 9 weeks are 

used to estimate model parameters, and the remaining 2,535 observations or 3 weeks, for post-

sample forecast evaluation. Table 1 summarizes the number of 5-minute intervals, half-hours and 

hours in the estimation and evaluation sample for all series. It should be noted that the size of the in- 

and out-of-sample datasets were selected to remain consistent with prior studies. In the case of the 

UK and Israeli Bank series a setup similar to that of Taylor (2008a) is used, while for the US Bank 

series the setup of De Livera et al. (2011) is adopted. 

 

5. Preprocessing, Parameter Estimation and Evaluation 

5.1 DataPreprocessing 

All time series are modelled without prior smoothing of bank holidays or other “special days”. This 

approach was deemed reasonable as in practice, univariate methods are often required to produce 

robust baseline forecasts in the presence of such days. It is then expected that experts, if required, 

will overlay their experience and knowledge of the demand series in accounting for the impact of 

such special days such as bank holidays. Other studies in modelling arrival series have applied a log-

arithmic transformation prior to model estimation in order to reduce the impact of heteroscedasticity 

(Taylor, 2008a, Brown et al., 2005). The impact of this transformation is assessed for both the UK 

and US series. It if resulted in the lowest in-sample mean squared error the transformation was ap-

plied, otherwise the series was modelled in its original form. For the Israeli Bank data, it was not 

Table 1. Summary and description of the call arrivals for the Israeli and UK Bank Call Centre. 

  

Days 
opened per 

week Opening hours 
Recorded 
interval 

Size of estimation 
sample 

Size of evaluation 
sample 

Israeli Bank 5 6 A.M. −12 P.M. Hourly 1260 630 
UK Bank 7 7 A.M. −11 P.M. Half-hourly 5376 2688 
US Bank 5 7 A.M. −9:05 P.M. 5-minute 7605 2535 
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possible to apply the log transformation due to periods with no (zero) call arrivals. Instead for this 

series a square root transformation used in the study by Taylor (2008a) and Brown et al., (2005) was 

used to reduce heteroscedasticity. 

5.2Model Estimation 

5.2.1 The Seasonal Moving Average 

The length of the seasonal moving average is assessed to determine its impact on forecast. For the 

UK and Israeli bank series 𝑘 the length of the moving average is set to 5, 10 and 15 periods with sea-

sonality 𝑠 equal to 224 and 18 to model weekly and daily seasonality respectively. Finally, for the 

US Bank data averages of lengths 2 and 5 are considered due to the limited data available. For this 

series seasonality 𝑠 is set to 845 representing weekly seasonality. For the UK and US series, the 

choice of seasonal cycle was consistent with the properties of the arrivals series, both of which ex-

hibited evidence of an intraweek seasonal cycle. For the Israeli series which excluded weekends bet-

ter results were obtained using a daily seasonal cycle. 

5.2.2 The Multilayer Perceptron 

The most commonly applied artificial neural network, the Multilayer Perceptron (MLP), a feedfor-

ward artificial neural network is used in the study. A single MLP architecture is used to forecast all 

time series, using two hidden nodes and a single output node with an identity function producing 

multistep forecasts recursively through one-step-ahead forecasts. In selecting the network inputs for 

modelling the residuals of the SMA method in the hybrid approach, a stepwise regression is used 

having maximum order of 5 considering the maximum order of the AR term in the seasonal ARIMA. 

In modelling the original series using only the MLP, a mixed approach is adopted based on stepwise 

selection which has proven a suitable contender for high-frequency time series (Crone and 

Kourentzes, 2010). For each series, the input lags with the highest statistical significance are identi-

fied using partial autocorrelation analysis. This reduced subset of selected lags is then used as input 

to a stepwise regression to select the final set of inputs for the network, in effect pre-filtering the 

search space. Each time series is modelled directly without prior differencing. Inputs were linearly 

scaled into the interval of [-0.5, 0.5] to allow headroom for possible non-stationarity prior to training. 

The training algorithm used is the standard backpropagation algorithm, minimizing the mean square 

error up to a maximum of 1000 epochs. The algorithm requires setting a learning rate 𝜂 = 0.02 and 

momentum parameter 𝜇 =  0.7. As neural network training performed in this manner is subject to 

the local minima problem, where the nonlinear optimisation gets trapped in the local minimum of the 

error surface potentially resulting in poor quality results, training is initialised several times with dif-

ferent random starting weights and biases to explore the error surface more fully. The best training 
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initialisation is retained as the final model having the lowest in-sample mean squared error. While 

neural network model averaging is generally advocated in preference to model selection (Kou-

rentzes, Barrow, & Crone, 2014), there was no clear distinction between the results of model averag-

ing and model selection. The good performance of model selection on the select call arrival series 

has been attributed to the large sample size available for training such series (due to high frequency 

nature of the data) and the reduced degrees of freedom (from fewer required lagged inputs) as a re-

sult of prior removal of daily and weekly seasonal effects – an advantage of the proposed Hybrid 

method. Additionally due to its relative simplicity we report results based on model selection. 

5.2.3 Multiplicative Seasonal ARIMA 

In addition to the methods previously described three benchmarks are evaluated. The first is the mul-

tiplicative seasonal ARIMA which has appeared in many studies, and is particularly good at short-

term forecasting. Bianchi, Jarrett, and Hanumara (1998) for example found in their study that ARI-

MA modeling outperformed both additive and multiplicative versions of Holt-Winters exponential 

smoothing. The model is often written in short form as 𝑨𝑹𝑰𝑴𝑨(𝒑, 𝒅, 𝒒)  × (𝑷, 𝑫, 𝑸)𝒔 where 𝒑, 𝒒 

and 𝑷, 𝑸, are the orders of the autoregressive and moving average terms of the non-seasonal and sea-

sonal components respectively, and 𝒅, 𝑫 are the orders of differencing (Dalrymple, 1978). An ARI-

MA model is fitted for all three series using the estimation sample in Table 1. In estimating the sea-

sonal ARIMA model, the seasonal length producing the lowest in-sample forecast error according to 

mean absolute error (MAE) is selected. This simple selection easily discriminates between daily and 

weekly seasonality given the large difference in performance between the two seasonal cycles. Pa-

rameters of the model were estimated using maximum likelihood based on the standard assumption 

of Gaussian distributed errors. The final model was selected using the Akaike information criteria 

(AIC). The orders of the ARIMA model selected for each series is given in Table 2. 

 

5.2.4 Holt-Winters Exponential Smoothing 

Forecasts were produced using two Holt-Winters methods, the standard Holt-Winters for 

multiplicative seasonality, and the double seasonal Holt-Winters method or Double Holt-Winters for 

short. In order to estimate the smoothing parameters 𝛼 (level), 𝛾 (trend), 𝛿 (seasonal period 𝑠1), 𝜔 

(seasonal period 𝑠2) and 𝜙 (AR adjustment) for all three series, the estimating the procedure of Tay-

lor (2003) is used which minimizes the sum of squared errors on the estimation sample, in a single 

Table 2. Orders of the fitted 𝑨𝑹𝑰𝑴𝑨(𝒑, 𝒅, 𝒒)  × (𝑷, 𝑫, 𝑸)𝒔 models for each of the three call arrivals series 

 
p d q P D Q s 

Israeli Bank 2 0 0 2 1 2 18 
UK Bank 2 1 1 2 1 0 224 
US Bank 1 0 2 0 1 0 845 
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procedure. This is achieved through the implementation provided in the forecast package for R 

(Hyndman, 2010). 

For the standard Holt-Winters method capable of modelling only single seasonality the same 

procedure previously described is used selecting for each time series, the seasonal length, 𝑠, repre-

senting daily or weekly seasonality, as the one with the lowest in-sample MAE. The final model cho-

sen was then either the Holt-Winters for daily seasonality or Holt-Winters weekly seasonality. For 

initializing the smoothed parameters for the level, trend and seasonal components in the standard 

Holt-Winters method, we used the simple average of the first two weeks of observations is used as a 

heuristic (Hyndman et al., 2002). This is to reduce the impact of known over-parameterization issues

 when optimizing exponential smoothing for high frequency double seasonal call arrival series in-

cluding the potentially large optimization problem from the increased number of initial seasonal val-

ues to be estimated (De Livera, Hyndman, & Snyder, 2011). The estimated parameters for each of 

the three call arrivals series for the standard, and double seasonal version of Holt-Winters are shown 

in Table 3. 

5.3 Forecast Evaluation 

The mean absolute error (MAE) and the symmetric mean absolute percentage error (SMAPE) are 

used as measures of out-of-sample forecast accuracy. The MAE is used as it allows the direct com-

parison of forecasting accuracy and the estimation of improvements in accuracy while SMAPE is a 

scale independent measure and which facilitates the reporting of average performance across time 

series. SMAPE is also selected to facilitate comparison with prior studies such as Taylor (2008a) 

who use MAPE. SMAPE is preferred to MAPE being more symmetric in that it gives more equal 

weighting to positive and negative errors (Armstrong & Collopy, 1992). For the UK, US and Israeli 

Bank series, the holdout out-of-sample evaluation period is set to 12 weeks, 3 weeks and 7 weeks 

respectively, being the most recent observations. For the UK Bank series, the forecast lead time is set 

to one half-hour ahead up to 14 days ahead (or 448 half-hours). A rolling origin forecast evaluation is 

performed (without model re-estimation) producing trace forecasts for each lead time, from each ob-

Table 3.Smoothing parameters of the fitted exponential smoothing methods for each of the three call arrivals series 

 
𝛼 𝛾 𝛿 𝜔 𝜙 

Standard Holt-Winters 
   Israeli Bank (s = 18) 0.266 0.272 − − − 
   UK Bank (s = 224) 0.000 0.166 − − − 
   US Bank (s = 845) 0.201 0.101 − − − 
Double Holt-Winters 
   Israeli Bank (s = 18) 0.032 0.002 0.023 0.304 0.383 
   UK Bank(s = 224) 0.023 0.000 0.074 0.291 0.680 
   US Bank(s = 845) 0.119 0.000 0.046 0.201 0.277 
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servation in the out-of-sample period. For the UK Bank series this yields 2,240 half-hour time ori-

gins for a total of 1,003,520 predicted data points. For the US Bank series, the average error is calcu-

lated across lead times from 5-minutes to one day ahead yielding 1,690 multiple-step-ahead out of 

sample predictions across multiple time origins and a total of 1,428,050 forecasted points. Finally for 

the Israeli Bank series forecasts are produced from 1 hour ahead up to 2 weeks ahead generating 

forecasts from 450 hourly time origins to create 81,000 predicted data points. This yields a large set 

of forecasts, and forecast error measurements for each method, and for each horizon, and hence a 

more reliable and robust estimation of the empirical distribution of errors for different horizons 

(Tashman 2000). In addition, the Giacomini and White Conditional (GW) test with the null hypothe-

sis of equal forecast accuracy is used to compare the forecast accuracy of competing methods in a 

multiple pairwise comparison (Giacomini & White,2006) of the select best SMA, hybrid and bench-

mark methods. For each time series and pair of methods the out-of-sample forecast errors for the rel-

evant h-step-ahead forecasts is compared to assess performance at the longest horizon. The Giaco-

mini and White Conditional Test directly accounts for the effects of estimation uncertainty on fore-

cast performance in contrast to unconditional tests such as the Diebold Mariano Test which do not 

take into account differing model complexities (Giacomini & White,2006). It is also chosen over the 

Diebold Mariano Test as it allows a unified treatment of both nested (e.g. SMA methods of different 

lengths) and non-nested models (SARIMA and MLP). Results of the GW test together with the large 

number of out-of-sample errors generated using rolling origin forecasting are deemed sufficient to 

ensure valid and reliable results (albeit only for the assessed datasets). 

6. Experimental Results 

6.1 Overall forecasting accuracy 

Table 4 summarizes the SMAPE and MAE for the UK, Israeli and US Bank series presented as aver-

ages across lengths of averages for the SMA and hybrid forecasting methods, SMA with MLP 

(SMAMLP), and SMA with AR (SMAAR). Each column summarizes the lead times for a given series 

in terms of short, medium and long lead horizons. For the UK series the short horizon represents 1-5 

days ahead, medium horizon 6-10 days ahead, and long horizon 11-14 days ahead. Each column is 

the average of half-hourly forecast errors corresponding to the respective horizon. For example, the 

column heading “Short” contains the average of the MAE for lead times of 1 half-hour to 5 days 

ahead (i.e. 160 half-hour periods ahead). The final column provides the average MAE across all lead 

times, that is, 14 days ahead. For the Israeli series short horizon represents 1-4 days ahead, medium 

horizon 5-7 days ahead, and long horizon 8-10 days ahead, each column being the average of hourly 

forecast errors corresponding to the respective horizon. The column heading “Short” therefore con-
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tains the average of the MAE for lead times of 1 hour to 4 days ahead or equivalently 1-72 hours 

ahead. The final column provides the average MAE across all lead times up to 10 days ahead. Finally 

for the US series the column heading “Short” contains the average of the MAE for lead times of 5 

minutes to 2 hours 35 minutes ahead indicating short horizon, medium representing 2 hours 40 

minutes to 10 hours ahead, and long horizon representing 10 hours 5 minutes ahead to 14 hours 

ahead. The final column provides the average MAE up to 1 day ahead. Values in bold indicate the 

best-performing method for each horizon averaged across seasonal lengths 2, 5, 10 and 15.  

 

Results indicate that on average the SMA method outperforms the hybrid approach on the Is-

raeli Bank series while for the US Bank series, the hybrid SMAMLP has best accuracy. For the UK 

Bank series results are somewhat inconsistent with SMAPE ranking SMA as best while MAE sug-

gests that the hybrid SMAAR method provides best results. These results suggest that for the UK and 

Israeli series, the SMA method is somewhat robust to the length of the seasonal moving average, 

while for the US Bank series where lengths 2 and 5 are considered, using the MLP outperforms both 

methods particularly at short horizons. These results while providing a good summary, are somewhat 

inconsistent and suggest the need to drill further to consider the impact of the moving average length 

on accuracy of both approaches. 

6.2 Impact of the length of the seasonal average 

The impact of the length of the seasonal moving average is evaluated for both the SMA method and 

the proposed hybrid methods, and results presented in Table 5 using the MAE to directly measure the 

accuracy on each time series. Values in bold highlight for each method the best choice of moving 

average length. For example, the best accuracy using SMA at short horizons on the UK Bank series 

is achieved using a seasonal moving average of length 5 giving an MAE of 100.81. Values marked in 

Table 4. Mean SMAPE and MAE for the UK, Israeli and US Bank series 

Forecast  
Horizon 

UK Bank   Israeli Bank   US Bank 

Short Medium Long All   Short Medium Long All   Short Medium Long All 

SMAPE 
              SMA 9.34% 9.47% 9.31% 9.38% 

 
23.92% 23.70% 24.23% 23.95% 

 
9.01% 8.99% 8.93% 8.98% 

SMAMLP 9.65% 9.97% 9.68% 9.77% 
 

24.62% 23.91% 24.63% 24.41% 
 

8.28% 8.64% 8.89% 8.64% 
SMAAR 9.35% 9.52% 9.62% 9.49%   27.44% 28.16% 28.72% 28.04%   9.24% 9.22% 9.17% 9.21% 

MAE                             
SMA 102.18 103.89 100.82 102.40 

 
11.73 11.55 11.91 11.73 

 
15.36 15.22 15.11 15.21 

SMAMLP 101.40 105.64 101.65 102.99 
 

11.64 11.62 12.01 11.74 
 

13.82 14.69 15.10 14.65 
SMAAR 98.59 103.04 104.23 101.79   13.01 13.30 13.56 13.26   15.58 15.47 15.38 15.46 
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bold and underline highlight for each series and forecast horizon, the best performing method over-

all. The method having the lowest forecast error on the UK series at short horizons is therefore the 

hybrid SMAAR of length 5 (MAE = 97.56).  

Results shown in the final columns of Table 5 labeled “All” show that the best method across 

all lead times together is the hybrid SMA with MLP Adjustment which for each series records the 

best accuracy (UK MAE = 100.80; Israeli MAE = 11.47; US MAE = 14.50). The MLP adjustment 

provides across all lead times, an improvement over using the SMA only forecast and is always more 

accurate than the hybrid SMAAR. This is subject to the right choice of 𝑘, the length of the average. 

Results on the UK and Israeli Bank series suggest that longer averages tend to perform better at 

longer horizons with the length 15 average ranking best at long horizons for all methods except the 

SMAMLP. Similarly at short to medium horizons, shorter averages containing more recent infor-

mation tend to have the best accuracy. This makes intuitive sense as at shorter lead-times a shorter 

average will give greater importance to more recent and up to date changes in inbound call demand, 

while the further out the forecast, the more long term historic trends in demand become important.  

Results also suggest that the best length SMA in terms of accuracy does not always produce 

the hybrid forecast having the best accuracy. For example on the US Bank series, the SMA length 5 

has best accuracy at long horizons (MAE=15.05), while at the same horizon the choice of moving 

average of length 2 produces best results for the SMAMLP (MAE = 15.04) and SMAAR (MAE = 

15.26) methods. When considering average performance across all horizons, rankings of the SMA 

and hybrid methods are however more consistent suggesting that the best choice of SMA will lead to 

the best performing hybrid approach overall.  

While in-sample results are not reported here, it is also observed that in- and out-of-sample 

errors of the SMA and hybrid methods are rather consistent, meaning that the length of the SMA 

Table 5. Mean MAE for the UK, Israeli and US Bank series 

Forecast Horizon 
UK Bank   Israeli Bank   US Bank 

Short Medium Long All   Short Medium Long All   Short Medium Long All 

SMA                             
Length 2 - - - - 

 
- - - - 

 
15.18 15.15 15.17 15.16 

Length 5 100.81 103.47 101.49 101.95 
 

12.49 11.97 12.71 12.40 
 

15.54 15.28 15.05 15.26 
Length 10 102.84 104.35 100.89 102.82 

 
11.19 11.34 11.77 11.41 

 
- - - - 

Length 15 102.88 103.86 100.07 102.43 
 

11.53 11.36 11.26 11.40 
 

- - - - 

SMAMLP 
              Length 2 - - - - 

 
- - - - 

 
14.33 14.82 15.04 14.79 

Length 5 98.00 103.28 101.18 100.80 
 

12.41 12.04 12.82 12.42 
 

13.31 14.56 15.17 14.50 
Length 10 102.34 106.39 101.57 103.56 

 
11.14 11.41 11.87 11.44 

 
- - - - 

Length 15 103.86 107.24 102.21 104.60 
 

11.37 11.40 11.34 11.37 
 

- - - - 

SMAAR 
              Length 2 - - - - 

 
- - - - 

 
15.43 15.31 15.26 15.32 

Length 5 97.56 102.95 104.92 101.59 
 

13.85 13.74 14.31 13.96 
 

15.73 15.63 15.50 15.61 
Length 10 99.04 103.18 104.10 101.96 

 
12.97 13.57 13.81 13.40 

 
- - - - 

Length 15 99.18 103.00 103.68 101.83   12.21 12.59 12.55 12.42   - - - - 
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with the lowest error on the in-sample training data also on average has the lowest out-of-sample 

forecast error. This finding is useful for method selection as improvements in forecasting accuracy 

from the appropriate selection of the length of the moving average ranges from 1% to 4% for the UK 

Bank series, 4% to 8% for the Israeli Bank series, and 0% to 2% for the US Bank series. At shorter 

horizons the gains in the hybrid method over the SMA is even greater. This is further illustrated in 

the next section which compares the performance of the best SMA and hybrid methods.  

6.3 Seasonal moving average versus the hybrid method 

Having evaluated the impact of the length of the seasonal moving average, the best performing SMA 

and hybrid methods are compared for each time series. The best SMA and hybrid method is selected 

in-sample minimizing the MAE. Results are shown in Figure 3 for the SMA, SMAAR and SMAMLP 

methods for all three banks. For the UK Bank series the length of moving average with best in- and 

out-of-sample performance is 5, and the methods are denoted SMA(5)MLP and SMA(5)AR for the 

MLP and AR hybrid forecasts respectively. The hybrid approach with MLP and AR adjustment are 

especially effective at improving the short-term forecasting accuracy of the SMA method (see Figure 

3 [left]), without diminishing long-term accuracy. Forecasting one day ahead, a 5% reduction is not-

ed over the SMA method when using SMAMLP while across all horizons, SMAMLP and SMAAR are 

never worse than the SMA method. 

Figure 3 [middle] which shows for the Israeli Bank series the improvements over the SMA 

method from implementing the AR and MLP adjustments, show that the SMAMLP forecast is always 

better, or just as good as the original SMA forecast, while the AR adjusted SMAAR forecast is signif-

icantly worse beyond horizons of two hours ahead. This degradation in performance in possibly due 

to the residuals of the Israeli series which relative to the US and UK Bank series are less well be-

haved (see Figure 1). The AR model suffers more as it is unable to respond to these unexplained var-

iations in the residual series resulting in a poorly estimated model. In contrast the MLP model given 

its flexibility for modelling such structures, does not suffer from similar degradation in performance. 
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For the case of the US Bank data it can be observed that the MLP adjustment provides a sig-

nificant improvement over the SMA method at lead times of 5 min to approximately 12 hours ahead 

while at lead times of 12 to 14 hours the SMA method is best. This results in an overall reduction in 

MAE of 5% from using the hybrid MLP. In contrast, the AR adjustment in SMAAR results in an in-

crease in forecast error a lead times beyond approximately five hours ahead. Scatterplots of the 

lagged residuals reveal no noticeable nonlinearity, however given similar inputs, the MLP perfor-

mance may be explained by its powerful adaptive learning, further enhanced by prior smoothing of 

the SMA method reducing overfitting to any noise in the data. The performance of SMAAR relative 

to SMA suggests possible sub-optimality in separately estimating the seasonal moving average com-

ponent and application of a linear autoregressive model. This issue is explored in the next section. 

6.4 Benchmark comparisons 

In this section, the performance of the best SMA and hybrid methods are compared to those of stand-

ard benchmarks for intraday call arrival series. Results are shown in Figure 4.  For the case of the US 

series (see Figure 4 [right]), observe that up to an hour ahead, HWT exponential smoothing and MLP 

are best. However beyond that, the 5 period SMA method with an MLP adjustment is best (MAE = 

14.50). The method performs well at both short and long lead times indicating benefits of combining 

both the SMA method and MLP. The double seasonal HWT exponential smoothing method (Double 

HWT) fitted based on the R Forecast Package is observed to perform particularly poorly at lead 

times beyond one hour ahead. The model has been observed in empirical applications to suffer from 

optimization problems due to the large number of initial seasonal values to be estimated when the 

seasonal cycle is large as is the case with the 5-min US Bank data (De Livera et al., 2011). 

   
Figure 3: Mean MAE for the UK (Left), Israeli ([Middle) and US (Right) Bank series 
 
Note: The pairwise differences in forecast errors for all methods and for all series are found to be statistically significant at the 0.05 level of significance using the 
Giacomini and White Conditional (GW) test of predictability (Giacomini & White,2006). 
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The MAE achieved on the UK series (see Figure 4[left]) are substantially larger than those of 

the US bank series which receive a much smaller volume of calls. The results are similar to those 

obtained on the US Bank series, with the SMAMLP method of moving average length 5 outperform-

ing all methods across all lead times together. The SMA method performs well in comparison to all 

methods (Length 5, MAE = 101.95) and is only outperformed by the hybrid approach with MLP 

(Length 5, MAE = 100.80) and by the HWT method (MAE = 101.10). When compared to the SMA 

method and its proposed extensions, SMAMLP and SMAAR, both the single MLP and seasonal ARI-

MA methods perform rather poorly across all horizons from short to long. At short horizons the 

Double HWT method (MAE = 106.05) performs better than the MLP and seasonal ARIMA, howev-

er beyond four days its performance degrades quickly and is outperformed by the MLP. It is also 

noted that for the UK series, the fitted HWT model approximates a seasonal moving average having 

alpha parameter value of 0.000 and gamma parameter value of 0.166 as per Table 3. Consequently 

the behavior of HWT is similar to that of the SMA method which for this series has rather robust 

performance across lead times suggesting the presence of a strong deterministic seasonal component. 

Similar results were obtained by Taylor (2008) for the case of the SMA method. 

Finally, for the Israeli Bank series it is observed that the best performing methods across all 

lead times considered together is the SMA(15)MLP hybrid method, followed by the SMA method, and 

seasonal ARIMA. The findings for this series are similar in ranking to those of Taylor (2008a), with 

the SMA and seasonal ARIMA methods ranking similarly albeit with higher errors possibly due to 

not smoothing out special days and/or the higher frequency (hourly versus half-hourly) at which the 

time series is modelled in this study. Although beyond the scope of this study, this raises interesting 

questions about the impact of time series frequency on modelling and forecasting accuracy, and the 

impact of temporal aggregation and disaggregation. When specific lead times are considered, it can 

be observed that from 1 hour to two days ahead, the seasonal ARIMA model is slightly better than 

the SMA method, however beyond that, the SMA(15)MLP method (MAE = 11.37) outperforms the 

   

Figure 4: Mean MAE for the UK (Left), Israeli ([Middle) and US (Right) Bank series 

Note: The pairwise differences in forecast errors for all methods and for all series are found to be statistically significant at the 0.05 level of significance using the 

Giacomini and White Conditional (GW) test of predictability (Giacomini & White,2006). 
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seasonal ARIMA (MAE = 11.53), highlighting the strength of this approach at long-term forecasting 

(see Figure [left]). Results on all time series suggest that modelling intraday call arrivals using the 

hybrid approach with an MLP network performs well. 

7. Implications and practical considerations 

Research and practice suggest that the Seasonal Moving Average method performs well relative to 

more sophisticated methods of forecasting for intraday call arrivals. The findings of this work con-

solidate existing evidence, and provide new evidence that the SMA method performs particularly 

well at forecasting intraday call arrivals with the added advantage of being easy to implement. It is 

observed that the length of the seasonal moving average chosen is an important determinant of per-

formance of the SMA method. At long horizons where long terms trends are important, it is recom-

mended to use a longer seasonal moving average shown to outperform the shorter average. Similarly 

at short horizons a shorter moving average reflecting more recent changes is recommended. This is 

an important finding for company’s currently using this method of forecasting and should assist in 

identifying the optimal window size of the SMA method. 

Results show that in- and out-of-sample results of the Seasonal Moving Average method and 

related hybrid methods are consistent, suggesting that selection of the length of the moving average 

should be robust. One approach for doing this is evaluated in this study. The length of the SMA 

method is determined by minimising the in-sample mean absolute error (MAE). For all time series 

this simple selection approach consistently obtained best performance in- and out-of-sample. 

Using this simple selection method, the hybrid method combining the strengths of the SMA 

method and the MLP network is able to consistently improve upon the SMA at short and long hori-

zons. The proposed approach using MLP is found to be more robust than the alternative which fits a 

linear AR model. Where the arrival data is not well behaved and the residuals complex, fitting an 

MLP neural network yields better performance than the linear AR model. Using the hybrid approach 

call center managers obtain a single forecast which does well both in the short and long term, and 

which on average outperforms the SMA and benchmarks for the dataset considered. Identifying the 

short and long term seasonal movements of interest to management also helps to enhance judgmental 

adjustments by distinguishing the main sources of variance in the time series, and providing a more 

informed, clear and robust baseline forecasts on which to base judgment (Fildes, Goodwin, Law-

rence, & Nikolopoulos, 2009). 

8. Summary and Concluding Remarks 

The forecasting of intraday call arrivals exhibiting multiple seasonality requires forecasts which per-

form well both in the short-term in order to schedule agents effectively, and also in the long-term in 
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order for capacity planning. Recent developments in forecasting this type of data, have led to the de-

velopment of several advanced methods capable of accounting for intraday and intraweek seasonal 

patterns. No single time series method has however emerged that is best across all time series. While 

seasonal ARIMA and double seasonal Holt-Winters exponential smoothing have been shown to per-

form well in the short-term, in the long-term their performance rapidly deteriorates. 

This paper provides a systematic evaluation of the Seasonal Moving Average method consid-

ering three real time series of inbound demand to call center of major banks in the UK, Israel and the 

US. It provides insights on selecting the best length for the average and provides an easy to imple-

ment way of doing so. A hybrid method is introduced which first models the original arrivals series 

using the Seasonal Moving Average method, and combines the resulting forecast with the forecast of 

the residuals using either a linear autoregressive model, or a nonlinear MLP neural network. The re-

sults show that for the UK and US arrival series, the proposed method outperformed both the season-

al ARIMA and double seasonal Holt-Winters exponential smoothing methods, across all lead times. 

For the Israeli Bank series it outperforms the seasonal ARIMA in the medium to long term. In nearly 

all cases the MLP adjustments leads to improvements over the Seasonal Moving Average method. 

The gains in forecasting accuracy turn out to be substantial, in particular for the US and UK series, 

which have substantially more observations and are higher volume. Comparing the approaches 

across these three time series also ensured a robust evaluation across increasing frequencies, from 5 

minute, to half-hourly and hour observations, producing rather consistent results in the favor of the 

hybrid method and the Seasonal Moving Average method. 

From the practical perspective, the decomposition of the forecast into a simple seasonal mov-

ing average which constitutes most of the variance in the series, adds to the ease of implementation 

with the most complex requirement being the neural network model for which we restricted our 

study to standard settings. In addition, for staffing purposes, improvements in forecasting accuracy at 

short and long lead times and the reduced variance in the average forecast error across lead times 

compared to other methods as observed in Figure 4, should improve the robustness of staff schedules 

and deliver substantial cost savings. This would suggest an evaluation of these methods beyond fore-

casting accuracy as future research. Alternatively this work, together with the findings of Taylor 

(2008a) would suggest that there are likely benefits from exploiting the advantages of simple and 

advanced approaches through forecast combination and hybrid methodologies based on time series 

decomposition. 
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Appendix A. Linear and nonlinear AR model setup 

Further details on the setup and definition of the linear AR and nonlinear AR models are provided in 

this section. The linear AR(p) model used to fit the residual series takes the form: 

𝑒̂𝑡 = ∑ 𝜆𝑗𝑒𝑡−𝑗 + 𝜖𝑡

𝑝

𝑗=1

 
(A.1) 

where 𝑒̂𝑡 is an estimated of the residuals  𝑒𝑡 defined in Eq. 2 being the 1-step-ahead in-sample errors 

of the seasonal average model, 𝜆𝑗 is the AR coefficient of the 𝑗𝑡ℎ lag, and 𝜖𝑡~ 𝑁(0, 𝜐). An MLP is 

employed to estimate nonlinear AR models of the residuals and to produce the value 𝑒̂𝑡, an estimate 

of the one-step ahead forecast errors as follows: 

𝑒̂𝑡 = 𝑓(𝑋, 𝑤) = 𝛽0 + ∑ 𝛽ℎ𝑔 (𝛾0𝑖 + ∑ 𝛾ℎ𝑖

𝐼

𝑖=0

𝑝𝑖)

𝐻

𝑘=1

+ 𝜀𝑡 
(A.2) 

with 𝑡 denoting the point in time and 𝑝𝑖 the inputs which are time lagged observations of the residual 

series 𝑒𝑡. The network parameters are denoted as weights 𝑤 =  (𝛽, 𝛾) with 𝛽 = [𝛽1, … , 𝛽𝐻] and 𝛾 =

𝛾11, … , 𝛾𝐻𝐼 corresponding to the output and hidden layer respectively, and 𝛽0 and 𝛾0𝑖 the biases of 

each neuron. Parameters 𝐼 = (1, . . . , 𝐼𝑚𝑎𝑥) and 𝐻 = (1, . . . , 𝐻𝑚𝑎𝑥) specify the number of input and 

hidden nodes of the network architecture with 𝐼𝑚𝑎𝑥 and 𝐻𝑚𝑎𝑥 the maximum number of input and 

hidden nodes respectively, while 𝑔(∙) is a non-linear transfer function in the hidden layer nodes, 

conventionally set as either the sigmoid logistic or the hyperbolic tangent function (Zhang et al., 

1998). The time series is modelled by adjusting network parameters to minimize the mean squared 

error on the training data. 


