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Abstract

**Background:** Frequency domain Granger causality measures have been proposed and widely applied in analyzing rhythmic neurophysiological and biomedical signals. Almost all these measures are based on linear time domain regression models, and therefore can only detect linear causal effects in the frequency domain.

**New Method:** A frequency domain causality measure, the partial directed coherence, is explicitly linked with the frequency response function concept of linear system. By modelling the nonlinear relationships between time series using nonlinear models and employing corresponding frequency-domain analysis techniques (i.e. generalized frequency response functions), a new nonlinear partial directed coherence method is derived.

**Results:** The advantages of the new method are illustrated via a numerical example of a nonlinear physical system and an application to electroencephalogram signals from a patient with childhood absence epilepsy.

**Comparison with Existing Method(s):** The new method detects both linear and nonlinear casual effects between bivariate signals in the frequency domain, while the existing measures can only detect linear effects.

**Conclusions:** The proposed new method has important advantage over the classical linear measures, because detecting nonlinear dependencies has become more and more important in characterizing functional couplings in neuronal and biological systems.

**Highlights:**

- A new nonlinear partial directed coherence measure is derived.
- Classical partial directed coherence is linked with the concepts in the linear systems theory.
- Detection of linear and nonlinear causalities in the epilepsy EEG data.

**Keywords:** Granger causality, coherence, nonlinear systems, spectral analysis, epilepsy
1. Introduction

The causal relationships and the direction of information flow within multivariate time series has been well studied under the Granger causality (Granger, 1969) framework and has important applications in neuroscience (Brovelli et al., 2004; Ding et al., 2006; Hesse et al., 2003; Michalareas et al., 2013), computational biology (Feng et al., 2009; Zou and Feng, 2009) and many others. Granger causality was originally developed in the context of linear autoregressive with exogenous input (ARX) models, and has been widely studied in the time domain. More recently, since the frequency decompositions are of particular interest in analyzing rhythmic neurophysiological and biomedical signals, such as electroencephalogram (EEG), magnetoencephalogram (MEG) recordings (Brovelli et al., 2004; Michalareas et al., 2013), and circadian rhythms in gene networks (Feng et al., 2009), several spectral measures related to Granger causality have been developed (for a review see (Chicharro, 2011)), including partial directed coherence (PDC) (Baccala and Sameshima, 2001), the directed transfer function (DTF) (Kaminski and Blinowska, 1991), and Geweke’s spectral Granger causality (Geweke, 1982). Both PDC and spectral Granger causality are the frequency domain counterparts of the time domain Granger causality, and an important advantage of PDC is that it does not involve any matrix inversion and therefore it is computationally more efficient and more robust. All these spectral measures are based on time domain linear regression models; however, the interactions between real signals and processes are often nonlinear. Hence, the classical linear model based causality measures cannot truly reveal the nonlinear interactions within signals, especially in the frequency domain where linear methods would fail to detect nonlinear effects such as harmonics, inter-modulations and energy transfer (Billings and Tsang, 1989; Lang and Billings, 2005). Recently, the Granger causality definition has been extended to nonlinear cases in the time domain, based on nonparametric methods (Diks and Panchenko, 2006; Hiemstra and Jones, 1994) and parametric methods using for example radial basis functions (Ancona et al., 2004), kernel methods (Marinazzo et al., 2008), local linear systems (Chen et al., 2004), and NARX models (Li et al., 2012; Zhao et al., 2013). However, it has not yet been investigated in the frequency domain, and this is the topic to be discussed in the present study.
In this paper, the linear Granger causality is first reviewed in the time and frequency domain. The focus is on the formulation of frequency domain measures especially the PDC and its link with the frequency response functions (FRFs) of linear systems. Establishing such a link is important and can generalize the PDC to the nonlinear case. As an extension of the linear regression models used in classical Granger causality analysis, the nonlinear relationship between bivariate time series can be described by using NARX models. The identified model can then be mapped to the frequency domain and a “nonlinear FRF” can be formulated. Based on the frequency domain analysis of nonlinear systems, a nonlinear partial direct coherence (NPDC) method is developed. A numerical example of a nonlinear oscillator and an application to EEG signals are investigated and used to demonstrate that the new NPDC can reveal both linear and nonlinear causal influences in signals.

2. **Linear Granger Causality and Partial Directed Coherence**

The time domain linear regression model of bivariate time series and classical Granger causality is first reviewed. The frequency domain causality measures and the partial directed coherence are then introduced and the link with the frequency response function of linear systems is presented.

2.1 **Linear Granger Causality of Bivariate Time Series**

Consider two signals (or stochastic processes) $X$ and $Y$ with discrete time observations $x(t)$ and $y(t)$, $t = 1, 2, \ldots, N$. Jointly, the interactions of these two signals can be described by bivariate ARX models

\[
x(t) = \sum_{k=1}^{q} a_{11,k} x(t-k) + \sum_{k=1}^{p} a_{12,k} y(t-k) + e_x(t)
\]

\[
y(t) = \sum_{k=1}^{q} a_{21,k} x(t-k) + \sum_{k=1}^{p} a_{22,k} y(t-k) + e_y(t)
\]

where $p$ and $q$ are the model order of $y$ and $x$ regressors; $e_x(t)$ and $e_y(t)$ are the model prediction errors, and each is assumed serially uncorrelated over time. If the prediction error for a signal depends only on the past of its own signal, this corresponds to a univariate autoregressive (AR) model with purely terms in $x(t)$ or $y(t)$ and a special case of (1) or (2). A linear causal influence from $X$ to $Y$ defined by Granger can be
expressed as the log ratio of the prediction error variances of the corresponding restricted (AR) and unrestricted (ARX) models

\[ F_{X \rightarrow Y} = \ln \frac{\text{var}(y \mid y^-)}{\text{var}(y \mid y^-, x^-)} = \ln \frac{\Sigma_{11}^X}{\Sigma_{22}} \]  

(3)

where \( x^- \) and \( y^- \) denotes contributions from lagged input and output terms respectively; \( \Sigma_{22}^Y \) denotes the variance of \( e_y \) when there are only regression terms of \( Y \) in the second equation in (1), which relates to a univariate AR model of \( y(t) \). If the signal \( X \) has casual influence on the signal \( Y \) in the Granger sense, the variance of the prediction error \( \text{var}(y \mid y^-, x^-) \) must be smaller than \( \text{var}(y \mid y^-) \). The linear Granger causality \( F_{X \rightarrow Y} \) is then a positive value. Similarly, the causal influence from \( Y \) to \( X \) can be defined as

\[ F_{Y \rightarrow X} = \ln \frac{\Sigma_{11}^Y}{\Sigma_{11}} \], with \( \Sigma_{11}^X \) representing the variance of a AR model of \( x(t) \) (i.e., \( a_{12,k}=0 \)).

### 2.2 Causality in the Frequency Domain: Partial Directed Coherence

The linear ARX models (1) and (2) can be rewritten in matrix form and mapped to the frequency domain by Fourier transformation

\[
\begin{pmatrix}
A_{11}(f) & A_{12}(f) \\
A_{21}(f) & A_{22}(f)
\end{pmatrix}
\begin{pmatrix}
X(f) \\
Y(f)
\end{pmatrix}
=
\begin{pmatrix}
E_x(f) \\
E_y(f)
\end{pmatrix}
\]

(4)

where the components of the coefficient matrix \( A(f) \) are \( A_{lm}(f) = \delta_{lm} - \sum_{k=1}^{p+q} a_{lm,k} e^{-j2\pi k f / f_s} \), where \( f_s \) is the sampling frequency; \( \delta_{lm} \) is the Kronecker delta function (i.e., \( \delta_{lm} = 1 \) if \( l=m \) and \( \delta_{lm} = 0 \) if \( l \neq m \)). Equation (4) can be recast into the transfer function format

\[
\begin{pmatrix}
X(f) \\
Y(f)
\end{pmatrix}
=
\begin{pmatrix}
G_{xx}(f) & G_{xy}(f) \\
G_{yx}(f) & G_{yy}(f)
\end{pmatrix}
\begin{pmatrix}
E_x(f) \\
E_y(f)
\end{pmatrix}
\]

(5)

where \( G(f)=A^{-1}(f); \ G_{xx}(f)=A_{22}(f)/\det(A), \ G_{yx}(f)=A_{11}(f)/\det(A), \ G_{xy}(f)=-A_{12}(f)/\det(A), \) and \( G_{yy}(f)=-A_{21}(f)/\det(A) \).

Different frequency domain Granger causality measures, such as PDC, DTF and spectral Granger causality, can then be expressed as a function of the elements of either the coefficient matrix \( A(f) \) or the transfer function...
matrix $G(f)$ (Baccala and Sameshima, 2001; Chicharro, 2011). For example, the “partial directed coherence” (PDC) from $X$ to $Y$ is defined as

$$PDC_{x \rightarrow y}(f) = \frac{A_{21}(f)}{\sqrt{|A_{11}(f)|^2 + |A_{21}(f)|^2}}$$

(6)

The $PDC_{x \rightarrow y}$ describes the relative coupling strength of the interaction from a signal source (i.e. $X$) to some signal (i.e. $Y$), as compared (or normalized) to all the connections of the source to other signals. For a bivariate system, the directed interaction is described by $A_{21}$, and it is normalized by all the $X$ related terms in the ARX models (4) (i.e. $A_{21}$ and $A_{22}$). The magnitude of PDC then lies between zero and one. A very similar causality measure, the DTF, is defined from the elements of the transfer function matrix

$$DTF_{x \rightarrow y}(f) = \frac{G_{xy}(f)}{\sqrt{|G_{xx}(f)|^2 + |G_{yy}(f)|^2}}$$

(7)

The equivalence between PDC and DTF for bivariate analysis is provided in (Baccala and Sameshima, 2001). In this paper, the PDC is mainly investigated because it does not involve matrix inversion and is computationally more efficient and robust.

2.3 Links with the Frequency Response Functions of Linear Systems

By dividing both sides of (4) with the corresponding diagonal elements in the coefficient matrix $A$, it gives

$$\begin{pmatrix} 1 & \frac{A_2(f)}{A_1(f)} & \frac{A_{11}(f)}{A_{12}(f)} \\ \frac{A_{11}(f)}{A_{12}(f)} & 1 & \frac{E_z(f)}{E_x(f)} \end{pmatrix} \begin{pmatrix} X(f) \\ Y(f) \end{pmatrix} = \begin{pmatrix} E_z(f) \\ E_x(f) \end{pmatrix}$$

(8)

The off-diagonal elements in the transformed coefficient matrix are actually the negative frequency response functions (FRFs) of the linear (ARX) systems, if one process is treated as the input while the other is treated as the output. For example,

$$\frac{A_{21}(f)}{A_{22}(f)} = -\sum_{i=1}^{q} a_{21i} e^{-j2\pi f_{i}} - H_{x \rightarrow y}(f)$$

(9)
the FRF, $H_{x\rightarrow y}(f)$, describes the input-output relationship (i.e., with input $X$ and output $Y$) of the (noise-free)
“system” in the frequency domain. It is also known as the “transfer function” in the linear system theory
(different from the transfer function $G$ in (5)). The right-hand-side elements in (8) correspond to the spectra
of the AR process of $X$ and $Y$. For example,

$$
\frac{E_y(f)}{A_{22}(f)} = \frac{E_y(f)}{1 - \sum_{i=1}^{p} a_{22,i} e^{-j2\pi f_i}} = Y_{yy}^{-}(f)
$$

the spectrum of an AR process of $Y$ can be regarded as a product of an error-driven FRF (i.e. $1/A_{22}(f)$) and
the error spectrum $E_y(f)$. Practically $E_y(f)$ can be computed from the Fourier transform of the error sequence
$e_y$, and for a zero mean noise or error sequence its power equals to its variance. As a result, (8) can be re-
written as

$$
\begin{bmatrix}
1 & -H_{y\rightarrow x}(f) \\
-H_{x\rightarrow y}(f) & 1
\end{bmatrix}
\begin{bmatrix}
X(f) \\
Y(f)
\end{bmatrix}
= \begin{bmatrix}
X_{x\rightarrow y}(f) \\
Y_{y\rightarrow y}(f)
\end{bmatrix}
$$

This indicates that the overall spectrum of a signal in the bivariate processes often includes two parts

$$
X(f) = X_{x\rightarrow y}(f) + H_{y\rightarrow x}(f) \cdot Y(f) = X_{x\rightarrow y}(f) + X_{y\rightarrow y}(f)
$$

$$
Y(f) = Y_{y\rightarrow y}(f) + H_{x\rightarrow y}(f) \cdot X(f) = Y_{y\rightarrow y}(f) + Y_{x\rightarrow y}(f)
$$

Take the expression of $Y(f)$ for example, one is an “intrinsic” part $Y_{y\rightarrow y}(f)$ that only relates to the power
from its own process, the other is a “causal” part $Y_{x\rightarrow y}(f)$ that is a product of the FRF $H_{x\rightarrow y}(f)$ and the input
spectrum $X(f)$. It is important to note that linear output terms $y^{-}$ have a dual-effect with respect to $Y(f)$. That
is an intrinsic effect driven only by the model prediction error $e_y$ hence strictly $Y_{y\rightarrow y}(f) = Y_{y\rightarrow y}(f)$; and a
causal effect $Y_{x\rightarrow y}(f)$ that is actually integrated into the FRF $H_{x\rightarrow y}(f)$ of the ARX model, because
$H_{x\rightarrow y}(f)$ also depends on parameters of the linear output terms $a_{22,i}$. 
The PDC defined in (6) can then be re-expressed as a function of the FRFs of the corresponding linear ARX and AR models

\[
PDC_{x\rightarrow y}(f) = \frac{-H_{x\rightarrow y}(f)}{\sqrt{|A_{11}(f)/A_{22}(f)|^2 + |H_{x\rightarrow y}(f)|^2}}
\]  

(13)

Such a linear PDC expression will be generalized to the nonlinear case, by replacing \( H_{x\rightarrow y}(f) \) with a nonlinear version FRF that contains both linear and nonlinear causal effects, and generalizing the FRFs of AR models (i.e. \(1/A_{22}(f)\) and \(1/A_{11}(f)\)) to nonlinear autoregressive (NAR) cases. These can be achieved by employing nonlinear time domain models and corresponding frequency domain analysis methods.

3. Frequency Domain Formulation of Nonlinear Causality

To develop a nonlinear Granger causality measure in the frequency domain, the nonlinear relationships in bivariate time series need to be first identified and modeled in the time domain by using NARX models as introduced in Section 3.1. The time domain model can then be mapped to the frequency domain and a “nonlinear FRF” is introduced in Section 3.2. Finally, a new nonlinear causality measure, the nonlinear partial directed coherence, is proposed in Section 3.3.

3.1 Nonlinear Time Series Analysis using NARX models

Linear Granger causality discussed in Section 2 was formulated based on linear AR or ARX models. These linear models and linear causality measures however cannot reveal any nonlinear effects that can be important in analyzing neurophysiological and biological signals. Especially in the frequency domain linear methods can never represent harmonics, inter-modulations and complex energy transfer effects that characterize nonlinear systems and which are features of many real life signals including EEG recordings. To develop nonlinear causality measures, nonlinear models need to be used to identify the nonlinear relationships. The well-known NARX model (Billings, 2013; Leontaritis and Billings, 1985) is a natural extension of the ARX
model and can describe a wide range of nonlinear dynamic systems. As an extension to the linear ARX expression (2), the polynomial NARX model with respect to \( Y \) can be expressed as

\[
y(t) = \sum_{n=1}^{M} \sum_{p=0}^{n} \sum_{k_{pq}=1}^{K} c_{p,q}(k_{1}, \ldots, k_{p+q}) \times \prod_{i=1}^{p} y(t-k_{i}) \prod_{i=p+1}^{p+q} x(t-k_{i}) + e(t)
\]  

(14)

where \( n \) denotes the \( n \)-th order nonlinearity of the system with a maximum order of \( M \); and \( p + q = n \), \( k_{i} = 1, \ldots, K \), \( \sum_{k_{1}}^{K} \sum_{k_{pq}=1}^{K} \equiv \sum_{k_{i}=1}^{K} \cdots \sum_{k_{pq}=1}^{K} \). The number of model terms increases as the order of input and output terms (\( q \) and \( p \)) and the corresponding maximum lags (\( K \)) increase. The NARX models can typically be identified based on the forward regression with orthogonal least squares (FROLS) method (Billings et al., 1989; Chen et al., 1989). By using the FROLS algorithm, a “best” model structure is selected and the model complexity is controlled to avoid over fitting, and the model parameters are estimated. In addition, if the system under study is linear, the FROLS method automatically discards the nonlinear terms and only estimates a linear model. In cases where the system under study is stochastic with unknown colored noise, noise models should be employed to form a NARMAX model (Billings, 2013; Billings et al., 1989).

The identified model can be statistically validated using the correlation tests (Billings and Voon, 1983). Five cross-correlation functions, i.e. \( \phi_{x\xi}(\tau) \), \( \phi_{x\xi}(\tau) \), \( \phi_{x\xi}(\tau) \), \( \phi_{(x^2)\xi}(\tau) \), and \( \phi_{(x^2)\xi}(\tau) \) (with model residual \( \xi \) and \( (x^2) \)’ a zero-mean process of \( x^2 \) ), are used in conjunction with 95% confidence intervals (approximately \( \pm 1.96 / \sqrt{N} \)) to test whether the residuals are uncorrelated with all linear and nonlinear combinations of past inputs, outputs and residuals. This validation routine is applied to examples in this paper.

### 3.2 Frequency Domain Mapping of NARX models

As presented in Section 2.3, the output spectrum of a linear (noise-free) system \( Y_{y|x}(f) \) is equal to the product of the input spectrum with the system FRF, i.e., \( Y_{y|x}(f) = H_{x\rightarrow y}(f)X(f) \). The frequency domain analysis of a nonlinear system is much more complicated, and is mainly based on the concept of generalized frequency response functions (GFRFs) that extend the linear FRF to higher orders and dimensions. Following
the derivations in (Billings, 2013; Lang and Billings, 1996) the output spectrum of a nonlinear system can be formulated using the output frequency response function (OFRF)

\[
Y_{y|x}(f) = \sum_{n=1}^{M} \left( \frac{1}{\sqrt{n}} \int_{f_1+\cdots+f_n=f} H_n(f_1,\ldots,f_n) \prod_{i=1}^{n} X(f_i) df \right)
\]

(15)

Here, the \( n \)th-order GFRF \( H_n(f_1,\ldots,f_n) \) was defined as the multiple Fourier transform of the \( n \)th-order Volterra kernel, and later extended to the NARX model cases (Billings and Tsang, 1989; Jones and Billings, 1989). For a NARX model, the corresponding \( n \)th-order GFRF can be expressed in terms of the model parameters from (14) as

\[
H_n(f_1,\ldots,f_n) = \\
\frac{H_{n[x]}(f_1,\ldots,f_n) + H_{n[y]}(f_1,\ldots,f_n) + H_{n[xy]}(f_1,\ldots,f_n)}{1 - \sum_{k_i=1}^{K} c_{1,0}(k_i) e^{-j2\pi(f_1+\cdots+f_n)k_i/f_i}}
\]

(16)

where the contributions of the pure input, output and cross-product nonlinearities, \( H_{n[x]}, H_{n[y]}, \) and \( H_{n[xy]} \), are defined in the Appendix. In order to form a unified linear frequency domain expression similar to the linear system, the OFRF (15) can be reformulated into a linear-in-the-input-spectrum form

\[
Y_{y|x}(f) = \left( H_1(f) + \sum_{n=2}^{M} \tilde{H}_n(f) \right) X(f) = H_{x\rightarrow y}(f) X(f)
\]

(17)

where

\[
\tilde{H}_n(f) = \frac{1}{\sqrt{n}} \left( \int_{f_1+\cdots+f_n=f} H_n(f_1,\ldots,f_n) \prod_{i=1}^{n} X(f_i) df \right) \big/ X(f)
\]

(18)

\( \tilde{H}_n(f) \) can be named the \( n \)th-order averaged GFRF (AGFRF). Now \( H_{x\rightarrow y}(f) \) is an overall “nonlinear FRF” (or “nonlinear transfer function”) describing both the linear and nonlinear effects from \( X \) to \( Y \). The linear FRF (9) then becomes a special case, i.e., \( H_1(f) \), and corresponds to all the linear terms in a NARX model. It is worth noting that the nonlinear FRF depends on both the system properties and the input spectrum, this is a distinct difference from the linear system (Lang and Billings, 2005).
In this section, the “causal” part $Y_{yx\rightarrow f}(f)$ and FRF $H_{x\rightarrow y}(f)$ has been generalized to include both linear and nonlinear effects. This is based on an NARX model (14) but without considering the prediction error or noise (Jones and Billings, 1989). To extend the frequency domain causality measure and PDC to the nonlinear systems, the error-driven “intrinsic” part needs to be further considered and will be discussed in Section 3.3.

### 3.3 Nonlinear Partial Directed Coherence

As a generalization of the spectrum decomposition in the linear bivariate case (12), the overall spectrum of $y$ with respect to a nonlinear NARX model (14) can still be expressed as a sum of an “intrinsic” power and a “causal” power

$$Y(f) = Y_{yx\rightarrow f}(f) + Y_{yx\rightarrow f}(f) = Y_{y\mid y\rightarrow f, y\rightarrow f}(f) + H_{x\rightarrow y}(f)X(f) \quad (19)$$

Here the “causal” part $Y_{yx\rightarrow f}(f)$ has been analyzed and corresponds to the OFRF (17) of a noise-free NARX model. The “intrinsic” power $Y_{yx\rightarrow f}(f)$ denotes the output spectrum of a restricted NAR model, and only relates to the univariate autoregressive terms and model prediction error $e_y$. Importantly, the dual effects now exist in both the linear and nonlinear output terms $y\rightarrow$ and $y\rightarrow$. Explicitly, the contributions to the “intrinsic” power are denoted as $y\rightarrow$ and $y\rightarrow$, while the contributions to the “causal” power, i.e., $y\rightarrow$ and $y\rightarrow$, are implicitly included in the GFRFs (16) and the nonlinear FRF. Now the “intrinsic” power can be explicitly expressed as

$$Y_{y\mid y\rightarrow f, y\rightarrow f}(f) = Y_{y\mid y\rightarrow f, y\rightarrow f}(f) + Y_{y\mid y\rightarrow f, y\rightarrow f}(f)$$

$$= H_f^c(f)E(f) + \left( \sum_{n=2}^{M} \left( \frac{1}{n} \int_{n-1}^{n} H_f^e(f, \ldots, f_n)f_n \prod_{i=1}^{n} E(f_i)df \right) \right)E(f)$$

$$= \left( H_f^c(f) + \sum_{n=2}^{N} \bar{H}_f^e(f) \right)E(f)$$

$$= H_f^c(f)E(f) \quad (20)$$
where $E(f)=E_y(f)$ denotes the spectrum of the NARX model prediction error $e_y$ in (14). The first-order error-driven GFRF is defined as $H_1^e(f) = 1/(1-\sum_{k=1}^K c_{1,0}(k_1)e^{-j2\pi k_1 f_s})$, and the $n$th-order error-driven GFRFs $H_{n[y]}^e(f_1, \ldots, f_n)$ can be iteratively computed according to (28)-(30) by replacing $H_1(f)$ with $H_1^e(f)$. The AR model spectrum expression (10) becomes a special case of (20) with $1/A_{22}(f) = H_1^e(f)$. Similarly, by treating signal $Y$ as input, $X$ can also be modeled by a NARX model and its spectrum $X(f)$ can be expressed in terms of $Y(f)$ and $E_v(f)$. As a result, the overall frequency domain (linear and nonlinear) relationship of the two processes can be expressed in matrix form in terms of the nonlinear FRFs of the restricted NAR and unrestricted NARX models

\[
\begin{pmatrix}
1 & -H_{y \rightarrow x} \\
-H_{x \rightarrow y} & 1
\end{pmatrix}
\begin{pmatrix}
X(f) \\
Y(f)
\end{pmatrix}
= 
\begin{pmatrix}
X_{y|\tilde{y}_{\epsilon \epsilon}}, \gamma_{\tilde{y}_{\epsilon \epsilon}}(f) \\
Y_{x|\tilde{y}_{\epsilon \epsilon}}, \gamma_{\tilde{y}_{\epsilon \epsilon}}(f)
\end{pmatrix}
= 
\begin{pmatrix}
H_1^e(f)E_x(f) \\
H_1^e(f)E_y(f)
\end{pmatrix}
\]

(21)

Here, $H_{x \rightarrow y}(f)$ and $H_{y \rightarrow x}(f)$ are defined in (17) and (20) respectively. $H_{y \rightarrow x}(f)$ and $H_{x \rightarrow y}(f)$ can be defined in a similar way by exchanging the input and output relationship. By dividing both sides of (21) with corresponding FRFs of the NAR models, i.e., $H_1^e(f)$ and $H_1^e(f)$, gives

\[
\begin{pmatrix}
1/H_1^e(f) & -H_{y \rightarrow x}/H_1^e(f) \\
-H_{x \rightarrow y}/H_1^e(f) & 1/H_1^e(f)
\end{pmatrix}
\begin{pmatrix}
X(f) \\
Y(f)
\end{pmatrix}
= 
\begin{pmatrix}
E_x(f) \\
E_y(f)
\end{pmatrix}
\]

(22)

Equation (22) is a nonlinear version of the linear bivariate expression (4), and now the coefficient matrix includes both the linear and nonlinear causal information. Based on such a linear matrix representation of the nonlinear bivariate system, the nonlinear partial directed coherence (NPDC) from $X$ to $Y$ can then be expressed as a direct generalization of the linear PDC,
The NPDC measures both linear and nonlinear causal influences from $X$ to $Y$. The linear causal effects in the nonlinear system can also be expressed as a separate measure which is a function of $1^{st}$-order nonlinear FRFs of the NARX (i.e., $H_{1,x\rightarrow y}(f)$) and NAR (i.e., $H_{1,x}(f)$ and $H_{1,y}(f)$) models

\[
NPDC^L_{X\rightarrow Y}(f) = \frac{-H_{1,x\rightarrow y}(f)}{\sqrt{|H_{1,x}(f)|^2 + |H_{1,y}(f)|^2}}
\] (24)

Mathematically, this is the same expression with the linear PDC (13) although it is based on the linear part of a nonlinear system. In the frequency domain the measure (24) often provides similar causality profiles with that of PDC based on the linear ARX model, because for linear systems the frequency components in a causality measure would only depend on the fundamental frequencies in the input process, which is quantified either by $H_{L,x}(f)$ in (24) or $A_{11}(f)$ in the PDC expression (13).

4. Simulation and Application

In this section, a numerical example of a physical nonlinear oscillator and a real neurophysiological data set are given as examples to illustrate the new frequency-domain NPDC method based on time-domain NARX modelling.

4.1 A Numerical Example: Nonlinear Oscillator

The well-known Duffing oscillator with cubic nonlinearity in the stiffness is described by

\[
m\ddot{y}(t) + c\dot{y}(t) + k_1y(t) + k_3y^3(t) = x(t)
\] (25)
where \( m=1, c=0.5, k_1=1 \) and \( k_3=0.3 \) are the parameters of the mass, damping, linear and nonlinear stiffness respectively. The input signal \( x(t)=5\sin(t) \) represents an external excitation force and here it is a harmonic excitation. By using an explicit Euler approximation for discretization and considering noise, gives

\[
\begin{align*}
    y(k) &= (2 - 0.5T_s) y(k-1) - (1 - 0.5T_s + T_s^2) y(k-2) \\
    &\quad - k_3 T_s^2 y^3(k-2) + T_s^2 x(k-2) + e_\nu(k) \\
    x(k) &= \sum_{m=1}^{K} a_m x(k-m) + e_\nu(k)
\end{align*}
\]

(26)

where \( e_\nu(k) \) and \( e_e(k) \) were additive white noise sequences with zero mean and standard deviations \( \sigma_\nu=\sigma_e=0.1 \).

The input and output were generated with a sampling time \( T_s=0.02 \) s. The sinusoidal input signal can be modeled by a 15th-order AR model. The NARX model structure was then identified and the parameters were estimated by using a FROLS algorithm (Chen et al., 1989; Wei et al., 2004). The model is validated using the correlation tests (Billings and Voon, 1983). Based on the identified time domain model, the first, second and third order GFRFs can be computed according to (16)

\[
H_1(f) \left( 1 - \sum_{k=1}^{K} c_{1,0}(k) e^{-j2\pi f_k/f_s} \right) = \sum_{k=1}^{K} c_{0,1}(k) e^{-j2\pi f_k/f_s} \\
H_2(f_1, f_2) = 0 \\
H_3(f_1, f_2, f_3) = -k_3 H_1(f_1) H_1(f_2) H_1(f_3) H_1(f_1, f_2, f_3)
\]

(27)

where \( c_{1,0}(1), c_{1,0}(2), \) and \( c_{0,1}(2) \) were the parameters of corresponding linear input and output terms given in (26). The second-order GFRF is zero because there is no second order nonlinear term in the NARX model. Although higher order GFRFs exist in this example due to the nonlinear output term, for illustration the GFRFs only up to third order were computed here. The error-driven GFRFs of the NAR model, i.e., \( H_1^*(f) \) and \( H_3^*(f_1, f_2, f_3) \), were also computed. As a result, the nonlinear FRFs of the identified NARX and NAR models, i.e., \( H_{x\rightarrow y}(f) \) and \( H_{y}(f) \), can easily be obtained. The spectra of input and output signals using a fast Fourier transform (FFT) are given in Fig. 1. The PDC based on the linear part of the NARX model and the NPDC are computed and given in Fig. 2.
Fig. 1. The spectra of time series $X$ and $Y$.

Fig. 1 shows that the input spectrum $X(f)$ only contains a single frequency component at $f_0=1/2\pi$ Hz. In the output spectrum $Y(f)$, harmonic components at $3f_0$, and $6f_0$ can be observed due to the presence of a cubic output nonlinearity in the system.

Fig. 2. The (left) PDC computed from the linear part of NARX model and (right) NPDC from $X$ to $Y$.

Fig. 2 indicates that the PDC based on the linear part of the NARX model identifies a strong linear causal influence from input excitation to the output of the oscillatory system at the fundamental frequency $f_0$. The same result can be obtained from a standard PDC based on a linear ARX model. However, these PDC measures cannot reveal the nonlinear causal effects in the frequency domain. In comparison, the proposed NPDC detects both the linear and nonlinear causal effects at fundamental and harmonic frequencies $f_0$ and $3f_0$. The nonlinear causal effects at other harmonic frequencies, e.g. $6f_0$, are not observed because only up to third order GFRFs were computed here. The nonlinear causalities are much lower in magnitudes compared to the linear causality at $f_0$ which indicates weak nonlinearity of the system and the linear effect dominates.
4.2 Application to EEG Data

The nonlinear dynamics and causalities in neurophysiological signals (e.g. EEG, MEG) have been observed and studied in the time domain (Gourevitch et al., 2006; Stam, 2005). In this section, a fragment of EEG recordings from a patient with childhood absence epilepsy is analyzed in the frequency domain. The scalp EEG signals were recorded in the department of Clinical Neurophysiology, Royal Hallamshire Hospital in Sheffield. For illustration, EEG signals from two bipolar channels, i.e. F7F3 and F8F4, located in the left and right brain were used and a recording with 20 seconds in length is shown in Fig. 3. The signals were measured at 250 Hz and normalized by subtracting their mean values.

Fig. 3. The EEG recordings of two bipolar channels F7F3 and F8F4. The recordings are divided into three intervals before (S1), during (S2) and after (S3) an epileptic seizure, respectively.

Fig. 4. Spectra of (left) input and (right) output EEG recordings.
Sustained oscillations with high amplitude are observed during the epileptic seizure (i.e. from around 130 seconds to 152 seconds); while before and after the seizure the EEG signals are with low amplitude and are relatively random. Hence the EEG recordings can naturally be divided into three intervals before, during and after the seizure (i.e. S1, S2 and S3 in Fig. 3). The spectra of the two signals over the whole sequence are provided in Fig. 4. For illustration, only the low-frequency range, i.e., 0-30 Hz, is analyzed. Significant frequency components at around 3, 5, 8, 11 and 13 Hz can be observed in both two signals. These frequency components are mainly introduced during the seizure due to sustained oscillations and the identical frequencies in both channels indicate strong linear effects because of the synchronization (Montez et al., 2006). The frequency components introduced before and after the seizure are much lower in magnitude and are actually submerged in the FFT analysis.

Now the linear and nonlinear interactions between the two EEG signals at two time intervals, i.e., during (S2) and before (S1) the seizure, are modeled individually using NARX models described in (14), where the signal from F7F3 is treated as the input $X$ and the signal from F8F4 is the output $Y$. The NARX model is with second-order nonlinearity ($M=2$) and initially maximum lags of six ($K=6$) are set for both input and output terms. The identified time domain NARX models using FROLS are then mapped to the frequency domain. The linear and nonlinear causal influences from the input to the output can therefore be quantified using the linear PDC measure (24) and the overall NPDC measure (23) as shown in Fig. 5 and Fig. 6. Here, the input spectrum $X(f)$ can be approximated from the frequency mapping of a 25th-order AR model.

![Fig. 5. The (left) linear PDC and the (right) overall NPDC from F7F3 to F8F4 with respect to the recordings during seizure (S2)](image)
Fig. 5 shows that during the seizure the linear and the overall causality measures present very similar coherence profiles. Strong coupling strength with magnitude close to 1 are observed at around 3, 8, 11, 13 Hz, which are the frequencies identified in the spectra of the two signals. This indicates strong linear and weak nonlinear causal effects during the seizure which has been reported and understood in the time domain analysis, because of the strong synchronization during epileptic seizure (Montez et al., 2006).

![Graph of linear PDC and overall NPDC before seizure](image)

Fig. 6. The (left) linear PDC and the (right) overall NPDC from F7F3 to F8F4 with respect to the recordings before seizure (S1)

In contrast, before seizure the overall NPDC identifies extra frequency coupling components compared with the linear PDC. For example, those at around 3, 15 Hz and more components identified in high the frequency range between 20-30 Hz. This indicates that significant nonlinear causal effects exist before seizure, although the overall causality is much lower (below 0.4) in strength compared to those results during the seizure. The strong linear causality during the seizure and significant nonlinear causality in the seizure-free data confirms recent time domain causality analysis results (Zhao et al., 2013) but provides a new interpretation based on the observed frequency components. Similar results and conclusions can also be obtained when analyzing EEG signals from other bipolar channels or data from other patients.
5. Conclusions

In this study, the classical linear frequency-domain Granger causality measure, the PDC, is linked and interpreted by the input- and error-driven frequency response functions of linear systems. Such a new interpretation is extended to the nonlinear system cases, and a new nonlinear causality measure, the NPDC, is derived. The numerical example and an application to EEG signals with epilepsy seizure demonstrate that the proposed NPDC measure can effectively detect both linear and nonlinear causal influences and provides a more complete causality profile in the frequency domain. This is an important advantage over the classical linear measures which detect linear causalities exclusively, because detecting nonlinear dependencies has become more and more important in characterizing functional couplings in neuronal and biological systems. Due to the space limitation, only bivariate and stationary systems are investigated in this paper. Nevertheless, the methodology and the NPDC measure can be extended to multivariate and nonstationary cases, based on the frequency domain theory of multivariate nonlinear systems (Swain and Billings, 2001) and recent results on time-varying nonlinear systems (He et al., 2013).

Appendix

The contributions of the pure input, output and cross-product nonlinearities in (16) are defined as

\[
H_{n[x]}(f_1, \ldots, f_n) = \sum_{k_1, \ldots, k_n} c_{0,n}(k_1, \ldots, k_n) e^{-j2\pi(f_k + \cdots + f_k)/f_s}
\]

\[
H_{n[y]}(f_1, \ldots, f_n) = \sum_{p=2}^n \sum_{k_1, \ldots, k_n} c_{0,n}(k_1, \ldots, k_n) H_{n,p}(f_1, \ldots, f_n)
\]

\[
H_{n[xy]}(f_1, \ldots, f_n) = \sum_{p=1}^{n-q} \sum_{q=1}^{n-q} \sum_{k_1, \ldots, k_{p+q}} c_{p,q}(k_1, \ldots, k_{p+q})
\]

\[
\times H_{n-q,p}(f_1, \ldots, f_{n-q}) e^{-j2\pi(f_{k_2} + \cdots + f_{k_{p+q}})/f_s}
\]

(28)

The contribution of the \(p\)th-order non-linearity in \(y(t)\) to the \(n\)th-order GFRF, \(H_{n,p}(\cdot)\), can be recursively computed according to (Jones and Billings, 1989) as

\[
H_{n,p}(\cdot) = \sum_{i=1}^{n-p+1} H_i(f_1, \ldots, f_i, t) H_{n-i, p-1}(f_{i+1}, \ldots, f_{n}, t) e^{-j2\pi(f_i + \cdots + f_i)/f_s}
\]

(29)
The above recursion finishes with $p=1$, where the $H_n,1(f_1, \ldots, f_n, t)$ is defined as

$$H_n,1(f_1, \ldots, f_n, t) = H_n(f_1, \ldots, f_n, t)e^{-j2\pi(f_1+\ldots+f_n)t/f_1}$$

(30)

References


