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HIGHLIGHTS

- Surface-based lattice structures were designed and examined with finite element analysis to determine their elastic moduli.
- The moduli were found along three loading directions for each lattice, and these were correlated with their volume fractions.
- A factor of three difference was found between the moduli of the least stiff and most stiff lattice types.
- The determined modulus-volume fraction relationships accurately predict the moduli of graded lattice structures.
- We demonstrate a design approach for hybrid lattices which identifies and corrects regions of low structural connectivity.
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ABSTRACT

In this paper we present a numerical investigation into surface-based lattice structures with the aim of facilitating their design for additive manufacturing. We give the surface equations for these structures and show how they can be used to tailor their volume fractions. Finite element analysis is used to investigate the effect of cell type, orientation and volume fraction on the elastic moduli of the lattice structures, giving rise to a valuable set of numerical parameters which can be used to design a lattice to provide a specified stiffness. We find the I-WP lattice in the [001] orientation provides the highest stiffness along a single loading direction, but the diamond lattice may be more suitable for cases where lower mechanical anisotropy is important. Our stiffness models enable the construction of a powerful numerical tool for predicting the performance of graded structures. We highlight a particular problem which can arise when two lattice types are hybridised; an aberration leading to structural weakening and high stress concentrations. We put forward a novel solution to this problem and demonstrate its usage. The methods and results detailed in this paper enable the efficient design of lattice structures functionally graded by volume fraction and cell type.

© 2018 The Authors. Published by Elsevier Ltd. This is an open access article under the CC BY license (http://creativecommons.org/licenses/by/4.0/).

1. Introduction

The field of lattice structure design is now well established, thanks to a great extent to the emerging capabilities of additive
manufacturing (AM) or 3D printing. Lattices are seen as a potential replacement for solid volumes, providing benefits such as weight-reduction and decreased part production time. Other properties of these structures that have attracted attention are their energy absorption under compressive and dynamic loading [1-5], their facility to act as heat exchangers [6,7], their applications in orthopaedic implants [8] and their potential to reduce noise and vibration transmission [9-11]. In each of these areas, the scope to use lattices to provide highly tailored properties is extensive, not least because AM processes enable their production in materials ranging from biocompatible polymers [12,13] to high strength metal alloys [14,15].

Lattices can be considered to be a subset of the more general category of cellular solids, which includes naturally occurring structures such as honeycomb, cancellous bone and sponge, but also synthetic materials such as polymer and metal foams. Gibson and Ashby provided a range of useful results relating the characteristics of cellular solids (density, pore size, etc.) and their physical properties [16]. Of these results, the most important from the perspective of structural design is the relationship between the relative elastic modulus of a cellular structure and its volume fraction:

\[ E^* = C_1 q^{n} , \]

where \( E^* \) is given by

\[ E^* = \frac{E_{\text{latt}}}{E_{\text{sol}}} , \]

and \( E_{\text{latt}} \) and \( E_{\text{sol}} \) are the elastic moduli of the lattice structure and the constituent material, respectively. Similarly,

\[ \rho^* = \frac{\rho_{\text{latt}}}{\rho_{\text{sol}}} , \]

where \( \rho_{\text{latt}} \) and \( \rho_{\text{sol}} \) are the densities of the lattice structure and the constituent materials, respectively. \( \rho^* \) is variously referred to as relative density or volume fraction; in this paper we will adopt the latter convention. \( \rho^* \) takes values from 0 to 1, where 1 represents a fully solid structure. The prefactor \( C_1 \) in Eq. (1) was given by Gibson, Ashby et al. as a range of values from 0.1 to 4.0, while \( n \sim 2 \) when deformation occurs by bending of the cellular struts or walls [16,17]. Our previous work [18] and that of others [19,20] has indicated that \( n \) may be closer to unity when the lattice deformation is stretching-rather than bending-dominated.

The reason Eq. (1) is of such significance to structural design is that it indicates a straightforward means by which the modulus, or stiffness, of any structure comprising a lattice may be tailored by modifying its volume fraction. Once \( C_1 \) and \( n \) are established for a given type of lattice, it may thereafter be treated as a homogeneous porous solid, the stiffness of which can be quite easily varied using AM; from very low (depending on the manufacturing precision of the AM process in question) up to the stiffness of the constituent material. Moreover, these homogeneous material models play an important role in linking lattice structures with topology optimisation (TO).

TO is used to provide the optimal distribution of material for a structure to fulfil a given load case, be it mechanical [21-24], thermal [25], or, as in a recent example, vibrational [10]. But an unpenalised TO solution, which prescribes material densities lying between void and solid, can only be manufactured through the use of lattice structures [22,24]. This necessitates material-property relationships such as Eq. (1), which correlate a lattice structure’s response to its volume fraction, but there have been relatively few reports of these in the literature [26-30].

Parameters \( C_1 \) and \( n \) of Eq. (1) will vary depending on the lattice cell type and its orientation with respect to an applied load. In this paper, we present numerical results for \( C_1 \) and \( n \) for a range of cell types and loading directions. Prior to this, in Sections 2.1-2.3, we demonstrate the design principles for a family of lattice structures based on periodic surface equations and establish a robust simulation protocol to determine their elastic moduli using finite element analysis (FEA). In Section 3.2 we apply our determined homogeneous material models to cases in which the volume fraction (Section 3.2.1) and cell type (Section 3.2.2) of a lattice structure is varied throughout the part, providing a method for predicting their resulting stiffnesses.

2. Methodology

2.1. Lattice structure design

The lattice cell types examined here are based on periodic surface equations. Five of the cell types are based on triply periodic minimal surfaces (TPMS), a special class of surface that has a mean curvature of zero at every point. These include the primitive and diamond surfaces discovered by Schwarz [31], and the gyroid, I-WP and O,C-TO surfaces of Schoen [32]. The sixth lattice type examined is a close analogue of the strut-based structure known as body-centred-cubic (BCC).

Before we present the surface equations used to generate the lattice structures, we first introduce some terms relating to their design. \( k_i \) are the lattice function periodicities, defined by

\[ k_i = 2m_i , \]

where \( i = x,y,z \) and \( n_i \) are the numbers of cell repetitions in each of those directions.

A shorthand notation for sine and cosine functions is defined, such that

\[ S_i = \sin \left( k_i \frac{L_i}{L} \right) , \]

\[ C_i = \cos \left( k_i \frac{L_i}{L} \right) , \]

again with \( i = x,y,z \), and \( L_i \) being the absolute sizes of the lattice structure in those dimensions.

Primitive (P), gyroid (G), diamond (D), I-WP (I) and O,C-TO (O) lattice structures with arbitrary numbers of cells and volume fractions can be created by determining the \( U = 0 \) isosurface of the corresponding TPMS equations. Within the field of differential geometry, these are often given using the Enneper-Weierstrass representation, but they may also be approximated using Fourier series expansions [33-35]. For the purpose of designing, simulating and fabricating lattice structures based on TPMS, these approximations provide reasonable descriptions of their shape and, being real functions expressed in a Cartesian frame, are generally simpler to express and implement.

There are several sources for the series approximations to the primitive, gyroid, diamond, and I-WP surfaces [34-37], though they sometimes differ in the number of Fourier expansion terms they include. The inclusion of more terms brings the generated surface closer to the ideal TPMS with zero mean curvature. Here we use the level surface approximations given by Wohlgemuth et al. [35,37]. These are

\[ U_P = C_x + C_y + C_z - t , \]  

\[ U_C = C_x S_y + C_y S_z + C_z S_x - t . \]
The curve representing with $U$ then we can define the isosurface. An approximation to the O,C-TO surface can be constructed from the terms describing the primitive and I-WP surfaces; for this we use [37]

$$U_0 = 4 (C_x C_y + C_y C_z + C_z C_x) - 3 (C_x + C_y + C_z) - t.$$  \hspace{1cm} (8)

The $U = 0$ isosurface is treated as a boundary separating solid and void regions of a 3D structure. We define regions where $U \leq 0$ to be solid and regions where $U > 0$ to be void. Varying the parameter $t$ shifts the position of the solid-void boundary, creating larger or smaller solid regions, thus allowing us to control the solid volume fraction of the lattice, $\rho^*$. By correlating $\rho^*$ and $t$ for each cell type, we can use Eqs. (7a)–(7d) and (8) to generate lattices with a predefined volume fraction. Fig. 1 (a) shows $\rho^*(t)$ curves for the lattice cell types examined in this work, while the unit cells are presented in Fig. 1 (b).

To design a lattice structure with a predefined volume fraction actually requires $t(\rho^*)$ rather than $\rho^*(t)$, but this is trivial once the two parameters are correlated with reasonable accuracy. A noteworthy feature of the unit cells shown in Fig. 1 (b) is that those whose surface equations contain only even trigonometric functions (i.e. cosine terms) exhibit both reflection and rotation symmetry in their principal axes, whereas those whose equations also contain odd functions (i.e. sine terms) do not. The latter category contains the gyroid and diamond cell types.

For the BCC structure, we must provide a new shorthand notation:

$$C_{2i} = \cos \left( \frac{2k_i}{L} \right),$$  \hspace{1cm} (9)

then we can define the isosurface;

$$U_{BCC} = (C_{2x} + C_{2y} + C_{2z}) \ldots - 2 (C_x C_y + C_y C_z + C_z C_x) - t,$$  \hspace{1cm} (10)

with $t$ once again providing the means to control the volume fraction. The curve representing $\rho^*(t)$ for the BCC cell type is shown in the inset to Fig. 1 (a).

2.2. Finite element mesh construction

We have described the general methodology for the production of hexahedral finite element (FE) meshes based on surface equations in a previous work [18]. Once the $t(\rho^*)$ relationship for a given cell type is known, the corresponding surface equation is used to generate the 3D $U$ field, which is based on the designer’s choice of volume fraction, cell size and cell tessellations. The $U = 0$ isosurface is found and defined as a boundary between solid and void phases. A hexahedral mesh for the solid elements of the structure is then obtained using the underlying Cartesian coordinate grid to specify each element’s corner nodes.

Each lattice structure and associated FE mesh was created using software developed for this purpose at the University of Nottingham. The software has the working title the Functional Lattice Package, or Flatt Pack, and is available for trial use upon request from the corresponding author. Regarding the computational requirements for mesh generation, using a desktop PC with a 3.7 GHz processor, the FE mesh representing a 4 × 4 × 4 diamond lattice with a total of 3.2 million elements was generated in around 50 s, with peak memory usage of 2.3 GB. The equivalent 5 × 5 × 5 diamond lattice, with around 6.3 million elements, was generated in 90 s with peak memory usage of 4.3 GB.

2.3. Elastic modulus determination

TPMS lattice structures were implicitly modelled using Abaqus/Standard 2016 from Dassault Systemes, Vélizy-Villacoublay,
France. All elements were linear, reduced-integration solid elements; type C3D8R, following the Abaqus labelling scheme.

The lattice models were subjected to compressive displacements at the nodes of their top planes equivalent to 1% of the height of each structure, as illustrated in Fig. 2. The ZSYM boundary condition was applied to the elements on the top and bottom surfaces of each lattice model. This constrained these elements to translation in the xy plane only and rotation around the z axis only.

The elastic modulus of each lattice structure was found from

$$E_{\text{lat}} = \frac{FL}{Au}. \quad (11)$$

where $F$ is the total reaction force at the top surface of the structure (a requested output from the FEA solver), $L$ is original height of the lattice, $A$ is the cross-sectional area of the lattice domain and $u$ is the displacement of the top surface in the loading direction, which here is always equal to $L/100$. To ensure the results presented here are generally applicable for structures composed of a range of materials with differing elastic moduli, we used Eq. (2) to obtain $E^*$ for each of the examined lattice models.

Throughout this investigation we assigned an elastic modulus of 1.8 GPa to the solid elements in our FE models. This was obtained from measurements of stress-strain curves of EOS PA2200 (nylon 12) dog-bone specimens made by selective laser sintering (SLS). We chose this elastic modulus because we have previously investigated lattice structures made by this method in this material [2,18] and it is quite commonly used in AM research. However, because we have used an entirely elastic approximation in our FE analysis, and because we have chosen to present the normalised elastic modulus, $E^*$, throughout this work, the exact numerical value of the element modulus does not have a major bearing on our results or conclusions.

### 2.4. Finite element mesh convergence and lattice cell tessellation

Here we present a preliminary investigation into the numerical convergence of elastic moduli obtained from lattice structure FEA. We address an outstanding question in lattice simulation: how many unit cells must be tessellated in a structure for it to take on the behaviour of a homogeneous porous material? In answering this, we are able to use a reliable modelling approach to investigate other important aspects of lattice performance in the following sections.

In this investigation into mesh convergence we have considered the relative elastic modulus evaluated along the z axis, or the crystallographic [001] direction, of each lattice structure. This is represented as $E_{[001]}^*$.

Fig. 3 shows a range of diamond lattice structures with cell tessellations ranging from $1 \times 1 \times 1$ to $5 \times 5 \times 5$. Their volume fraction was set at 0.3, which was achieved using Eq. (7c) with $t$ equal to $-0.4824$. Hexahedral FE meshes with varying element sizes were constructed using the method outlined in Section 2.2 and analysed according to Section 2.3. The $E_{[001]}^*$ results for these diamond lattice structures are given in Fig. 4.

Fig. 4(b) provides a clearer picture of the trends in Fig. 4(a) by normalising the number of elements in each FE model by the number of lattice cells it contains; i.e. the number of elements in the $5 \times 5 \times 5$...
model is divided by 125 and so on. Thus, total mesh sizes which range from around 600 to 6,000,000 elements for the $1 \times 1 \times 1$ to $5 \times 5 \times 5$ lattice models can be expressed as between around 600 and 90,000 elements per unit cell.

We found that mesh sizes of around 50,000 elements per unit cell were sufficient to reduce the FE discretisation errors to insignificant levels. This is in good agreement with the work of Montazerian et al. [29], who examined FE mesh convergence for elastic modulus in several TPMS unit cells. Montazerian et al. determined a power law describing the percentage change in the FE result for a given number of elements in the unit cell model. This allows us to predict the number of elements per unit cell required for a 1% change in the relative elastic modulus based on Montazerian et al.’s data; it is $\sim 64,000$.

In addition to FE mesh convergence behaviour, from Fig. 4 it can also be seen that diamond lattice structures with fewer cells have the lowest moduli. In Fig. 5 we present $E^{\infty}_{[001]}$ for the diamond lattice models shown in Fig. 3. Accompanying the data is a fit obtained with the exponential function

$$ E^* = a \exp(-bm) + E_{\infty}^* \tag{12} $$

where $m$ is the lattice order, denoting the number of cell repetitions in the lattice model in each direction (i.e. $m \times m \times m$ cell repetitions), and $a$ and $b$ are scaling factors. $E_{\infty}^*$ provides the upper bound of the relative elastic modulus as the number of cells in the lattice approaches infinity. For the diamond lattice with $\rho^* = 0.3$, loaded in the [001] direction, $E_{\infty}^*$ was found to be $(60.9 \pm 0.2) \times 10^{-3}$. This value is important, as it represents the relative elastic modulus that would be assigned to this particular lattice structure if it were to be approximated as a homogeneous porous solid, or continuous medium. Such an approximation is a necessary step in efforts to combine TO algorithms with lattice structure design, as discussed in Section 1.

Fig. 5 shows that the converged modulus of the $4 \times 4 \times 4$ cell diamond lattice was just 0.4% below the value of $E_{\infty}^*$. Our results therefore indicate that, for the purpose of elastic modulus determination, there is no benefit to modelling cubic lattice structures with greater than $4^3$ or $5^3$ cells, while the disadvantage of modelling only a single unit cell is that it may underestimate the modulus by over 15%. With this in mind, all the following results in this report concerning lattice cell type, cell orientation, volume fraction and functional grading, were obtained using lattice structures with the $4 \times 4 \times 4$ cell configuration. This provides the additional benefit of reduced computational cost in the FE simulations compared with larger lattice models.

The incrementally increasing modulus of Fig. 5 is due to the diminishing effect of those cells at the boundaries of the structures.

With larger numbers of cells in the lattice, smaller proportions of them are situated at the boundaries and their contribution to the stiffness of the whole structure is reduced. This leads to the development of homogeneity in the structural deformation and stress distribution, thus providing a more accurate description of cell deformation as if it were part of a homogeneous porous solid. This effect is illustrated in Fig. 6, which shows the evolution of the z-displacement and von Mises stress distributions for a range of lattice cell tessellations.

![Fig. 5. Evolution of relative elastic modulus along the cellular [001] direction with increasing number of diamond lattice unit cells with $\rho^* = 0.3$.](image)

![Fig. 6. Evolution of the z-displacement (a) and von Mises stress distributions (b) with increasing numbers of diamond unit cells with $\rho^* = 0.3$. These results were obtained using the boundary conditions illustrated in Fig. 2.](image)

![Fig. 7. FE mesh convergence for primitive, gyroid, diamond, I-WP, O,C-TO and BCC lattices (in this case comprising $4 \times 4 \times 4$ unit cells with $\rho^* = 0.3$). As in Fig. 4(b), the total number of elements in each model is divided by the number of lattice cells it contains. Inset - the converged elastic moduli for each lattice type are compared, providing a clear guide for the designer of an AM latticed component.](image)
Using the above result concerning the number of unit cells to be tessellated to approximate a homogeneous porous solid, we turn our attention to the various TPMS lattice types introduced in Section 2.1. \( E_{[001]} \) for primitive, gyroid, diamond, I-WP, O,C-TO and BCC lattice structures with 4 \( \times \) 4 \( \times \) 4 cells and volume fraction equal to 0.3 are shown in Fig. 7. As in Fig. 4(b), the number of elements in each model is normalised by the number of unit cells it contains, which in this case is 64 for every structure.

Fig. 7 shows that the lattice cell geometry has a large effect on the relative elastic modulus. This has significant implications for lattice design strategy. For example, \( E_{[001]} \) for the I-WP lattice structure is close to three times greater than that of the BCC structure with the same volume fraction. This would guide the designer of an AM component to select an I-WP lattice over a BCC lattice if their requirement was to maximise stiffness in one direction. This result is simplified in the inset to Fig. 7, where the elastic modulus along the cellular [001] direction of each lattice type is compared.

3. Results

Having addressed the issues of FE mesh resolution and lattice cell tessellations in Section 2.4, our main results are organised into two sections. In the first, we extend our elastic moduli analysis to include different lattice orientations and volume fractions. This yields a succinct set of numerical results relating to the Gibson-Ashby scaling law of Eq. (1). Such results form a crucial part of any homogenisation approach to lattice design, enabling the development of combined TO-lattice design methods of the kind outlined in Section 1.

Secondly, we lay out our findings concerning lattice functional grading, where the volume fraction and cell type are varied throughout the structure. We demonstrate how the Gibson-Ashby scaling laws can be used to approximate the stiffness of arbitrarily graded lattices structures, and we highlight one approach to the problem of reduced strut thickness that can arise when one cell type transitions into another.

3.1. Cell type, orientation and volume fraction

In this section we apply the results from Section 2.4 concerning cell tessellation and FE mesh convergence to the examination of relative elastic modulus for different lattice cell types, orientations and volume fractions. Each lattice structure examined here is a 4 \( \times \) 4 \( \times \) 4 arrangement of unit cells, with each cell containing \( \sim 50,000 \) elements in the FE model.

Lattice structures with volume fractions from 0.2 to 0.5 were obtained using Eqs. (7a)–(7d), (8) and (10), and the \( \rho^*–\)relationships presented in Fig. 1. To obtain relative elastic moduli along the [111] and [011] directions for each structure, a rotation matrix of the form

\[
R(\theta) = \begin{bmatrix}
\cos(\theta) & -\sin(\theta) \\
\sin(\theta) & \cos(\theta)
\end{bmatrix},
\]

was applied to the Cartesian coordinate system prior to the implementation of the TPMS equations. To rotate a lattice structure to provide the [011] direction for loading in FEA, the rotation matrix was applied in the yz plane using \( \theta = \pi/2 \). For the [111] direction, the \( \pi/2 \) rotation was applied in the yz plane followed by a rotation of 35.26° in the xz plane. Rotated lattice structure models for FE simulation are illustrated in Fig. 8.

Fig. 9 shows the \( E^*(\rho^*) \) curves for three of the examined lattice types (for brevity we have chosen to display only the curves relating to the primitive, diamond and BCC lattices). The \( E^*(\rho^*) \) data were fitted with a modified form of Eq. (1); this was

\[
E^*(d) = C_1(d)\rho^nd(d) + E^*_0(d),
\]

where \( d \) indicates that these properties are directionally dependent, that is, they vary according to the orientation of the applied displacement with respect the internal axes of the lattice cell. The \( E^*_0(d) \) term accounts for systematic uncertainties in the determination of \( E \) by the FE method employed here, and provides a necessary offset from \( E^* = 0 \) in cases where the cell geometry prohibits structural connectivity at low volume fractions.

This aspect of lattice structure design applies to all cell types, TPMS or otherwise, to some extent, though in general it only inhibits the design of very low volume fraction structures. The effect is more pronounced when there is a large disparity between the thinnest and

![Fig. 8. [001], [111] and [011] orientations of the lattice structures with respect to the applied compressive load.](image-url)

![Fig. 9. Curves of relative elastic modulus (\( E^* \)) as functions of volume fraction (\( \rho^* \)) for a selection of lattice types along the [001], [111] and [011] loading directions. Refer to the text and Fig. 10 for an explanation of the intersection of the curves for the primitive lattice with the abscissa axis at around \( \rho^* = 0.2–0.24 \).](image-url)
thickest structural features in the cell geometry. In these cases, when the volume fraction is lowered below a certain threshold, which will be different for all cell types, the thinnest features degrade entirely, leaving unconnected solid sections. The decomposition of the primitive lattice structure into isolated regions at low volume fraction has previously been observed by Yang et al. [40] An example of this behaviour can be seen in Fig. 10, which shows a small primitive lattice with $q = 0.18–0.24$. It is clear from Fig. 10 that below $q \sim 0.22$ the primitive lattice lacks structural connectivity and therefore cannot be load-bearing. This explains the intersection of the $E^* (q^*)$ curves for this lattice structure with the abscissa axis in Fig. 9 at around $q^* = 0.2–0.24$.

This connectivity issue precluded the possibility of determining $E^* (q^* = 0.2)$ for the primitive lattice structure in each of the three cell orientations. Instead, the lowest volume fraction examined for the primitive lattice was 0.24. The O,C-TO unit cell is similarly restricted to volume fractions above 0.24, so the lowest volume fraction examined for this lattice was 0.25.

The $E^* (q^*)$ curves in Fig. 9 demonstrate that the orientation of lattice cells with respect to the applied displacement has a significant effect on the relative elastic modulus. For example, at $q^* = 0.3$, $E_{[001]}^*$ for the primitive lattice structure is almost twice as large as $E_{[111]}^*$. Another interesting feature is that, for the diamond structure, the $E_{[111]}^* (q^*)$ and $E_{[011]}^* (q^*)$ curves are almost identical, and both represent much higher moduli than the $E_{[001]}^* (q^*)$ curve. Table 1 contains the Eq. (14) fitting results for all six of the examined TPMS lattice structures for the [100], [111] and [011] cell orientations.

The $E^* (q^*)$ curves for every lattice cell type and loading direction examined in this work are presented together in Fig. 11. We have highlighted the two cases which represent the stiffest and most compliant responses to compressive loading at a volume fraction of 0.3; these are the I-WP lattice in the [001] orientation and the BCC lattice in the [001] orientation, respectively. There is approximately a factor of three difference in the elastic moduli of these configurations. The remaining curves of Fig. 11 serve as a clear illustration of the range of elastic moduli that can be achieved through appropriate selection of lattice cell type, cell orientation and volume fraction.

3.2. Lattice functional grading

In this section we explore two interesting aspects of lattice structure design: volume fraction grading and cell type grading, or hybridisation. Both may be used to facilitate functional grading, that is, the variation of a particular property, often but not necessarily mechanical, throughout a component. This is one way to provide the most materially-efficient solution for a given loading condition, such as when unpenalised topology optimisation results are used as

![Fig. 10. A $1 \times 2 \times 2$ lattice of primitive cells with volume fraction from 0.18 to 0.24. The structure becomes unconnected, and therefore non-load-bearing, when the volume fraction is reduced below around 0.22.](image)

![Fig. 11. $E^* (q^*)$ resulting from the Gibson-Ashby factors given in Table 1. The stiffest and most compliant cases at $q^* = 0.3$ are highlighted.](image)

---

**Table 1**

Numerical constants derived by applying Eq. (14) to the relative elastic moduli of the lattice structures.

<table>
<thead>
<tr>
<th></th>
<th>[001]</th>
<th>[111]</th>
<th>[011]</th>
</tr>
</thead>
<tbody>
<tr>
<td>$C_1$</td>
<td>$n$</td>
<td>$E_0^*$</td>
<td>$C_1$</td>
</tr>
<tr>
<td>Primitive</td>
<td>0.92</td>
<td>1.0</td>
<td>-0.172</td>
</tr>
<tr>
<td>Gyroid</td>
<td>1.02</td>
<td>2.4</td>
<td>0.002</td>
</tr>
<tr>
<td>Diamond</td>
<td>0.75</td>
<td>2.1</td>
<td>0.003</td>
</tr>
<tr>
<td>I-WP</td>
<td>0.76</td>
<td>1.6</td>
<td>0.032</td>
</tr>
<tr>
<td>O,C-TO</td>
<td>1.22</td>
<td>1.9</td>
<td>-0.056</td>
</tr>
<tr>
<td>BCC</td>
<td>1.08</td>
<td>2.6</td>
<td>0.000</td>
</tr>
</tbody>
</table>
a guide for material layout [22,23]. Alternatively, functional grading can provide novel behaviour, such as layer-by-layer structural collapse [2,41] and tailorable impactor deceleration under dynamic loading [42].

3.2.1. Volume fraction grading

Volume fraction grading is achieved with a simple adjustment to the surface equations introduced in Section 2.1. To allow the variation of the volume fraction throughout the lattice, we replace the formerly single-valued \( t \) in Eqs. (7a)–(7d), (8) and (10) with a new, spatially-dependent parameter, \( t(x,y,z) \). This has the same role as \( t \), in that it controls the position of the boundary between solid and void phases of the structure, and we can apply the same relationships presented in Fig. 1 to control the volume fraction.

Taking, for example, Eq. (7c), which provides the isosurface for the diamond lattice, we create a new surface equation of the form

\[
U_0 = S_0 S_2 + S_0 C_2 + C_0 S_2 C_2 \ldots + C_0 C_2 S_2 - t(x,y,z).
\]

(15)

\( t(x,y,z) \) is now an arbitrarily defined spatial distribution, with its value at any point in space determined by the corresponding \( t(\rho^*) \) relationship for the diamond lattice.

In Fig. 12 we illustrate how this can be used to generate novel graded structures. Fig. 12 (a) shows two diamond lattice structures with different types of volume fraction grading. In the first example, the grading is specified by a linear function of the lattice height, with \( \rho^* = 0.4 \) at the base and \( \rho^* = 0.2 \) at the top of the structure. In the second example, a single oscillation of the cosine function is used; the oscillation has a mean \( \rho^* = 0.3 \) and a magnitude \( \rho^* = 0.1 \). Formally, and defining the structure’s height to be 1, these are given by

\[
\rho^*_{\text{linear}}(z) = 0.4 - 0.2z, \quad (16)
\]

and

\[
\rho^*_{\text{cosine}}(z) = 0.3 + 0.1 \cos(2\pi z). \quad (17)
\]

Fig. 12(b) shows the von Mises stress distributions in these graded structures when a compressive displacement is applied in the \( z \)

direction to their top surfaces - the same boundary condition shown in Fig. 2 and used throughout Sections 2.4 and 3.1. The regions of the graded lattice structures with the lowest volume fraction are seen to develop the highest stresses. The cellular struts or members in these regions are likely to buckle or yield at lower net strains compared to those in higher volume fraction regions, leading to premature failure of the whole structure. In comparison, the stresses in the \( 3 \times 3 \times 3 \) and \( 5 \times 5 \times 5 \) structures of Fig. 6, which have the same average volume fraction as those in Fig. 12(b), are well distributed, which is more likely to provide the predictable deformation behaviour of cellular solids.

Before examining the elastic moduli of the examples in Fig. 12, we introduce a relevant result concerning the calculation of total stiffness, \( k_{tot} \), of a graded structure. For a series arrangement of \( n \) springs we have

\[
\frac{1}{k_{tot}} = \sum_{i=1}^{n} \frac{1}{k_i},
\]

(18)

where \( k_i \) is the stiffness of each spring. Applying this to a structure composed of \( n \) materials with moduli, \( E_i \), stacked in the same direction as an applied load, we obtain

\[
\frac{1}{E_{tot}} = \frac{1}{n} \sum_{i=1}^{n} E_i,
\]

(19)

for the total elastic modulus of the system. This assumes the cross-sectional area, \( A \), remains constant throughout the loading direction and the thickness of each material is \( L/n \). This case is illustrated in Fig. 13, in which we include the \( \rho^* \) and \( E^* \) nomenclature to highlight that these results may be applied to graded lattice structures.

Assuming a continuous elastic modulus variation along the loading direction, which here is \( z \), rather than a series of discrete slices, we can use an integral form of Eq. (19):

\[
\frac{1}{E_{tot}} = \int_{0}^{L} \frac{1}{E^*(z)} dz,
\]

(20)

where \( E^*(z) \) is the distribution of the lattice structure’s relative elastic modulus along \( z \). For the graded structures shown in Fig. 12 we do not explicitly know \( E^*(z) \), and this will be true in general, but we know \( \rho^*(z) \) and can find \( E^*(\rho^*) \) from Eq. (14) and the numerically

![Fig. 12. Diamond lattice structures with linear volume fraction grading (above) and cosine volume fraction grading (below). (a) shows the material layout, while (b) shows the resulting von Mises stress distributions when the structures are subject to a compressive load.](image1)

![Fig. 13. A stack of \( n \) different materials or lattice cell types in which the moduli may be integrated to provide the modulus of the full structure.](image2)
determined factors in Table 1. Therefore, a more useful form of Eq. (20) for lattice structures is

\[ \frac{1}{E_{\text{tot}}} = \frac{1}{C_1 \rho^* z^n + E_0} \, dz. \]  

(21)

To calculate solutions for the linear and cosine graded example structures of Fig. 12 we can substitute Eqs. (16) and (17) for \( \rho^*(z) \), and use the numerical results in Table 1. For the diamond structures shown in Fig. 12, we then have

\[ \frac{1}{E_{\text{lingrad}}} = \frac{1}{0.75(0.4 - 0.2z)^{2.1} + 0.003} \, dz. \]  

(22)

and

\[ \frac{1}{E_{\text{cosgrad}}} = \frac{1}{0.75(0.3 + 0.1 \cos(2\pi z))^{2.1} + 0.003} \, dz. \]  

(23)

for the linear and cosine graded lattices, respectively. Note that the integral limit is 1, as defined for the simplification of the volume fraction grading, i.e. Eqs. (16) and (17).

The numerical solutions for the relative elastic moduli of these structures are provided in Table 2, where the results obtained directly from FE models of the graded structures are also given. The results are in extremely good agreement, with the values predicted from the integration method underscoring the FE moduli by just a few percent. This demonstrates that the elastic moduli of graded volume fraction lattices can be accurately predicted from prior knowledge of their spatial volume fraction distributions and \( E^*(\rho^*) \) relationships.

Furthermore, if the spatial volume fraction distribution is not known or is not expressible in an explicit form (such as Eqs. (16) and (17) used above), a general numeric summation with sufficient terms, \( n \), could provide a reasonable approximation of the elastic modulus by applying Eq. (19). When the linearly graded structure of Fig. 12 is approximated as having just three lattice layers with \( \rho_0 = 0.2 \), \( \rho_1 = 0.3 \) and \( \rho_2 = 0.4 \), the resulting relative elastic modulus is \( 48.0 \times 10^{-3} \), which is 14% less than the FE result. The discrepancy decreases to 10% when the numerical summation uses five terms instead of three.

3.2.2. Cell type grading, or hybridisation

We can make use of two or more of the surface equations from Section 2.1 to create lattice structures in which one cell type transitions into another. These have come to be known as multi-morphology, or hybrid lattice structures [43,44]. The transition between cell types may be abrupt ‘step’ changes, or may be more broad, taking place over length scales of one or more unit cells. The second case will give rise to cell hybridisation, where the morphology of intermediate cells lies between those of the two known cell types. The width of the transition region, and the amount of cell hybridisation, is defined by the choice of weighting distribution used to allocate cell types to different regions of the lattice structure. Such multi-morphology cellular structures based on TPMS equations have previously been designed and fabricated by Yoo and Kim [43], and Yang et al. [44], with the latter authors describing the general methods underlying their design.

In the simplest case, where we consider grading between just two cell types, we have

\[ U_{\text{hyb}} = \alpha U_1 + (1 - \alpha) U_2, \]  

(24)

where \( \alpha \) is the cell type weighting distribution, and \( U_1 \) and \( U_2 \) are any functions describing lattice solid-void boundaries, such as those in Eqs. (7a)–(7d), (8) and (10). Using these, we can determine the \( U_{\text{hyb}} = 0 \) isosurface to construct the resulting hybrid lattice. \( \alpha \) is a spatial function that varies between 0 and 1, with the sigmoid function being identified by Yang et al. [44] as a convenient and efficient example. It is capable of describing step transitions between lattice types, as well as broad transitions of arbitrary width; see, for example, Fig. 14, in which the sigmoid function along a single direction is presented. The three dimensional form of the sigmoid function is

\[ \alpha(x,y,z) = \frac{1}{1 + e^{-G(x,y,z)}}, \]  

(25)

with \( G(x,y,z) \) being a spatial coordinate set describing the shape of the boundary between lattice regions and \( k \) defining the transition width. The transition between lattice regions occurs at \( G(x,y,z) = 0 \), so simple cases of planar transitions can be achieved quite readily by, for example, subtracting an intermediate value from all coordinates in either \( x \), \( y \), or \( z \) \( k \) takes values greater than zero, with larger values of \( k \) providing more narrow transition regions. When \( k \) is extremely large compared to the dimensions of the lattice structure, the sigmoid function closely approximates a step transition.

In Fig. 15 we present two example hybrid structures, where the transition between regions of different lattice type is achieved with a sigmoid function of \( z \) only. With respect to Eq. (25), this is achieved by choosing \( G(x,y,z) = 0 \) to be a flat plane at mid-height in the structure. In both cases, the volume fraction is set to 0.3 everywhere. These illustrate two outcomes of hybrid lattice design to which we wish to draw attention. In Fig. 15 (a), where the diamond cell type

![Fig. 14. The cell type weighting distribution for a hybrid of two lattice types may be described by the sigmoid function with variable transition width.](image-url)

<table>
<thead>
<tr>
<th>Table 2</th>
<th>Relative elastic moduli of graded volume fraction diamond lattice structures.</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>( E^* ) from graded FE model ( \times 10^{-3} )</td>
</tr>
<tr>
<td>Linear grading (( \rho^* = 0.2 - 0.4 ))</td>
<td>55.9</td>
</tr>
<tr>
<td>Cosine grading (( \rho^* = 0.3 \pm 0.1 ))</td>
<td>52.7</td>
</tr>
</tbody>
</table>
undergoes a step transition into the gyroid cell type, we find the material distribution in the $z$ direction to be fairly continuous; that is, there is no significant discontinuity of load-bearing material from the base of the structure to its top. We can apply Eq. (19) and the results from Table 2 to approximate the relative elastic modulus of this hybrid structure, with $E_i$ being the moduli of the diamond and gyroid lattices. We obtain a relative elastic modulus of $61.0 \times 10^{-3}$, which is in excellent agreement with the result from the FE model. These numerical results are given in Table 3.

Conversely, for the primitive-gyroid hybrid lattice shown in Fig. 15 (b), the volume fraction of the hybrid region is severely diminished compared to the rest of the structure. This is shown more clearly in the $xz$ and $yz$ planar views of Fig. 16, and also in the analysis of the hybrid structure’s solid cross-sectional area in the $xy$ plane in Fig. 17.

In Fig. 17 we see that the periodic variation of the primitive lattice region’s solid cross-sectional area is between 5% and 63% of the area of the structure. In the hybrid region, this is reduced to just 1%, constituting a relative reduction in load-bearing area of around 80%. This region will therefore be significantly less stiff, and will be subject to considerably higher stress, than the adjoining regions. This is a consequence of the hybridisation between primitive and gyroid cells in this layout, and results in structural weakening at the transition.

The effect of the reduced load-bearing area in the hybridised region becomes apparent when we apply the elastic modulus summation approach introduced above. Eq. (19) predicts the relative elastic modulus of the primitive-gyroid hybrid to be $80.5 \times 10^{-3}$, but this is over 25% higher than the elastic modulus of that structure determined from the corresponding FE model. The elastic modulus is overestimated by Eq. (19) because it does not account for the low volume fraction transition region.

To counteract this undesirable effect of cell hybridisation, we propose a new design approach in which the volume fraction of a hybrid lattice is analysed and ‘corrected’ in the transition region. This approach incorporates spatial volume fraction control, as introduced in Section 3.2.1, as a tool to avoid structural weak points, and produce a hybrid lattice design which can be more accurately modelled with Eq. (19). This approach is outlined generally in Fig. 18, which includes references to other figures in which each step of the approach is illustrated.

In the simple case of the primitive-gyroid hybrid structure in Figs. 15(b) and 16, in which the cell transition occurs in the $z$ direction only, our volume fraction correction approach can be applied quite easily. First, the primitive-gyroid hybrid is generated using a target volume fraction which is 0.3 everywhere. Next, we examine the solid cross-sectional area of the lattice in the $xy$ plane (see Fig. 17) and identify a region where this is far lower than elsewhere. The solid cross-sectional areas are fit with a Gaussian function of the lattice height ($z$). We then create a new volume fraction distribution for the whole structure based on this Gaussian function, but with its magnitude inverted; in Fig. 17 this can be seen as a peak centred around the mid-height, with a maximum value just over 0.6. In 3D, this new volume fraction distribution, $\rho_{\text{corr}}^{P-G}(x,y,z)$, is equal to 0.3 almost everywhere, but it features a band, or sheet, of higher volume fraction at mid-height in the structure.

In the final step the primitive-gyroid hybrid lattice is regenerated using $\rho_{\text{corr}}^{P-G}(x,y,z)$. The effect, as shown in Fig. 16, is to thicken the cell struts in the hybrid region, providing a more uniform transition between the primitive and gyroid lattice types.

The volume fraction correction process has a marked impact on the mechanical performance of the primitive-gyroid hybrid lattice compared to its original form. First, the hybrid region is no longer

---

**Table 3**

<table>
<thead>
<tr>
<th>Hybrid Structure</th>
<th>$E'$ from Hybrid FE Model $\times 10^{-3}$</th>
<th>$E'$ from $E_i$ Cell Summation $\times 10^{-3}$</th>
<th>Diff. (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>D-G hybrid lattice (step transition)</td>
<td>61.1</td>
<td>61.0</td>
<td>&lt;1</td>
</tr>
<tr>
<td>P-G hybrid lattice</td>
<td>63.6</td>
<td>80.5</td>
<td>27</td>
</tr>
<tr>
<td>P-G hybrid with correction</td>
<td>92.7</td>
<td></td>
<td>−13</td>
</tr>
</tbody>
</table>
associated with low stiffness and high stress. This is clear from the von Mises stress distributions presented in Fig. 19. Second, the relative elastic modulus of the corrected hybrid structure is more accurately described by the summation method of Eq. (19). The results given in Table 3 show that Eq. (19) now underestimates the elastic modulus obtained from the FE model, and by a much smaller margin than for the uncorrected hybrid. In the context of lattice structure design, this is a more preferable situation, and the discrepancy could be reduced further by using a more sophisticated correction function than the single Gaussian peak used in this example. Furthermore, the four step procedure of Fig. 18 could be modified into an iterative loop, where $\nu_{corr}$ is redefined as $\nu^*$ and passed back to step 1. This has the potential to virtually eliminate the discrepancy between the target stiffness and the actual stiffness of the hybrid structure.

Fig. 18. Proposed approach for the design of hybrid lattice structures. This includes analysis and correction steps which identify and eliminate structurally weak lattice regions. On the right are indicated the figures in this paper which these steps are illustrated.

4. Discussion

We present results in Section 3.1 that are highly valuable to designers of lattice structures. These are the Gibson-Ashby coefficients relating relative modulus and volume fraction for a range of surface-based cell types. As demonstrated in Section 2.4, these results are based on robust, converged modelling which accounts for FEA mesh convergence and lattice homogenisation, i.e. modelling a sufficient number of cell tessellations. Our FEA model based on a single unit cell yielded a stiffness 16% lower than an upper bound representing the homogeneous, semi-infinite case. This indicates that future studies should not rely on the analysis of a single unit cell if they aim to determine useful material models or design rules.

Such results concerning the increase in mechanical properties of AM fabricated cellular structures with decreasing cell size have previously been reported by Yan et al. [45] and Bose et al. [46]. However, those studies did not focus on the issue of mechanical property convergence with cell tessellations, so their findings in this regard can not be used in the development of general lattice design rules.

Fig. 9 and Table 1 show how the Gibson-Ashby exponent, $n$, varies according to cell type and orientation with respect to the applied load. Our previous work [18] and that of others [19,20] has indicated that $n$ close to unity represents stretching-dominated elastic deformation in this type of lattice structure, while $n$ closer to 2 and above represents bending-dominated behaviour. It is therefore interesting to examine Table 1 and note the wide range of mechanical responses one might expect from the examined lattice structures and loading orientations. For example, we expect the primitive lattice to exhibit stretching-dominated deformation behaviour when loaded along the [001] direction, but be more prone to bending when loaded along [011]. This is supported by a consideration of the primitive cell’s geometry, with its connecting members being aligned along [011] directions.

The range of elastic moduli available to the designer of a surface-based lattice structure is exemplified in Fig. 11, which shows the effect of volume fraction, cell type and cell orientation on the resulting modulus. This combination of design parameters can account for a factor of three difference in the stiffness of the structure, and we can state that, for an application demanding high stiffness along a single specified direction, the I-WP lattice in the [001] orientation is the most materially-efficient choice. However, the I-WP lattice

Fig. 17. The cross-sectional load bearing area of the primitive-gyroid hybrid structure before and after volume fraction correction.

![Fig. 19. Planar views of the von Mises stress distributions for the primitive-gyroid hybrid structure. (a) shows the original hybrid, while (b) shows the structure following the application of a volume fraction correction step.](image-url)
also possesses large mechanical anisotropy between its [001], [111] and [011] cellular orientations, with the difference in stiffness along [001] and [111] being a factor of 2.5 at $\rho^* = 0.3$, so this may not be the best cell type for cases including the possibility of off-axis loading. Our analysis indicates that the diamond lattice type has the lowest overall mechanical anisotropy.

Regarding the functional grading examined in Section 3.2, a few points are worthy of additional discussion. First, we presented only simple examples of lattice volume fraction grading. We did so in order that they serve as straightforward test cases for the modulus summation and integration methods of Eqs. (19) and (20), respectively. These equations were able to accurately predict the moduli of the graded structures, a result which may be profoundly useful in future AM lattice design. Eq. (19) or (20) can be used in conjunction with the Gibson-Ashby parameters of Table 1 to design a graded lattice structure to meet a particular stiffness requirement in any of the [001], [111] or [110] loading directions, while also exhibiting a predictable and tailorable collapse process. For example, it has previously been shown that linearly graded BCC lattices undergo sequential layer collapse when loaded along the grading direction [2,41], with the advantage of larger compressive energy absorption compared to non-graded equivalent structures. Our findings indicate a means to achieve the same sequential collapse, but with an initial stiffness which is chosen to satisfy a given load condition.

In Section 3.2.2 we proposed a new design approach enabling the construction of multi-morphology hybrid lattice structures which uniquely avoids an undesirable consequence of cell hybridisation. Specifically, depending on the choice of lattice types and the width of the transition between them, cell hybridisation can create regions of extremely low volume fraction. These will be much less stiff than the surrounding regions, leading the structure to under-perform in load-bearing applications. They will also experience much higher stress, and are therefore likely to fail prematurely. In our hybrid lattice design approach, such regions are identified and their volume fractions corrected, so that the resulting structure behaves more predictably.

We demonstrated our approach with a fairly simple example; see Figs. 16, 17 and 19. In cases where the transition between lattice types is not governed by a simple spatial function along one direction, or when more than two lattice types are hybridised in the final structure, our volume fraction correction approach will be more difficult to implement, but it will be fundamentally the same as that laid out in Fig. 18. A general solution would use a three dimensional volume fraction analysis, with the resulting $\rho_{\text{corr}}(x,y,z)$ potentially requiring a large number of perturbations from the original $\rho(x,y,z)$ to eliminate the structural weak points. Even so, since lattice structure design is by necessity conducted using computers, algorithms to determine $\rho_{\text{corr}}(x,y,z)$ for arbitrary lattice hybridisation cases could be developed quite straightforwardly.

Our general approach for functionally graded lattice design is set out in Fig. 20. This incorporates an objective function, the purpose of which, much like within topology optimisation, is to check whether the material distribution of the structure is consistent with the specified functional grading. If it is not, the hybrid correction of Fig. 18, or its 3D equivalent, will be used to iteratively modify the lattice design. Once the objective function is satisfied to within a given tolerance, the process is complete and the resulting structure can be taken to the next step of the design process; be it embedding in a larger component, or fabrication using an AM process.

three loading directions, then used this model to determine useful numerical relationships between their moduli and volume fractions.

The cell geometry was found to play a significant role in determining the elastic modulus, accounting for up to a factor of three difference between the stiffest lattice and the most compliant. The orientation of the lattice cells with respect to the applied load was also found to be important, but the effect was less pronounced, accounting for a factor of up to 2.5, depending on the lattice cell. The I-WP lattice, loaded in the [001] direction, was found to be the stiffest structure across most of the range of volume fraction from 0.2 to 0.5. We can therefore recommend this lattice type be used for any application where the principal consideration is maximal stiffness along one direction. In cases where the stiffness in several loading directions are considered simultaneously, the mechanical anisotropy of the lattice cell becomes more important, and the diamond lattice, which we found to possess the lowest overall anisotropy between the [001], [111] and [011] loading directions, would be a more suitable choice.

Our investigation into lattice functional grading is both novel and useful to the designer of AM components, especially our finding that the $E(\rho^*)$ fitting parameters discussed above can be used in conjunction with numerical integration to accurately predict the elastic modulus of a graded density lattice. This has the potential to reduce the need for time-consuming and computationally expensive simulation of whole lattice structures. Furthermore, our findings regarding diminished material connectivity arising from cell hybridisation, and how this might be avoided as part of a new four-step design process, will be valuable to designers of advanced, multifunctional lattice components, such as those which have different mechanical requirements in different regions.

5. Conclusions

We have investigated a range of surface-based lattice structures relevant to additive manufacturing and 3D printing. We developed a robust finite element model to determine their elastic moduli along
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