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applied as a drive signal to a flow tube associated with the 
digital flowmeter. Once the flow tube reaches a resonant mode 
of vibration, the digital flowmeter may transition to a positive 
feedback mode, in which a sensor signal representing a 
motion of the flow tube is fed back to the flow tube as a drive 
signal. In a digital synthesis mode of operation, the analyzed 
sensor signals are used to synthesize the drive signal. The 
digital flowmeter may revert to a previous mode to regain 
stable and desired oscillation of the flow tube, such as might 
be required during a recovery operation associated with a 
disturbance to an operation of the digital flowmeter. 
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STARTUP AND OPERATIONAL 
TECHNIQUES FORADIGITAL 

FLOWMETER 

CROSS REFERENCE TO RELATED 
APPLICATIONS 

0001. This application is a continuation of U.S. patent 
application Ser. No. 13/017,585, filed Jan. 31, 2011, title 
“STARTUP TECHNIQUES FOR A DIGITAL FLOWME 
TER', now allowed, which is a continuation of U.S. patent 
application Ser. No. 12/367,203, filed Feb. 6, 2009, titled 
“STARTUP TECHNIQUES FOR A DIGITAL FLOWME 
TER,” now U.S. Pat. No. 7,904,256, which is a continuation 
of U.S. patent application Ser. No. 1 1/458,251, filed Jul. 18, 
2006, titled “STARTUP TECHNIQUES FOR A DIGITAL 
FLOWMETER, now U.S. Pat. No. 7,505,854, which is a 
continuation of U.S. patent application Ser. No. 1 1/168,568, 
filed Jun. 29, 2005, titled “STARTUP AND OPERATIONAL 
TECHNIQUES FOR A DIGITAL FLOWMETER,” now 
U.S. Pat. No. 7,146,280, which is a continuation of U.S. 
patent application Ser. No. 10/402,131, filed Mar. 31, 2003, 
titled “STARTUP AND OPERATIONAL TECHNIQUES 
FORADIGITAL FLOWMETER, now U.S. Pat. No. 6,950, 
760, which is a continuation-in-part of U.S. patent application 
Ser. No. 10/400,922, filed Mar. 28, 2003, and titled “DRIVE 
TECHNIQUES FOR A DIGITAL FLOWMETER,” aban 
doned, which claims priority from U.S. Provisional Applica 
tion No. 60/368,153, filed Mar. 29, 2002, and titled “ELLIP 
TICAL FILTER FOR DIGITAL FLOWMETER, all of 
which are incorporated by reference herein. 

TECHNICAL FIELD 

0002. The invention relates to flowmeters. 

BACKGROUND 

0003 Flowmeters provide information about materials 
being transferred through a conduit. For example, mass flow 
meters provide a direct measurement of the mass of material 
being transferred through a conduit. Similarly; density flow 
meters, or densitometers, provide a measurement of the den 
sity of material flowing through a conduit. Mass flowmeters 
also may provide a measurement of the density of the mate 
rial. 
0004 Coriolis-type mass flowmeters are based on the 
Coriolis effect, in which material flowing through a rotating 
conduit becomes a radially travelling mass that is affected by 
a Coriolis force and therefore experiences an acceleration. 
Many Coriolis-type mass flowmeters induce a Coriolis force 
by sinusoidally oscillating a conduit about a pivot axis 
orthogonal to the length of the conduit. In Such mass flow 
meters, the Coriolis reaction force experienced by the travel 
ing fluid mass is transferred to the conduit itself and is mani 
fested as a deflection or offset of the conduit in the direction 
of the Coriolis force vector in the plane of rotation. 
0005 Energy is supplied to the conduit by a driving 
mechanism that applies a periodic force to oscillate the con 
duit. One type of driving mechanism is an electromechanical 
driver that imparts a force proportional to an applied current. 
In an oscillating flowmeter, the applied current is periodic, 
and is generally sinusoidal. The period of the input current 
may be chosen so that the motion of the conduit matches a 
resonant mode of vibration of the conduit, which generally 
reduces the energy needed to Sustain oscillation. An oscillat 
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ing flowmeter may use a feedback loop in which a sensor 
signal that carries instantaneous frequency and phase infor 
mation related to oscillation of the conduit is amplified and 
fed back to the conduit using the electromechanical driver. 
Other types of driving mechanisms, such as an electrome 
chanical driver that imparts a force proportional to an applied 
Voltage, also may be used. 
0006. Many conventional flowmeters are essentially ana 
log devices in which a sensor signal frequency and phase 
information are amplified, for example by an analog op-amp, 
before being fed back into the electromechanical driver. In 
such flowmeters, there may be little or no phase delay 
between the signal(s) being sensed at the conduit and the 
driving signal being applied to the conduit at the other end of 
the feedback loop. Such analog flowmeters may be prone to 
the introduction of high harmonics of a desired oscillation 
frequency, particularly during start-up operations when an 
estimated drive signal is applied to the conduit to begin the 
feedback loop described above. Moreover, analog flowmeters 
may be prone to gain Saturation of the op amp, which may 
occur during “two-phase flow through the conduit (e.g., an 
air pocket or entrained air in a flow of liquid) and which can 
lead to a damping effect on the conduit, or a stalling of the 
entire oscillation process. Finally, analog flowmeters may be 
prone to typical shortcomings of analog circuitry, e.g., rela 
tively low precision and high noise measurements. 
0007. In contrast to analog flowmeters, digital flowmeters 
also exist. For example, U.S. Pat. No. 6,311,136 and U.S. Pat. 
No. 6,507,791, which are hereby incorporated by reference, 
disclose the use of a digital flowmeter and related technology. 
Such digital flowmeters may have various advantages over 
analog flowmeters for example, they may be more precise in 
their measurements, with less noise, and may be capable of 
enabling a wide range of positive and negative gains at the 
driver circuitry. Such digital flowmeters are thus advanta 
geous in a variety of settings. For example, U.S. Pat. No. 
6,505,519 discloses the use of a wide gain range, and/or the 
use of negative gain, to prevent stalling and to more accu 
rately exercise control of the flow tube, even during difficult 
conditions such as two-phase flow. 

SUMMARY 

0008 According to one general aspect, a digital flowmeter 
is operating in a random sequence mode, where the random 
sequence mode is characterized by a first drive signal that 
includes randomly-generated values and that causes a vibra 
tion of a flow tube. The digital flowmeter also is operated in a 
positive feedback mode, where the positive feedback mode is 
characterized by a sensor signal that corresponds to the vibra 
tion and that is used as a second drive signal for maintaining 
the vibration. The digital flowmeter also is operated in a 
digital synthesis mode, where the digital synthesis mode is 
characterized by a synthesis of a third drive signal for main 
taining the vibration. 
0009 Implementations may include one or more of the 
following features. For example, the digital flowmeter may be 
transitioned between two or more of the random sequence 
mode, the positive feedback mode, and the digital synthesis 
mode. 
0010. In operating the digital flowmeter in the random 
sequence mode, the randomly-generated values may be fil 
tered to remove frequency components above a pre-deter 
mined cut-off level, where the pre-determined cut-off level 
may be selected based on a range of potential resonance 
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frequencies associated with the flow tube. Alternatively in 
operating the digital flowmeter in the random sequence mode, 
the randomly-generated values may be filtered to remove 
frequency components above a first pre-determined cut-off 
level and below a second pre-determined cut-off level. 
0011. The digital flowmeter also may be operated in a 
Zero-output mode, the Zero-output mode characterized by 
having a Zero-value drive signal. In this case, operating the 
digital flowmeter in the random sequence mode may include 
detecting a pre-determined condition, and initiating operation 
of the Zero-output mode, based on the predetermined condi 
tion. 

0012. In operating the digital flowmeter in the Zero-output 
mode, the fact that a pre-determined amount of time has 
passed may be detected, and operation of the digital flowme 
ter may be transitioned into the positive feedback mode. 
Further, detecting the pre-determined condition may include 
detecting an end of a pre-determined time period. 
0013. In operating the digital flowmeter in the positive 
feedback mode, a first pre-determined condition may be 
detected, and operation of the digital synthesis mode may be 
initiated, based on the first pre-determined condition. In this 
case, in detecting the first pre-determined condition, a signal 
waveform may be detected within the sensor signal, it may be 
determined that the signal waveform has a pre-determined 
characteristic, such as sinewave characteristics, and operation 
of the digital flowmeter may be transitioned from the positive 
feedback mode into the digital synthesis mode. 
0014 Further, an instability associated with the operation 
of the digital flowmeter may be detected in the digital syn 
thesis mode, and operation of the digital flowmeter may be 
transitioned from the digital synthesis mode into the positive 
feedback mode, in response to detecting the instability. Alter 
natively, an instability associated with the operation of the 
digital flowmeter in the digital synthesis mode may be 
detected, and operation of the digital flowmeter may be tran 
sitioned from the digital synthesis mode into the random 
sequence mode, in response to detecting the instability. 
0015. In operating the digital flowmeter in the positive 
feedback mode, a second predetermined condition may be 
detected, and operation of the flowmeter may be transitioned 
from the positive feedback mode into the random sequence 
mode, based on the second pre-determined condition. In this 
case, detecting the second predetermined condition may 
include detecting an instability in an operation of the flow 
meter. 

0016. In operating the digital flowmeter in the positive 
feedback mode, an initial sensor signal may filtered to obtain 
the sensor signal. The sensor signal may be a digital signal, 
and operating the digital flowmeter in the positive feedback 
mode may include converting an analog sensor signal into the 
sensor signal. 
0017. In operating the digital flowmeter in the positive 
feedback mode, the sensor signal may be buffered to obtain a 
buffered sensor signal, and values may be selected from the 
buffered sensor signal to use as the second drive signal So as 
to compensate for a delay associated with the second drive 
signal, where the delay is associated with a digital element 
associated with the flowmeter. 

0018. In operating the digital flowmeter in the digital syn 
thesis mode, an initial sensor signal may be filtered to obtain 
the sensor signal. Also, the synthesis of the third drive signal 
may be based on an analysis of the sensor signal. 
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0019. According to another general aspect, a digital flow 
meter includes a vibratable flow tube, sensor connected to the 
flow tube and operable to sense information about a motion of 
the flow tube, a driver connected to the flow tube and operable 
to impart energy to the flow tube, a filter system, a random 
value generator operable to generate random-frequency sig 
nals, and a control and measurement system operable to apply 
the filter system to the random-frequency signals and Supply 
filtered, random-frequency signals to the driver for applica 
tion to the flow tube of a first drive signal during a first mode, 
and further operable to transition the digital flowmeter into a 
second mode characterized by a second drive signal. 
0020 Implementations may include one or more of the 
following features. For example, the control and measure 
ment system may be operable to transition the digital flow 
meter from the second mode to the first mode, in response to 
detecting a system disturbance associated with the digital 
flowmeter. 
0021. The second mode may be a Zero-output mode in 
which the second drive signal has a magnitude of Substan 
tially Zero, and the control and measurement system may 
transition the digital flowmeter from the first mode to the 
second mode after a we-determined amount of time. In this 
case, the control and measurement system may be further 
operable to transition the digital flowmeter from the second 
mode into a third mode, the third mode being a positive 
feedback mode characterized by a third drive signal that 
includes components of a sensor signal detected by the sensor 
and fed back to the driver. 

0022. Further, the control and measurement system may 
be further operable to transition the digital flowmeter from the 
third mode back into the first mode, in response to detecting 
a system disturbance associated with the digital flowmeter. 
Also, the control and measurement system may be further 
operable to transition the digital flowmeter from the third 
mode into a fourth mode, the fourth mode being characterized 
by a drive signal that is synthesized by the control and mea 
Surement system based on an analysis of the sensor signal. In 
this case, the filter system may be operable to filter an initial 
sensor signal to obtain the sensor signal, which may be a 
digital signal. 
0023 The control and measurement system may initiate 
transition from the third mode to the fourth mode in response 
to a pre-determined event, which may include detection of 
Sinewave components within the sensor signal. 
0024. The control and measurement system may be fur 
ther operable to transition the digital flowmeter from the 
fourth mode to the third mode, upon detecting a system dis 
turbance associated with the digital flowmeter. The control 
and measurement system may be further operable to transi 
tion the digital flowmeter from the fourth mode to the first 
mode, upon detecting a system disturbance associated with 
the digital flowmeter. 
0025. The second mode may be a positive feedback mode 
in which the second drive signal includes components of a 
sensor signal detected by the sensor and fed back to the driver. 
Also, the second mode may be a digital synthesis mode in 
which the second drive signal is synthesized based on an 
analysis of a sensor signal detected by the sensor. The filter 
system is operable to filter the random-frequency signals to 
include a pre-determined range of frequencies within the 
filtered, random-frequency signals. 
0026. According to another general aspect, a flowmeter 
may include a vibratable flow tube, a sensor connected to the 
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flow tube and operable to sense information about a motion of 
the flow tube by way of a sensor signal, a driver connected to 
the flow tube and operable to impart energy to the flow tube by 
way of a drive signal, and a digital transmitter operable to 
select and implement, from among a plurality of operational 
modes, an operational mode determined to be best-suited for 
a current operational environment of the digital flowmeter. 
0027. Implementations may include one or more of the 
following features. For example, the plurality of operational 
modes may include a random-sequence mode to generate the 
drive signal, in which the digital transmitter generates ran 
dom frequencies, filters the random frequencies to obtain 
filtered random frequencies and delivers the filtered random 
frequencies to the driver. In this case, the digital transmitter 
may filter the random frequencies to retain frequencies within 
a pre-determined frequency range. The random-sequence 
mode may be selected and implemented during a startup 
operation of the flowmeter. 
0028. The plurality of operational modes includes a Zero 
output mode, in which a magnitude of the drive signal is 
Substantially Zero. The plurality of operational modes may 
include a positive feedback mode, in which a sensor signal is 
processed and supplied to the driver. The plurality of opera 
tional modes may include a digital synthesis mode, in which 
the drive signal is digitally synthesized, based on an analysis 
of the sensor signal. 
0029. The details of one or more implementations are set 
forth in the accompanying drawings and the description 
below. Other features will be apparent from the description 
and drawings, and from the claims. 

DESCRIPTION OF DRAWINGS 

0030 FIG. 1A is an illustration of a digital flowmeter 
using a bent flow tube. 
0031 FIG. 1B is an illustration of a digital flowmeter 
using a straight flow tube. 
0032 FIG. 2 is a block diagram of an operation of a digital 
flowmeter. 
0033 FIG.3 is a block diagram of the digital transmitter of 
FIG 2. 
0034 FIG. 4 is a block diagram of a digital flowmeter. 
0035 FIG.5 is a flowchart illustrating a positive feedback 
mode of operation of the system of FIG. 4. 
0036 FIG. 6 is a timing diagram illustrating a buffering 
process implemented during the positive feedback operation 
of FIG.S. 
0037 FIG. 7 is a flowchart illustrating a digital synthesis 
mode of operation of the system of FIG. 4. 
0038 FIG. 8 is a first timing diagram illustrating a timing 
of a synthesis of a sine wave to be used as part of a drive 
signal. 
0039 FIG. 9 is a second timing diagram illustrating a 
timing of a synthesis of a sine wave to be used as part of a drive 
signal. 
0040 FIGS. 10A and 10B are flowcharts illustrating 
operations of a digital flowmeter. 
0041 FIG. 11 is a flowchart illustrating further operations 
of a digital flowmeter. 
0042 FIG. 12 is an illustration of a Zero-crossing of a 
signal output by a filter used in an operation of a digital 
flowmeter. 
0043 FIG. 13 is an illustration of a sine wave illustrating 
synthesis parameters for synthesizing a drive signal. 
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0044 FIGS. 14A, 14B, and 14C are graphs showing filter 
characteristics of a filter used in an operation of a digital 
flowmeter. 
0045 FIG. 15 is a block diagram of a closed-loop system 
for compensating digital delay in a flowmeter. 
0046 FIG. 16 is a flow diagram illustrating start-up and 
operational techniques for a digital flowmeter. 
0047 FIG. 17 is a flowchart illustrating the random 
sequence mode and the Zero-output mode of FIG. 16 in more 
detail. 
0048 FIG. 18 is a flowchart illustrating the positive feed 
back mode 1608 of FIG. 16 in more detail. 
0049 FIGS. 19A-19F describe a start sequence for one 
implementation of a digital flowmeter as applied to a bent 
flow tube. 
0050 FIGS. 20A-20F illustrate the start sequence of 
FIGS. 19 A-19F in more detail. 

DETAILED DESCRIPTION 

0051 FIG. 1A is an illustration of a digital flowmeter 
using a bent flow tube 102. Specifically, the bent flow tube 102 
may be used to measure one or more physical characteristics 
of for example, a (traveling) fluid, as referred to above. A 
detailed description of a structure and operation(s) of the bent 
flow tube 102 is provided in, for example, commonly-as 
signed U.S. Pat. No. 6,311,136. Flowtubes which are similar 
in concept to the bent flow tube 102 are also discussed in, for 
example, U.S. Pat. No. 6,327.914 B1, which is incorporated 
by reference in its entirety. 
0052. In FIG. 1A, a digital transmitter 104 exchanges sen 
sor and drive signals with the bent flow tube 102, so as to both 
sense an oscillation of the bent flow tube 102, and to drive the 
oscillation of the bent flow tube 102 accordingly. By quickly 
and accurately determining the sensor and drive signals, the 
digital transmitter 104, as referred to above, provides for fast 
and accurate operation of the bent flow tube 102. 
0053 More specifically, the digital transmitter 104 serves 
to select signal characteristics such as a frequency, phase, and 
amplitude of the drive signals, in order to obtain a desired 
oscillation of the bent flow tube 102, e.g., an oscillation which 
aligns these signal characteristics of the sensor and drive 
signals with one another, at a natural resonant frequency of 
the bent flow tube 102. For example, the digital transmitter 
104 may generate the drive signals by applying the sensor 
signals (perhaps with Suitable adjustments) as the drive sig 
nals, as part of a feedback loop. As another example, the 
digital transmitter 104 may generate the drive signals by 
synthesizing a new signal having the desired characteristics. 
0054 FIG. 1B is an illustration of a digital flowmeter 
using a straight flow tube 106. More specifically, in FIG. 1B, 
the straight flow tube 106 interacts with the digital transmitter 
104 to produce, for example, density and/or mass flow mea 
surements. Such a straight flow tube operates similarly to the 
bent flow tube 102 on a conceptual level, and has various 
advantages/disadvantages relative to the bent flow tube 102. 
For example, the straight flow tube 106 may be easier to 
(completely) fill and empty than the bent flow tube 102, sim 
ply due to the geometry of its construction. In operation, the 
bent flow tube 102 may operate at a frequency of for example, 
50-110 Hz, while the straight flow tube 106 may operate at a 
frequency of, for example, 300-1,000 Hz. 
0055 Various relevant details of the structure and opera 
tion(s) of the bent flow tube 102 and/or the straight flow tube 
104 are discussed below. However, such description is not 
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intended to be an exhaustive description of such flow tubes, of 
which many conventional examples exist. Rather, the flow 
tube description(s) provided herein are intended to provide 
context for the below description of a structure and operation 
of the digital transmitter 104. 
0056 More specifically, the digital transmitter 104, as 
described in more detail below, is capable of initiating and 
maintaining a flow tube oscillation, Such that the drive signals 
output by the digital transmitter 104 are compensated for 
phase delays caused by analog and/or digital elements within 
or associated with the digital transmitter 104. In this way, the 
drive signals have a desired phase relationship with the oscil 
lation of the particular flow tube being used (i.e., with the 
sensor signals detected at the flow tube). As shown in the 
examples below, such phase compensation may be imple 
mented in a variety of ways, for a number of uses in different 
settings. Specifically, for example, digital drive techniques 
described herein may be applied to a variety of flow tubes and 
flow tube geometries. 
0057 Referring to FIG. 2, a digital mass flowmeter 200 
includes the digital transmitter 104, one or more motion sen 
sors 210, one or more drivers 215, a flow tube 220 (which also 
may be referred to as a conduit, and which may represent 
either the bent flow tube 102, the straight flow tube 106, or 
some other type of flow tube), and a temperature sensor 220. 
The digital transmitter 104 may be implemented using one or 
more of for example, a processor (including a Digital Signal 
Processor (DSP)), a field-programmable gate array (FPGA), 
an ASIC, other programmable logic or gate arrays, or pro 
grammable logic with a processor core. Examples of imple 
mentations of the digital transmitter 104 are discussed in 
more detail below. 
0058. The digital transmitter 104 generates a measure 
ment amass flow through the flow tube 215, based at least on 
signals received from the motion sensors 205. The digital 
transmitter 104 also controls the drivers 210 to induce and 
sustain motion in the flow tube 215. This motion is sensed by 
the motion sensors 205. 

0059. Mass flow through the flow tube 215 is related to the 
motion induced in the flow tube in response to a driving force 
supplied by the drivers 210. In particular, mass flow is related 
to the phase and frequency of the motion, as well as to the 
temperature of the flow tube has this temperature reflects the 
temperature of the flowing material, which also may be 
directly measured). The digital mass flowmeter 200 also may 
provide a measurement of the density of material flowing 
through the flow tube. The density is related to the frequency 
of the motion and the temperature of the flow tube. Many of 
the described techniques are applicable to a densitometer that 
provides a measure of density rather than a measure of mass 
flow. 

0060. The temperature in the flow tube 215, which is mea 
Sured using the temperature sensor 220, affects certain prop 
erties of the flow tube, such as its stiffness and dimensions. 
The digital transmitter 104 compensates for these tempera 
ture effects. The temperature of the digital transmitter 104 
affects, for example, an operating frequency of the digital 
transmitter 104, a sampling rate of an analog-to-digital con 
Verter, and/or a crystal frequency associated with a reference 
clock used by the transmitter 104. In general, the effects of 
transmitter temperature are Sufficiently small to be consid 
ered negligible. However, in some instances, the digital trans 
mitter may measure the transmitter temperature using a solid 
state device, and may compensate for effects of the transmit 
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ter temperature. Although not shown in FIG. 2, similar com 
ments and considerations may be applied with respect to a 
pressure sensor that is operable to sense a pressure of a fluid 
flowing through the flow tube 215. 
0061. As referred to above, control of the drive signal sent 
to driver 210 for inducing vibration of the flow-tube 215 is a 
factor in starting and operating a digital flowmeter. More 
specifically, it is desirable to maintain precise control over the 
frequency, phase and amplitude of the drive signal. 
0062. With respect to frequency, it should first be under 
stood that flow tube vibration is generally determined by 
physical characteristics of the flow tube 215 itself. In particu 
lar, the flow tube 215 will generally have a high Q factor, 
thereby ensuring that only a very narrow band of frequencies 
around the natural frequency of the flow tube generate a low 
damped response in the desired mode of vibration and 
thereby permit the type of system operation desired. There 
fore, it is desirable to match the natural frequency of the 
flow tube as closely as possible in the drive waveform. 
0063 Failure to perform this frequency matching will thus 
generally result in energy being wastefully imparted to the 
system at other frequencies. Moreover, frequencies which are 
close (but not equal to) the resonant frequency of the flow tube 
215 may result in an operation of the flow tube 215 at those 
frequencies. In such situations, errors may result in calcula 
tions of for example, a massflow and/or density of the fluid 
traversing the flow tube 215. 
0064 One way that improper frequencies are generated 
during flow peter start-up is by generating harmonics of the 
natural frequency within the drive signal. Generally speaking, 
flow tubes have several modes of vibration. Usually only two 
vibration modes are of interest: the “driven mode” which is 
the main mode of oscillation, and the “coriolis' mode at 
which the coriolis forces are manifest, leading to phase offset 
between the sensors observed in the driven mode. In “one 
drive flow tubes, the driven mode is usually the lowest mode 
of vibration of the flow tube, and the coriolis mode is the next 
highest mode of vibration. In a “two-driver design for the 
bent flow tube 102, the driven mode may be, for example, the 
second mode of vibration (e.g., 70-90 HZ), and the coriolis 
mode may be at the fundamental, lower frequency (e.g., 
50-60 Hz). In any case, any other harmonic frequencies gen 
erated beyond those desired for a particular mode of vibration 
may result in inefficient and/or inaccurate operation of the 
system. 
0065. Another way that improper frequencies may be gen 
erated is through the presence of a phase offset between the 
sensor signal and the drive signal. That is, as this phase offset 
increases, the vibration changes from being at the desired 
natural frequency to a forced oscillation. As this phase offset 
is typically a function of frequency (e.g., a constant time 
delay of 5 ms may correspond to a phase offset of 180 degrees 
at 100 Hz, but may correspond to 360 degrees (i.e., 0 degrees) 
at 200 Hz), a phase offset close to 180 degrees for a particular 
frequency will typically result in Stalling of the oscillation at 
that frequency. Conversely, a phase offset close to a multiple 
of 360 degrees for a given frequency will often result in 
oscillation of the flow tube 215 at that frequency (even if it is 
not the desired natural frequency). 
0066. Also with respect to phase, it should be understood 
that, as is known, the drive waveform should be at 90 degrees 
out of phase with the motion of the flow tube in order to affect 
vibration at the natural resonant frequency. However, if a 
flow tube design uses Velocity sensors, which automatically 
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provide a signal at 90 degrees to the motion of the flow tube, 
then the optimal drive waveform is one which is in phase with 
the sensor Voltage signals. Thus, it should be understood that 
the phrases such as “in phase.” “having the proper phase.” 
“having the proper phase offset and similar phrases refer to 
the condition in which the drive signal has a relationship with 
the sensor signal such that it affects proper vibration of the 
flow tube. 
0067. Once vibration at the proper frequency has been 
initiated and maintained, the amplitude of the drive signal 
must be set so that a proper amount of energy (and thus, 
amplitude of vibration at the chosen frequency) is actually 
imparted to the flow tube. Ideally, the amplitude should be 
frequently updated so as to ensure a constant amplitude of the 
oscillation of the flow tube. 
0068. As referred to above, implementations may use dif 
ferent techniques for obtaining drive signals which have the 
desired frequency, phase, and amplitude characteristics. One 
such technique is referred to herein as “positive feedback in 
which a sensor signal (having the desired frequency and 
phase characteristics) is multiplied by a drive gain factor 
(either by analog or digital control loop techniques) and fed 
back to the flow tube via the drive signal. A non-linear ampli 
tude control algorithm may be used to provide stable oscilla 
tion and selection of a Sustainable set-point for an amplitude 
of oscillation, even during situations such as a highly-damped 
operation of the flow tube 215 (e.g. two-phase flow), or begin 
ning/ending operation of the flow tube 215 in an empty state. 
0069. While this approach, by itself, may be adequate in 
Some conventional flowmeter applications, it may not be 
effective when dealing with difficult situations such as hatch 
ing to/from empty and two-phase flow. In these cases, flow 
tube stalling, where oscillation ceases and measurements 
cannot be calculated, may occur. 
0070 A second technique for generating desired drive 
signals is digital synthesis of the drive signals. That is, rather 
than simply feeding back the sensor signals as the drive sig 
nals, the digital transmitter 104 may actually synthesize pure 
sine waves having the desired drive signal characteristics. As 
in the case of positive feedback above, a non-linear amplitude 
control algorithm may be used to provide stable oscillation 
and amplitude set-point selection. 
0071 Moreover, the use of digital synthesis of drive sig 
nals results in a high precision in producing the drive signals, 
and prevents the feeding back of unwanted frequency com 
ponents that may be present in the sensor signals. However, 
the use of the digital transmitter 104, as well as other factors, 
may introduce delays into the highly-precise, synthesized 
signals (as well as into the fed-back sensor signals used in the 
positive feedback mode), relative to the originally-detected 
sensor signals. These delays, if not accounted for, may result 
in the use of drive signals having undesirable signal charac 
teristics. Examples of Sources of these delays, as well as 
techniques for dealing with the delays in various settings, are 
discussed in more detail below. 
0072 FIG. 3 is a block diagram of the digital transmitter 
104. In FIG. 3, a codec (coder-decoder) block 305 includes 
analog-to-digital converters (ADCs) and digital-to-analog 
converters (DACs) (as shown in more detail in FIG. 4). The 
codec 305, in performing its conversion/deconversion opera 
tion(s), introduces delays into signals traveling therethrough, 
which may be hereafter referred to as the group delay of the 
codec 305. For a given codec group delay (in samples), a 
higher phase offset (in degrees/radians) results from a higher 
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frequency of vibration of the flow tube 215 (since there will be 
fewer samples per cycle in this case). The CODEC 305 may 
be, for example, a dual ADC/DAC device which provides two 
24bit ADC and two 24bit DAC channels, at a sampling rate 
Fs of 40 kHz. 
(0073. A Field Programmable Gate Array (FPGA)310 pro 
vides gates of programmable logic, which allow the FPGA 
310 to perform critical real-time tasks. These tasks include, 
for example, the synthesis of the drive signal waveforms and 
peripheral control, as well as various buffering and filtering 
techniques performed on the sensor signals. A processor 315 
is used to execute high-precision and computationally-inten 
sive algorithms for measurement and control of variables 
involved with the flowmeter 200. For example, the processor 
315 directs the FPGA 310 in its tasks. The processor may run 
under an operating system such as, for example, the VxWorks 
Real-Time Operating System. A block 320 represents a 
“sigma-delta' type, analog-to-digital converter that commu 
nicates with a resistance temperature device (RTD) to obtain 
flow tube temperature data. 
0074. It should be understood that, as mentioned above, all 
of the tasks performed by the FPGA 310 and/or the processor 
315 could be performed by just the processor 315, and/or by 
other suitable hardware, such as, for example, an ASIC. The 
architecture of the digital transmitter 104 of FIG. 3, however, 
splits tasks between the FPGA 310 and the processor 315 in 
the manner just described, taking advantage of the fact that 
the tasks performed by the FPGA 310 may be more effec 
tively and efficiently executed in true parallel with the pro 
cessor 315, on dedicated hardware, rather than by time slicing 
on the (single) processor 315. 
0075. In one operation, then, sensor signals from the sen 
sors 205 are received by two ADC channels in the CODEC 
305, which operates under the control of the FPGA310. After 
processing, buffering, and/or filtering the sensor signals, as 
described in more detail below, the FPGA 310 presents the 
data to the processor 315 for detailed analysis. 
0076. In one implementation, the sensor signals are input 
through the input channels of the CODEC 305, buffered 
within the FPGA 310, and fed back through the output chan 
nels of the CODEC 305 to the flow tube 215 as drive signals 
within a positive feedback loop. In another implementation, 
the processor 315 also determines drive signal parameter 
values for maintaining flow tube oscillation, which are then 
passed to the FPGA310, which synthesizes the required drive 
output signals and passes them to the output channels of the 
CODEC 305. Thus, in these and other implementations dis 
cussed below, drive signals are passed to drivers 210 that 
generate a stable oscillation of the flow tube 215 at a desired 
frequency. 
0077. In addition to its processing related to this genera 
tion of desirable drive signals, the processor 315 also deter 
mines measurements of various process variables from the 
sensor signals. Such as mass flow and/or density, the determi 
nation of which may represent a primary purpose of operation 
of the digital flowmeter 200. For purposes of determining 
these measurements, the sensor signals may be presented to 
the processor 315 largely apart from (e.g., in parallel with) the 
various techniques discussed herein for generating desirable 
drive signals. 
0078 For example, although various buffering techniques 
are discussed below for the purposes of generating the drive 
signals, separate (faster) buffering of the sensor signals may 
be performed for sending the sensor signals to the processor 
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315 for measurement purposes. In this way, measurements 
may be obtained quickly, without having to wait for process 
ing of the sensor signals that is related to drive signal produc 
tion. For example, the digital flowmeter 200 may be able to 
rapidly respond to (e.g., output measurements related to) 
impulse signals included within the sensor signals. 
0079. As referred to above, various sources of delay are 
associated with the digital transmitter 104. One possible 
source of delay is the group delay associated with the CODEC 
305. Another possible source of delay is filtering which may 
take place within the FPGA 310, e.g., filtering which is 
designed to remove unwanted harmonics from the sensor 
signals detected by the sensor 205 (particularly during start 
up of the flowmeter), and/or filtering designed to improve 
measurement quality (e.g., reduce noise during two-phase 
flow or add precision for a pure gas measurement). Other 
possible sources of delay include the use of barrier circuitry at 
the drive output, which may be included as a safety precau 
tion, or signal shifts due to temperature effects and/or com 
ponent aging. Such analog and/or digital delays as those just 
mentioned, as well as other delays not explicitly discussed, 
may result in a non-trivial phase offset at the desired (natural) 
frequency of vibration of the flow tube 215. 
0080 Techniques for compensating for these delays may 
depend on, for example, the type of delay actually present, 
and/or a current mode of operation of the digital transmitter 
104. For example, when the digital transmitter 104 is operat 
ing in a positive feedback mode, the group delay of the 
CODEC 305 may be calculated based on, for example, the 
type of CODEC 305 being used, a number of measurement 
samples being taken at a given sample rate, and/or a resonant 
frequency of the particular flow tube being used. A buffer may 
then be included which delays the sensor signal from being 
input to the driver 210, until a phase match between the sensor 
signal and the drive signal will occur. For example, the output 
waveform from the sensor 205 may be buffered within the 
FPGA 310, and a value may be selected from the buffered 
output waveform that corresponds to the current phase point 
of the sensor signal, but from the previous cycle of that signal. 
0081. As another example, when the digital transmitter 
104 is operating in either a positive feedback mode or a 
synthesis mode, the filtering of the sensor signal may provide 
delay that is in addition to the group delay of the CODEC 305. 
Depending on the type of filter used, this filter delay may be 
more difficult to predict than the group delay of the CODEC 
305. For example, in an elliptical filter such as the one 
described below, a delay caused by the filter may be a non 
linear function of frequency. Moreover, at a given point in 
time (for example, at or near a start-up of oscillation of the 
flow tube 215) a natural frequency of the flow tube 215 may 
not be accurately known, making a determination of filter 
delay even more problematic. 
0082 In one implementation, then, the filter delay is deter 
mined by actually measuring an appropriate frequency, deter 
mining the associated filter delay using the pre-determined 
non-linear function associated with the filter being used, and 
then waiting a pre-determined amount of time after a trigger 
signal to begin drive signal synthesis. For example, the pre 
determined amount of time may be determined from consid 
ering both the group delay and the filter delay. The trigger 
signal may be a positive Zero-crossing of a weighted Sum of 
the filtered sensor signal(s) (i.e. a calculated mid-point 
between two separate signals), or of just one of the filtered 
sensor signals. 
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I0083 FIG. 4 is a block diagram of a digital flowmeter 400. 
In FIG.4, flow tube 215 receives fluid flow through inlet 405 
and outputs the fluid through outlet 410. Sensors and drivers 
205 and 210, respectively, operate generally as described with 
respect to FIG. 2. A/D converters (ADCs) 415 receive the 
sensor signals and convert the analog signals into digital 
signals at a sampling rate of, for example, 40-80 Hz or higher, 
for input into the digital transmitter 104. ADCs 415 may be 
considered to be a part of the CODEC 305 of FIG. 3. 
I0084. A digital controller 420 receives the sampled sensor 
signal for processing. The digital controller 420 may include 
the FPGA 310 and the processor 315 of FIG. 3, or may 
include some other combination of hardware and/or software 
for processing the sampled sensor signal and outputting an 
appropriate drive signal. 
I0085. As referred to above, the digital controller 420 
selects a gain factor for the drivers 210, based on voltages 
detected by the sensors 205, in order to maintain a desired 
amplitude of flow tube oscillation. In one implementation, 
Such gain factor selection operates at a slow rate relative to the 
resonant frequency of the flow tube being used (e.g., the driver 
gain factor may be updated only once per cycle or half-cycle, 
for example, 80-160 Hz). This is because, for oscillation 
stability, accurate measurement of amplitude is more impor 
tant than very rapid updating of the driver gain, and amplitude 
calculation based on complete cycles of data may thus pro 
vide accurate estimates. 
I0086. In the digital flowmeter 400, a buffer 425 may be 
used during a positive feedback operation. An example of this 
positive feedback operation is described in more detail below, 
for example, with respect to FIG. 5. In the positive feedback 
operation, the buffer 425 stores samples of the signal received 
from ADC 415, and outputs a signal to D/A converters 
(DACs) 430, such that the signal output by DAC 230 and 
delivered as the drive signal to the driver 210 is substantially 
in phase with the signal originally received by ADC 215. In 
this way, a positive feedback loop is maintained which per 
mits generation of a drive signal waveform having the so 
desired phase relationship with the sensor signal waveform. 
I0087. Opamps 435, resistors 440 and ADCs 445 operate 
to measure the current to the drivers 210, and return this 
information in digital form to the digital controller 420. In this 
way, a feedback loop is maintained which allows an addi 
tional, or alternative, technique for compensating for the 
sources of delay referred to above. Somewhat similarly, fur 
ther A/D converters 447 may be used to measure a voltage at 
an output of the D/A converters 430, which may similarly be 
fed back to the digital controller 420. Such “closed-loop' 
techniques are discussed in more detail with respect to FIG. 
15. 

I0088. In the example of FIG.4, the ADCs 415 may intro 
duce a delay of 31 samples, while DACs 230 may introduce a 
delay of 30 samples, for a total group (CODEC) delay of 61 
samples. Assuming a sampling rate of 40 kHz and an input 
waveform of 95 Hz, a phase offset of approximately 50 
degrees may be introduced. This degree of phase offset may 
be sufficient to cause the flowmeter to oscillate off-resonance. 
With other samplingfoscillation frequencies, phase offsets 
approaching 180 degrees can be created, in which case the 
flow tube will likely not oscillate in the desired mode, but will 
likely find some higher mode of vibration where the phase 
offset is close to a multiple of 360 degrees. 
I0089. The buffer 425 is large enough to contain at least one 
full cycle of data, e.g., 2048 entries. Buffer 425 can be circu 
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lar, so that the oldest entry is overwritten by the newest entry. 
If a sample rate of 80 kHz is assumed when the flow tube 
frequency is 80 Hz, then a full cycle can be held within 1000 
samples. Still assuming, for the sake of example, a group 
delay of 61 samples, then digital transmitter 104 should select 
the value from buffer 425 stored 939 samples ago, in order to 
reduce or eliminate any phase offset between the sensor and 
drive signals. In other words, buffer 425 should select the 
value corresponding to the actual current phase point, but 
from the previous cycle. This “phase-matched output is then 
multiplied by the desired drive gain to give the drive output. In 
one implementation, the above-described use of buffer 425 
was sufficient to reduce phase offset to within one CODEC 
sample: i.e., at 95 and 80 kHz, +0.4 degrees. A more detailed 
discussion related to determining a CODEC delay relative to 
a given sampling rate and flow tube frequency is provided 
below, with respect to FIGS. 5, 6 and 16-18. 
0090 FIG.5 is a flowchart 500 illustrating a positive feed 
back mode of operation of the system 400 of FIG. 4. In FIG. 
5, a processor bus 502 relays information between the digital 
controller 420 and other components of the digital transmitter 
104. In flowchart 500, outputs of ADCs 415 are input by the 
digital controller 420 as left sensor data (505) and right sensor 
data (510). The right sensor data is multiplied (515) by a 
sensor balance term (520), which represents a ratio between 
the amplitudes of the left/right sensor signals. Typically, this 
ratio is expected to be close to 1.0. Multiplying the right 
sensor data by the sensor balance term ensures that it has the 
same amplitude as the left sensor data prior to a weighted 
summation of the two signals (525), which in turn prevents 
the Summation from introducing unwanted harmonics. 
0091. The weighted sum may be convenient in that it pro 
vides a representation of a single sensor signal, i.e., a “virtual 
signal representing, for example, a mid-point between the left 
and right (actual) sensor signals. Such a virtual signal, for 
example, allows calculations to proceed without consider 
ation of a phase difference that may exist between sensor 
signals from the right and left sensors. However, as discussed 
in more detail below, it is not necessary to calculate the virtual 
weighted Sum, as either of the actual sensor signals could be 
individually used as the basis for further calculations. 
0092. Whichever sensor signal type is used is then buff 
ered in a circular buffer (530), such as the buffer 425. It should 
be understood that buffer 425 may be implemented as a syn 
thetic buffer within the FPGA 310, or could be a separate 
circuit element, or could take any other conventional form, 
Such as a memory known to implement a buffering process. 
0093. The amount of buffering depends on a maximum 
number of samples taken over a full cycle of the sensor 
signal(s) at the selected (operating) frequency. For example, 
for a sampling rate of 10 kHz and an operating frequency of 
100 Hz, each oscillation cycle of the flow tube corresponds to 
100 samples to be stored in the buffer 425. Alternatively, for 
a sampling rate of 10 kHz and an operating frequency of 50 
HZ, each cycle corresponds to 200 samples to be stored in the 
buffer 425. 

0094. A phase-matching delay term 535 is used to select 
an output of the buffer 425 that corresponds to a current phase 
point, but from the previous (Stored) cycle. In this way, a 
phase-matched drive signal is generated and output (540); in 
other words, a drive signal having a phase that is matched with 
the sensor signals) is output and delivered to the driver 210 for 
oscillating the flow tube 215. 
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0.095 As shown in more detail in FIG. 6, this process of 
phase-matching involves correlating a given CODEC delay to 
a number of samples stored in the buffer 425. For example, as 
discussed so above with respect to FIGS. 3 and 4, a CODEC 
delay may be 61 samples. If the buffer stores 100 samples per 
cycle (e.g., as in the above example of a 10kHZsampling rate 
and 100 Hz flow tube osculation), then, at a given moment, the 
sample stored 39 samples ago is the one which, if output, will 
correspond to a current value of the sensor signal(s). In the 
example of 200 samples per cycle (e.g., assuming a 10 kHz 
sampling rate and 50 HZ resonant frequency), then the appro 
priate buffered value to select would be the one stored 139 
samples ago. 
0096. Once determined, the phase-matched drive signal 
may then be multiplied (545) by a drive gain term (550), so 
that a desired drive signal output is produced (555). Subse 
quently, the drive signal output can be separated into a left 
drive output (560) and a right drive output (565) (alterna 
tively, in the case of a one-drive system, only one drive output 
may be produced and/or used as a drive signal). Depending on 
whether the processor selects coriolis or driven mode (570), 
the right drive output is equal to or the negation of respec 
tively, the left drive output. Finally, a drive balance term (575) 
is applied to the right drive output (580), in order to allow fine 
tuning of the drive balance and compensate for any analog 
circuitry variations that may exist, thereby producing a bal 
anced right drive output (585). 
0097 FIG. 6 is a timing diagram illustrating a buffering 
process implemented during the positive feedback operation 
of FIG. 5. In FIG. 6, a first signal 602 represents a sensor 
signal detected by the sensor(s) 205. The signal 602 might 
representa (virtual) weighted Sum of multiple sensor outputs, 
as shown in FIG. 5, or might represent some other combina 
tion of sensor signals, or a single sensor signal. 
0098. A signal 604 represents the signal 602, after it has 
traversed ADC(s) 4.15 and been buffered in the buffer 425. In 
FIG. 6, the signal 602 has experienced a delay 606, corre 
sponding to a CODEC delay imparted on the signal 604 by the 
ADC(s) 415. As described above, the signal(s) 602/604, in a 
positive feedback mode of operation, are to be amplified by an 
appropriate drive gain factor or factors, and fed back to the 
driver 210 as a drive signal. However, as mentioned above and 
illustrated in FIG. 6, using the signal 604 as the drive signal 
would result in an undesirable phase offset between the sen 
sor signal 602 and the ostensible drive signal 604. Indeed, this 
phase offset would be further exacerbated by a delay imparted 
by the DAC 430. Such a phase offset would result in sub 
optimal flowmeter performance, such as a reduced amplitude, 
oscillation at undesirable frequencies, or complete stalling of 
the flow tube 215. 

0099. Therefore, rather than simply feeding the signal 604 
back into the driver 430, at least one full cycle of the signal 
604 is buffered within the buffer 425. At a point in time 
indicated by a line 608, a full cycle of the signal 604 has been 
buffered within the buffer 425. In this way, a sample 610 from 
the stored cycle may be selected, and a signal 612 is output by 
the buffer 425 that starts with the sample 610 (as should be 
clear, the signal 612, shown separately for the sake of illus 
tration, may also be thought of as a time-shifted version of the 
signal 604). 
0100. It should be noted that the signal 612 is not in phase 
with the original sensor signal 602. This is because, as 
described above, the sample 610 is selected in consideration 
of the total CODEC group delay (e.g., 61 samples in the 
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examples of FIGS. 4 and 5), not just the delay associated with 
the ADC 415. In other words, upon being fed into the DAC 
430, the signal 612 experiences a corresponding delay 614 
that has already been accounted for during selection of the 
sample 610. 
0101 Thus, after being multiplied by a gain factor, before 
being output by the DAC 430, a drive signal 616 is generated. 
As shown, the drive signal 616 is substantially in phase with 
the original sensor signal, despite the delays associated with, 
for example, CODEC 305. 
0102. As just described, the selection of an appropriate 
buffered value as the value 610 is based on, for example, the 
sampling rate of the CODEC 305, a group delay associated 
with the CODEC 305, and the operating frequency of the 
flow tube being driven. However, particularly during a start 
up of the flow tube and/or during a system disturbance or 
perturbation, it is not always the case that the operating fre 
quency is known with certainty. Examples of techniques for 
dealing with this uncertainty during start-up and operation of 
flow tube measurements are discussed in more detail with 
respect to FIGS. 16-18. 
0103) One factor that may impact the operating frequency 
of the flow tube, and thus the selection of an appropriate buffer 
offset, is the use of a filter 450, which is illustrated in FIG. 4 
as a filter implemented in the digital controller 420. Such a 
filter may be used, for example, to remove unwanted fre 
quency components that may be present in the vibration of the 
flow tube and detected by the sensors 205. In this way, the 
drive signal applied to the flow tube will be made more effi 
cient, e.g., will be more likely to excite the resonant mode of 
the flow tube. 
0104. The filter 450, during its operation, also may impart 
non-negligible delay to the signal(s) being filtered. This delay 
should be accounted for, in order to ensure phase matching 
between the sensor signals and the drive signals. 
0105. In short, FIGS. 5 and 6 illustrate techniques for 
phase-matching a sensor signal with a drive signal during a 
positive-feedback operation. In practice, in order to imple 
ment the techniques of FIGS. 5 and 6, it may be necessary to 
first determine an actual, current value of an operating fre 
quency of the flow tube (to thereby determine the buffer off 
set). Also in practice, the filter 450 may be used, in which case 
additional or alternative techniques may be used to account 
for an effect of the filter 450 on the operating frequency and/or 
a timing of the sensor/drive signals. These additional or alter 
native techniques are not illustrated in FIG. 6, for clarity's 
sake, but examples of the techniques are discussed in detail 
below, and these examples (with modifications, as needed) 
are equally applicable in the context of FIGS. 5 and 6. 
0106 More specifically, uses and effects of the filter 450 
are discussed in more detail below, in the context of, for 
example, a digital synthesis operation. One example of Such 
a digital synthesis operation is described with respect to 
FIGS. 7-9. 
0107 FIG. 7 is a flowchart 700 illustrating a digital syn 
thesis made of operation of the system 400 of FIG. 4. In FIG. 
7, a processor bus 702 relays information between the digital 
controller 420 and other components of the digital transmitter 
104. In flowchart 700, outputs of ADCs 415 are input by the 
digital controller 420 as left sensor data (704) and right sensor 
data (706). The right sensor data is multiplied (708) by a 
sensor balance term (710), as in the flowchart 500. 
0108 Subsequently, the left sensor data is filtered by the 

filter 450 (712), and the right sensor data is also filtered by the 
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filter 450 (714), and the two filtered signals are summed (716) 
to provide a weighted sum (718). Alternatively, although not 
shown, the left and right (weighted) sensor data could be 
summed, and the weighted sum could then be filtered. 
0109 The filtered sensor data signals and the weighted 
sum are then passed to the circular buffer 425 (720). The 
buffer 425 passes the sensor data for signal analysis (722). 
0110. It should be understood that the buffer 425 is not 
necessarily used in the digital synthesis process of FIG. 7 in 
the same manner described above with respect to the positive 
feedback process of FIG. 5, i.e., to correct for phase delay by 
providing a selected value from a previous cycle that corre 
sponds to a value from a current cycle. Rather, the buffer 425 
may serve, for example, to hold signal data until it is required 
by another system component (Such as a signal processor), or 
to save signal data in case the system 400 must shift out of the 
digital synthesis mode and back to the positive feedback 
mode (due to, for example, a loss or distortion of a current 
signal). 
0111. When the digital controller 420 is implemented in 
the manner shown in FIG.3, i.e., using the FPGA310 and the 
processor 315, the above-described features of the flowchart 
700 may be performed at the FPGA 310. Subsequently, the 
processor 315 may perform the sensor signal analysis (722), 
to thereby determine synthesis parameters for the drive sig 
nals (724). For example, the processor 315 may analyze the 
sensor signals to measure a true frequency of the signals, from 
which it may calculate initial values, phase offset, or other 
parameters needed to synthesize a desired drive signal. These 
calculations are discussed in more detail below. 

0112. Once the desired drive signal is synthesized (726), a 
drive gain term (728) is multiplied (730) by the drive signal, 
to thereby generate the actual drive output (732). As in flow 
chart 500, the drive output can be separated into a left drive 
output (734) and a right drive output (736). Depending on 
whether the processor selects coriolis or driven mode (738), 
the right drive output is equal to or the negation of respec 
tively, the left drive output. Finally, a drive balance term (740) 
is applied to the right drive output (742), in order to allow fine 
tuning of the drive balance and compensate for any analog 
circuitry variations that may exist, thereby producing a bal 
anced right drive output (744). 
0113 FIG. 8 is a first timing diagram illustrating a timing 
of a synthesis of a sine wave to be used as part of a drive 
signal. Similarly, FIG. 9 is a second timing diagram illustrat 
ing a timing of a synthesis of a sine wave to be used as part of 
a drive signal. It should be noted that FIGS. 8 and 9 are 
primarily intended to demonstrate an example timing of a sine 
wave synthesis process that might be used in the synthesis 
mode of FIG. 7, and therefore the below discussion of FIGS. 
8 and 9 includes only an overview of actual computational 
techniques that may be used to perform the synthesis. A more 
detailed explanation of possible computational techniques 
that may be used during sine wave synthesis, including pos 
sible roles played by the FPGA310 and the processor 315 in 
implementing Such techniques, is provided below with 
respect to FIGS. 10-14. 
0114. In FIG. 8, a first signal 802 represents a sensor signal 
detected at an input of ADC 415. A post-filtering signal 804 
represents the sensor signal 802 having a time delay 806, 
where the time delay 806 represents a delay imparted to the 
first signal 802 by the ADC 415, as well as a delay imparted 
to the first signal 802 by the filter 450. 
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0115. As mentioned above with respect to FIG. 7, in the 
implementation of FIG. 3, the FPGA 310 may perform the 
filtering of the sensor signal(s), as well as a calculation of a 
weighted Sum (as described above, resulting in the signal 
804) of the filtered sensor signals. In FIG. 8, it should so be 
understood that the signal 802 represents a virtual weighted 
Sum, i.e. an analog signal that would be created from the 
analog weighted Sum of the sensor signals, as opposed to the 
calculated weighted Sum 804 calculated by, and existing 
within, the FPGA 310 (with a magnitude and frequency simi 
lar to that of the signal 802, but having a phase delay relative 
to the signal 802). The FPGA 310 may then calculate a 
negative-to-positive Zero crossing of the signal 804, indicated 
in FIG.8 by a first line 808, and send all information about the 
signal 804 (including the negative-to-positive Zero crossing 
information) to the processor 315. 
0116. The processor 315 determines an average frequency 
(freq) of the original (two) sensor signals from sensors 205, 
as well as a cosine (cos) and sine (sin) of an angle “Ö' between 
samples, where the angle between samples is defined as 
8–2tfreq/F, where F is the sampling rate (see FIG. 13). 
The frequencies can be calculated by, for example, an inter 
polation process, discussed in more detail below (see FIG. 
12). 
0117 This calculation of frequency takes a finite amount 
of processing time, so that the processor 315 has the fre 
quency information after a processing time 814. By feeding 
the freq value into the non-linear filter function associated 
with the filter 450, a corresponding filter delay of filter 450 
may be determined, which together with the (already-known) 
ADC delay time, provides the filter+ADC delay 806. 
0118. The processor 315 also may calculate a phase offset 
II, which reflects the fact that there may be a small time 
difference between an actual Zero crossing and the next 
sampled value of the wave (see FIG. 13). This offset II may 
be used to obtain initial values for the sine and cosine param 
eters (i.e., sin(II) and cos(II)) for the sine wave to be Syn 
thesized. The processor 310 then sends the calculated param 
eters to the FPGA 315, which, in turn, proceeds to wait a first 
wait time 816. The first wait time 816 measures from the end 
of the processing time 814 until the next Zero-crossing, 
marked by a line 818. 
0119 The processor 315 also may calculate a second wait 
time 820, after which the FPGA310 is to begin synthesis of a 
sine wave 822, at a time marked by a line 824. The second 
wait time 820 is selected such that the sine wave 822 synthe 
sized by the FPGA310 will be in phase with the sensor signal 
802, when the sine wave 822 is applied to the flow tube 215 as 
a drive signal 826. For this condition to occur, the FPGA must 
synthesize the sine wave 822 such that the filter+ADC delay 
806 is accounted for, thereby matching the sine wave 822 to a 
shifted or corrected version of the post-filtering signal 804. 
Furthermore, the sine wave 822 must be prospectively shifted 
as well, in order to account for a delay that will occur post 
synthesis, e.g., the delay associated with a passing of the sine 
wave 822 through the DAC 430. This delay is represented as 
a DAC, delay 828, between the line 824 and a line 830. 
0120 Thus, the second wait time 820 may be calculated to 
be a total period (i.e., from the Zero-crossing at the line 818 to 
a following Zero-crossing, at a line 832), minus a total delay 
imposed by the digital transmitter 104, which, in the case of 
FIG. 8, is equal to the filter+ADC delay 806 plus the DAC 
delay 828. By starting synthesis of the sine wave 822 at the 
time marked by the line 824, then, a phase of the drive signal 
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826 (after the DAC delay 828) exactly matches a phase of the 
sensor signal 802, as shown by the line 830 and a line 834. 
I0121. In the example of FIG. 8, it is assumed that the 
frequency/period of the sensor signal 802 is such that the 
processor 315 may perform its processing routines in less 
than one period of the signal (e.g., the time 814 is Substan 
tially less than the total period length of the wave(s)). In this 
case, it should be noted that the drive signal 826 is actually in 
phase with the “i-3 cycle of the sensor signal 802; that is, 
two full cycles (the “i-1 and “i-2 cycles), as explained 
above, are used for frequency (and related) calculations and/ 
or as waiting periods which account for the various delays. 
Alternatively, it may be possible to eliminate the first, wait 
time 816, and begin counting for the second wait time 820 
immediately after the Zero-crossing at time 808. This 
approach requires the FPGA 315 to assume that synthesis 
parameters will arrive before the end of the second wait time 
820, and so is a more aggressive or time-sensitive approach, 
but, when successful, reduces the delay from two cycles to 
only one cycle. 
0.122 For higher frequencies, it may be the case that the 
calculation time 814 is comparable to, or more than, the total 
period length. Moreover, a processing time of the processor 
315 may not be constant (due to, for example, other loads 
imposed on the processor 315), in which case the time 814 
may substantially vary (relative to the total period length). 
(0123 FIG. 9 is an example of such a situation. In FIG.9, 
a sensor signal 902 experiences an ADC+filter delay 904 and 
is output from the filter 450 as a signal 906. At a zero-crossing 
908, analysis of a cyclei of signal 906 commences, but is not 
completed until after a calculation time 910, which is longer 
than a period of the signal 906. After a first wait time 912, a 
Zero-crossing 914 is detected by the FPGA 310, whereupon 
the FPGA 310 obtains the synthesis parameters (or uses syn 
thesis parameters that have already been received from the 
processor 315) and waits a second wait time 916. 
(0.124. In FIG. 9, the ADC+filter delay 904, plus the (pro 
spective) DAC delay 918, is cumulatively longer than a cycle 
of the sensor signals. Therefore, in a first implementation, the 
second wait time 916 may be correspondingly longer then the 
cycle length, as well. In this implementation, a signal 920 is 
input to the DAC 430 after the second wait time 916, so that, 
after the DAC delay 918, a drive signal 922 is generated that 
is in phase with the “i--5” cycle of the sensor signal 902. 
0.125. Alternatively, in a second implementation, as shown 
in FIG. 9, the second wait time 916 may be determined as a 
non-negative integer remainder of the total delay (expressed 
as a number of samples), divided by the cycle length (also 
expressed as a number of samples). In this implementation, 
the signal 920 is input to the DAC 430 after the second wait 
time 916, so that, after the DAC delay 918, the drive signal 
922 is output that is in phase with the “i-4 cycle of the sensor 
signal 902. 
0.126 FIGS. 10A, 10B, and 11 are flowcharts 1000A, 
1000B, and 1100, respectively, summarizing operations asso 
ciated with the timing diagrams of FIGS. 8 and 9. More 
specifically, the flowcharts 1000A, 1000B, and 1100 illustrate 
the division of tasks between the FPGA310 and the processor 
315, as discussed above. Specific examples of computational 
techniques for implementing these tasks are discussed below 
with respect to FIGS. 12-14, as well as with reference back to 
FIGS. 8 and 9. 
I0127. In the flowchart 1000A of FIG. 10A, representing a 
first set of actions taken by the FPGA 310, the FPGA 310 
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begins by inputting sensor signals from the output of ADC 
415 (1002). The filter 450 is then applied to the sensor signals 
(1004). The FPGA 310 then calculates the weighted sum of 
the sensor signals (1006), detects a zero crossing of the 
weighted sum (1008), and forwards the filtered signals to the 
processor 315 (1010). 
0128. In the flowchart 1100 of FIG. 11, representing a set 
of actions taken by the processor 315, the processor 315 
determines at least two Zero crossings from previous wave 
cycles, using, for example, interpolation (1102), and uses this 
information to accurately calculate frequencies of the sensor 
signals (as well as the average frequency freq of the sensor 
signals) (1104). The processor 315 then calculates the phase 
offset II (1106), and then calculates a filter delay (1108). 
0129. Subsequently, using the just-determined frequency 
and phase offset information (i.e., the (non-Zero) phase value 
assigned to a first sample of each new cycle generated by the 
drive output (see FIG. 12), and not the phase difference 
between two sensor signals (which is attributable to the mass 
flow of fluid moving through the flow tube being used)), the 
processor 315 calculates synthesis sine wave parameters 
(1110). As mentioned above, some of the sine wave param 
eters calculated may include the sine?cosine of an angled 
between digital samples taken (1112), initial values of the 
sine/cosine functions (1114), and the second wait time that 
the FPGA 310 is to wait before beginning synthesis (1116). 
0130. The processor 315 then calculates amplitude infor 
mation (1118), including an actual amplitude of the sensor 
signals and a desired gain factor. A gain sign also may be 
determined (for example, a negative gain may be selected for, 
for example, amplitude reduction during set point change or 
in highly-damped fluids, as referred to above), along with an 
oscillation mode (e.g., Coriolis or driven), sensor balance 
factors, and drive balance factors (see FIG. 7). 
0131 Returning to FIG. 10B, in the flowchart 1000B, the 
FPGA 310 receives the various calculated parameters from 
the processor 315 and proceeds to wait the first wait time, 
until the relevant Zero crossing is detected (1012). At this 
point, the FPGA 310 inputs and applies the synthesis param 
eters (1014), and proceeds to wait the second wait time 
(1016). Once the second wait time has passed, the FPGA310 
begins to synthesize the desired sine wave (1018). 
0132) Subsequently, the amplitude of the synthesized 
wave is adjusted as needed (e.g., a drive gain factor is applied 
to the sine wave) (1020), and the sine wave is forwarded to the 
DAC 430 inputs, to be output therefrom as the drive signal 
(1022). 
0.133 Example operations of the processor 315, as just 
explained above with respect to FIG. 11 and flowchart 1100, 
are discussed below with respect to FIGS. 12-14. 
0134) Specifically, FIG. 12 is an illustration of a Zero 
crossing of a signal output by the filter 450 (e.g., signal 804 or 
signal 906 of FIGS. 8 and 9, respectively), FIG. 12 illustrates 
the need for the determination of Zero-crossing(s) using inter 
polation (1102 of FIG. 11). As already explained above with 
respect to FIGS. 8 and 9, a signal 1202 is input through the 
ADC 415 and the filter 450, and experiences an associated 
delay 1204 before being output as a signal 1206. 
0135) In the signal 1206, there may be a difference 
between an actual Zero-crossing 1208 and a closest sample 
1210, resulting in an offset 1212. In order to determine the 
Zero-crossing 1208, an interpolation process, such as a qua 
dratic or a linear interpolation process, may be used. For 
example, the processor 315 may fetch a full cycle of the 
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filtered sensor signal(s) 1206, along with a number of samples 
from each end of the cycle, and uses these parameters in the 
interpolation process to determine the Zero-crossing 1206. 
0.136 FIG. 13 is an illustration of a sine wave 1302 illus 
trating synthesis parameters. In FIG. 13, a full cycle of the 
sine wave 1302 is illustrated, along with samples 1304 of the 
sine wave 1302. As illustrated in FIG. 13, then, a phase offset 
parameter II is defined as a difference between an actual start 
(Zero-crossing) of the signal 1302 and a first sample 1304a. 
Meanwhile, the angle 8 is defined as the phase between, for 
example, a second sample 1304b and a third sample 1304c, so 
that (as mentioned above) 8–2 freq/F. 
0.137 Using these parameters, the FPGA 310 may recur 
sively generate (synthesize) a desired sine wave (1018 of FIG. 
10B) using the following recurrence formulae (Equations (1) 
and (2)) from the trigonometry of the sum of two angles: 

sin(0+8)=sin(0)cos(8)+cos(0)sin(8) Eq. (1) 

cos(0+8)=cos(0)cos(8)-sin(0)sin(8) Eq. (2) 

0.138. Thus, in Equations (1) and (2) and using the param 
eters of FIG. 13, 0–0+nö, for n=0, 1, 2, . . . . Parameter & 
conveys the frequency of the synthesized wave, which is 
made equal to the sensor average frequency freq. In prac 
tice, the initial value 0 will typically be near Zero, since 0 and 
Ö are updated at Zero crossings. 
0.139. The variables sin(o) and cos(Ö) are parameters that 
may be calculated by the processor 315 in every measurement 
cycle, and passed onto the FPGA 310 on a 24-bit format. 
Typical values of 8 are very small, so that sin(ö)=0 and cos 
(ö)s 1. In one implementation, cos(ö) is sent to the FPGA310 
as its difference with 1.0 (i.e., 1-cos(8)). Also, the param 
eters sin(o) and 1-cos(8) may be scaled Such that any of the 
most significant bits that are known to be Zero are discarded, 
so that only the first 24 values capable of taking non-zero 
values are sent to the FPGA 310. 
0140. In this case, Equations (1) and (2) can be re-written 
as Equations (3) and (4), using the parameter 1-cos(Ö): 

sin(0,i)=sin(0..)+A sin Eq. (3) 

cos(0,1)-cos(0)+A cos Eq. (4) 

I0141. In Equations (3) and (4), 0, jö+0 and the terms A 
sin and Acos can be determined according to Equations (5) 
and (6): 

A sin=sin(0,1)-sin(0..) 

P A sin-sin(0)+sin(0..)cos(8)+cos(0)sin(8) 

> A sin-sin(0)|1-cos(8)+cos(0)sin(8) Eq. (5) 

A cos=cos(0,1)-cos(0) 

> A cos=-cos(0)+cos(0)cos(8)-sin(0)sin(o) 

A cos=-cos(0)|1-cos(8)]-sin(0)sin(8) Eq. (6) 
0142. The parameter II may be sent by the processor 315 
to the FPGA 310 by providing initial values sin(0) and 
cos(0), with sin(0) being the first output value of the Syn 
thesized cycle wave. These may be passed in, for example, a 
32-bit format, and used to determine the phase offset of the 
driver signals. 
0143. The phase offset II ideally should match the sensor 
signals, in order to get an oscillation as close as possible to the 
resonance frequency. Even for a fixed drive frequency, how 
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ever, the value of II may vary from cycle to cycle, because 
the CODEC sample rate is typically not an exact multiple of 
the drive frequency. Specifically, the value of 0 varies 
between 0 and 8 according to a beating effect between the 
drive and the CODEC frequencies. For example, for a 
CODEC frequency of 40 kHz and a drive frequency of 81.2 
HZ, then 6–0.73. Assuming a value of 0 of Zero on cycle 1, 
Table 1 shows the values of 0 on subsequent cycles. 

TABLE 1. 

time t = kT. phase offset 0 
cycle index i sample index k (s) (degrees) 

1 1 OOOOO OOOOO 
2 494 O.O123 O.2844 
3 987 O.O246 O.S688 
4 1479 O.O369 O.1224 
5 1972 O.0493 O4O68 
6 2465 O.O616 O.6912 
7 2957 O.O739 O.2448 

0144. The difference in phase offset between two consecu 
tive cycles may be more significant in higher-frequency flow 
tubes. For example, using the same CODEC frequency with a 
650 Hz, drive frequency, 8 is as high as 5.85, as shown in 
Table 2: 

TABLE 2 

time t = kT. phase offset 0o 
cycle index i sample index k (s) (degrees) 

1 1 OOOOO OOOOO 
2 63 O.OO15 2.70O2 
3 125 O.OO31 5.3994 
4 186 O.OO46 2.2SO6 
5 248 O.0062 4.9491 
6 309 O.OO77 18008 
7 371 O.O092 44990 

0145 Thus, for a correct value of II, it is important to 
know for which output cycle the value is being generated. As 
discussed below, this can prove difficult for high-frequency 
flow tubes. 
0146 From Tables 1 and 2 and the preceding discussion, it 
should be understood that a potential shortcoming related to 
the use of the positive feedback mode is that, in this mode, 
only phase values actually sampled and stored in the buffer 
425 may be generated. As a result, a phase offset between the 
sensor signal(s) and the drive signal(s) may be as high as one 
sample (i.e., 6). As just illustrated, this phase offset is poten 
tially problematic, particularly in a high-frequency flow tube 
environment. In contrast, the digital synthesis mode is 
capable of outputting virtually any desired phase value, as 
needed. Thus, in this mode of operation, Substantially exact 
phase matching may be virtually assured. 
0147 Another parameter calculated during execution of 
the flowchart 1100 is the filter delay parameter (1108). As 
mentioned above, the filter 450 imparts a delay on a filtered 
signal that is related to a non-linear function of a frequency of 
the signal at an input of the filter 450. Therefore, as also 
discussed above, the processor 315 typically determines an 
actual frequency of the input signal, and feeds this value into 
the non-linear function to thereby calculate the filter delay 
(hereafter, p(f)). 
0148. This delay p(f), usually represented in angle units 
(either degrees or radians), can be analytically obtained from 
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the filter coefficients. Using the sampling frequency FS. p(f) 
is converted into a non-integer number of samples. This 
delay-in-samples may then be modeled by, for example, a 
6'-order polynomial (discussed in more detail below), in 
order to speed its calculation up in the processor. 
014.9 FIGS. 14A, 14B, and 14C are graphs showing filter 
characteristics. FIGS. 14A-14C are illustrated in samples, 
rather than in degrees. FIG. 14A illustrates phase delay 
against frequency for a range of frequencies that might be 
used with a low-frequency flow tube. FIG. 14B illustrates a 
polynomial fit for the graph of FIG. 14A, and FIG. 14C shows 
residuals of the polynomial fit (where the residuals do not 
exceed the value of +0.01 samples). 
0150. In one implementation, the filter 450 discussed 
above may be a 6' orderelliptical floating-point or fixed point 
filter (an “infinite impulse response' or “IR” filter) imple 
mented on the FPGA 310. Such a filter may be operable to 
Suppress unwanted (high) frequency components, such as 
higher resonant modes, from the sensor signal(s) (and, during 
a positive feedback mode, thereby ensuring that Such 
unwanted frequencies are not fed back into the drive signal 
(s)). 
0151. For example, such a filter may be implemented hav 
ing a cut-off frequency slightly higher than the resonance 
frequency of the flow tube 215, and used to filter an output of 
the driver(s) 210. Additionally, one or more IIR filters or 
“Finite Response Filters” (“FIRs) can be implemented on 
the processor to further improve measurement performance. 
0152. An added benefit of using an elliptical filter as the 

filter 450 on the FPGA 310 is that a sawtooth waveform 
passing through such a filter becomes nearly sinusoidal, 
which may be useful for forcing start-up of the flow tube 215 
(start-up operations are discussed in more detail below). 
0153. In considering the use of a filter as described herein, 

it should be understood that such a filter is essentially a 
low-pass or band-pass filter having very stringent specifica 
tions. That is, in order to perform its functionality, the filter 
must have a very sharp filter cutoffat a very low frequency. 
For example, the bent flow tube 102 may have a maximum 
resonant frequency of about 100 Hz, where key higher har 
monics and undesired resonant modes of the flow tube 215 to 
be suppressed are in the range of 150-1500 Hz, with a typical 
sampling rate of 40 kHz. 
0154 As mentioned above, analog flowmeters typically 
impart marginal, if any, delay to the drive signal with respect 
to the sensor signal, and therefore may not require any phase 
compensation. However, filters such as those described 
herein cannot effectively be added to such analog flowmeters, 
since the phase delay introduced by the filters cannot easily be 
compensated for. Moreover, the use of such filters would be 
impractical in analog designs for the simple reason that it 
would be difficult or impossible for the filters to provide the 
required sharp cutoff in that context (e.g., elliptical filters 
cannot be implemented in analog designs). 
0.155. In contrast, the implementations disclosed herein 
are capable of compensating for these (and other) phase 
delays, so that an elliptical filter can be effectively and effi 
ciently implemented by simply including its functionality 
within the FPGA 310, as described above. 
0156. A transfer function for an elliptical filter that may be 
implemented as the filter 450 in the FPGA 310, where the 
filter 450 is implemented in second-order-sections, is 
expressed in Equation (7) for an i-th filter section: 
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2 Eq. (7) 

Y;(z) =0 
H = = 

* . . 
i=0 

0157. A difference equation for such a filter is expressed in 
Equation (8): 

aoy,(k)+ay,(k-1)+ay,(k-2)=box,(k)+bx,(k-1)+ 

where Eq. (8) can be solved for y, as shown in Equation (9): 

bio-y; (k) + billy (k - 1) + bi2x; (k - 2) - 
aioyi (k) + aiyi (k - 1) + ai2yi (k - 2) 

(iiO 

Eq. (9) 

0158 Thus, for example, a 6' orderelliptical filter may be 
implemented using three consecutive 2" order sections. In 
this case, for a particular flow tube type (e.g., bent or straight) 
and sampling frequency, the coefficients ao, a, a2, bob, and 
b (for each of the three sections) may be determined by 
considering a full range of operating frequencies for the drive 
signal(s) (i.e., from a maximum frequency, corresponding to 
an empty flow tube, to a frequency corresponding to the flow 
tube when full of a fluid with the highest density specified for 
the flow tube), in conjunction with desired cut-off frequencies 
for the particular application. Each filtering stage may intro 
duce additional delay/phase offset that may, in turn, becom 
pensated for using, for example, one or more of the above 
described techniques. When using the above and/or related 
filtering techniques, the amplitude of high-frequency compo 
nents in a signal may be reduced by a factor of for example, 
1000 or more. 
0159 More generally regarding filtering processes, it 
should be understood that there are several types of filtering 
that can be implemented at various stages of the above-de 
scribed implementations. Examples of such filtering include: 
analog filtering of sensor data prior to its reading by the 
CODEC 305, fixed-point filtering of measurement data 
within the FPGA310, floating point filtering of measurement 
data within the processor 315, fixed-point filtering of the 
synthesized drive signal within the FPGA 310, and analog 
filtering of the drive waveform on its output. 
0160 Of these options, the latter three are considered here 
in more detail. First, floating-point filtering of measurement 
within the processor 315 requires that the processor receive 
raw data, and apply whatever processing is deemed most 
appropriate (which may change with circumstances). Any 
pre-filtering of the raw data is fixed and cannot readily be 
modified. Unwanted harmonics can be suppressed during 
waveform synthesis using this technique. 
0161 Fixed-point filtering of the synthesized drive signal 
within the FPGA 310 can be used, for example, during posi 
tive feedback, in order to Suppress unwanted harmonics in the 
sensor data from being passed through to the drivers. Since 
the processor 315 is not directly involved in waveform syn 
thesis, it will not typically perform this particular filtering 
function. 
0162 Finally, analog filtering of the drive signal post 
CODEC may be used to smooth out high-frequency noise 
introduced by the codec and Subsequent circuitry. 
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0163 As a final point regarding the flowchart 1100, issues 
regarding the calculation of the second wait time (1116) are 
discussed in more detail below. 
0164. As already mentioned, it takes the processor 315 
some finite amount of time to analyze the filtered sensor 
signal wave (e.g., time 814 in FIG. 8 and time 910 in FIG.9). 
As a result, by the time that the calculation of the sine wave 
synthesis parameters is done, the sensor signal has gone 
ahead a number of samples, and, as shown in FIG. 9, may 
possibly advance more than a whole cycle (depending on, for 
example, the flow tube frequency and the processor computa 
tional load. Such as an external communication request). 
(0165 Also, the CODEC DAC 430 has a delay of, for 
example, 30 samples between the value sent by the FPGA310 
to the CODEC DAC 430 input and the signal appearing at the 
DAC 430 output, which has to be taken into consideration. 
Therefore, as illustrated in FIGS. 8 and 9, a number of cycles 
between the start of the sensor wave under analysis and the 
start of the synthesized wave at the CODEC DAC 430 output 
should be calculated, in order to adjust an initial value of the 
synthesized wave. 
0166 One way of seeing how far behind “real time the 
processor 315 has fallen is to look at the circular buffer 425 
backlog. This backlog represents a count of how many ADC 
samples have been received by the FPGA 310 and are waiting 
to be sent to the processor 315. By looking at the data backlog 
of the circular buffer 425 and taking the average frequency of 
the cycle under analysis as the estimated frequency of the next 
wave(s), it is possible to infer which cycles to target in the 
calculation of the start of the cycle, as is shown in the example 
code section below, Code Section 1: 

Code Section 1 

period = 1.0 avg freq; 
Samples Waiting in fpga = get fpga bufsize(); 
num cycles = (int) (floor(samples waiting in fpga period)) + 2: 
samples per cycle = sample freq. avg freq; 
predict start cycle = start cycle offset + num cycles * 
Samples per cycle; 
predict start cycle int = floor(predict start cycle); 
predict start cycle offset = predict start cycle - 
predict start cycle int; 

0.167 FIGS. 8 and 9 show the timing in the sequence of 
steps of Code Section 1, starting from cycle i in the sensor 
signal(s) to the generation of a sine wave at an output of the 
DAC 430, using parameters calculated from sensor cycle i. 
0.168. In FIG. 8, the frequency of oscillation is slow com 
pared to the time that the processor 315 takes to analyze a 
sensor wave, so that there is less than a cycle's worth of 
samples waiting in the buffer 425 at the time when the pro 
cessor 315 finishes the analysis of the previous wave (e.g., 
determines its frequency and related filter delay). In Such a 
case, the quantity “num cycles' would be typically Zero--2. 
This is consistent with the above explanation of FIG. 8, in 
which the FPGA 310 waits a time equal to the period of the 
sensor wave i+2 (assuming that this period hasn’t change 
since cyclei), minus the total delay in the path, i.e. ADC+filter 
delay 806 and DAC delay 828, to start the synthesis of a wave 
that will attempt to match sensor cycle i+3. 
0169 More generally, a total “wait” count (i.e., the count 
for the second wait time 820 of FIG.8 or 916 of FIG.9) may 
be sent by the processor 315 to the FPGA 310 as another 
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synthesis parameter (1116). This wait count carries the infor 
mation of the filter delay at sensor signal frequency, and may 
be determined using, for example, Code Section 2: 

Code Section 2 

filter delay = get filter delay in samples (avg freq); 
wait count = Samples per cycle - codec delay + filter delay; 
while (wait count < 0) { 

wait count += Samples per cycle; 

while (wait count > samples per cycle) { 
wait count-= Samples per cycle; 

0170 If the flow-tube frequency is high relative to a cal 
culation time of the processor 315, then more than a cycle 
could have accumulated before the processor finishes the 
analysis of one wave. In this case, the total delay is greater 
than the cycle length, so an entire cycle may be added to the 
wait count of Code Section 2, as shown in FIG. 9. 
0171 In selecting the phase of the (synthesized) drive 
signals relative to the sensor signal(s), several options exist in 
the low-frequency flow tube environment. For example, the 
phase of a driver signal, d1 or d2, can match the phase of one 
of the following: the weighted sum of filtered sensor signals 
(wfs), the filtered corresponding sensor signal, or one of the 
filtered sensor signals. 
0172. In the first option of matching weighted sum of 
filtered sensor signals, both drive outputs are equal and match 
the phase of the weighted filter Sum signal, which, under 
normal operation, lies between the two sensor signals. The 
search for the start of the cycle offset and the Zero-crossing 
detection (explained above) are applied to the weighted filter 
Sum signal, rather than to the filtered, individual sensor sig 
nals. Another way to find a start of the cycle offset for the 
weighted filter sum is to calculate the average of the start of 
the cycle offsets for the individual, filtered sensor signals. In 
this option, the total wait count (e.g., the second wait time 820 
of FIG. 8) is the same for both drivers. 
0173. In the second option, a first drive signal is matched 
with a first sensor signal, while the second drive signal is 
matched with the second sensor signal. This option has the 
same 8 parameter, but different 0 for each of the two drivers. 
The start of the cycle is calculated for each sensor wave, and 
used to calculate the initial values of sine and cosine of each 
drive signal. The total wait count may be different for each 
sensor as well. As the synchronization drive-sensor is made 
with the weighted filtered sum signal, the phase difference 
between the two sensor signals indicates the expected loca 
tion of the Zero-crossings for each sensor signal. Such a phase 
difference may be based on cycle i analysis, where it is 
assumed that there is no significant change in the phase(s) by 
the time that the drive signals reach the DAC 430 outputs. 
0.174. In the third option, both of the drive signals are 
matched with only one of the two sensor signals. In this 
option, as in the first option, both drive signals are equal, and 
match the phase of one sensor signal (i.e., the matched sensor 
signal, instead of the wifs). However, a start of the cycle offset 
for only the relevant (i.e., matched) sensor signal is predicted, 
and the same watt count is used for both drive signals. 
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0.175 Code section 3 shows an example calculation of the 
wait count parameter for each option: 

Code Section 3 

phase diff in Samples = phase diff samples per cycle 
360.0; 

Switch(drive phase mode) { 
case 0: f* driver outputs in phase with wifs */ 

fi send the same value to driver output 2 
wait count1 = wait count2 = wait count; 
break; 

case 1: f* driver outputs in phase with s1 */ 
fi send the same value to driver output 2 

wait count 1 = wait count - (phase diff in Samples 
2.0); 
wait count 2 = wait count 1; 
break; 
case 2: f* driver outputs in phase with each sensor */ 
default: 
wait count 2 = wait count + (phase diff in Samples 

2.0); 
wait count 1 = wait count - (phase diff in Samples 

2.0); 
break; 

(0176 Parameter 0 is calculated from a start of cycle off 
set, as shown in Code Section 4: 

Code Section 4 

/* phase offset */ 
predict start cycle1 = start cycle offset1 + 

num cycles'samples per cycle; 
predict start cycle int1 = floor(predict start cycle1); 
pred sco1 = predict start cycle1 - predict start cycle int1; 
predict start cycle2 = start cycle offset2+ 

num cycles'samples per cycle; 
predict start cycle int2 = floor(predict start cycle2); 
pred sco2 = predict start cycle2 - predict start cycle int2: 
Switch (drive phase mode) { 

case 0: f* driver outputs in phase with wsum */ 
predic Soc = (predic Soc1 + predic soc2), 2.0; 
heta 0 = (1 - predic soc) * delta; 
break; 

C8SC : f* driver outputs in phase with Sv1 */ 
case 2: f* driver outputs in phase with each sensor */ 
default: 

heta 0 = (1 - predic socil) * delta; 
break; 

0177. As already mentioned, the above options for select 
ing a phase of the driver signal(s) with respect to the sensor 
signals may only be applicable in a low-frequency flow tube 
environment, such as might be used with the bent flow tube 
102. 

0178. In a high-frequency flow tube environment, such as 
might be seen in conjunction with the straight flow tube 106, 
the flow tube can resonate at frequencies ranging from 
approximately 200 to 1000 Hz. Whereas a sensor cycle in a 
low-frequency flow tube may be about 500 samples long, it 
takes less than 100 values to sample a cycle in a high-fre 
quency flow tube (using the same sampling frequency of, for 
example, 40kHz). Thus, with a filter delay of, for example, 32 
samples and a CODEC delay of, for example, 61 samples, by 
the time the FPGA 310 detects a zero-crossing at the wifs 
signal and obtains the synthesis parameters from the proces 
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Sor, one or more cycles might have already occurred (as 
discussed above and illustrated in FIG. 9). Moreover, as dis 
cussed above with respect to Table 2, it may be important (yet 
problematic) to know which output cycle corresponds to a 
particular, correct value of the parameter II. 
0179. Further, as referred to above, an increase in the 
computational load of the processor 315, e.g., an external 
communication request, might cause a longer delay in the 
frequency/filter delay calculation. Such a delay may lead to 
inaccuracies in determining which cycle is actually being 
generated in the flow tube in real time. Also, the FPGA 310 
continues generating cycles of the drive signal while the 
processor 315 is busy, even when no new parameters have 
been sent to the FPGA 310. 
0180 A way to address this issue of maintaining accuracy 
in tracking cycles of the drive signal is to keep a cycle counter 
at the output of the digital filter 450 in the FPGA 310. By 
allowing access to this cycle count, the FPGA 310 tells the 
processor 315 how many cycles have passed from the 
moment the processor 315 fetched a cycle i for its analysis, 
until the moment the FPGA310 calculates the actual synthe 
sis parameters. To prevent further tracking inaccuracies, the 
processor 315 may provide to the FPGA310 two or more sets 
of parameters, corresponding to two or more cycles ahead. 
0181 Such a cycle counter as a tracking mechanism may 
be kept for both types offlow tubes 102 and 104. Code Section 
5 (which may be applied just after the calculation of freq) 
is a modified version of Code Section 4 that includes the cycle 
counting/tracking functionality. 

Code Section 5 

input Zero crossing counter = 
get fpga Zero crossings count(); 

period = 1.0 avg freq; 
Samples Waiting in fpga = get fpga bufsize(); 
num cycles in buffer = (int) (floor(samples waiting in fpga 

period)); 
f* Zero-crossing index of wave under analysis in processor */ 
cycle index = input Zero crossing counter 

num cycles in buffer; 
num cycles = get fpga Zero crossings count() - cycle index; 
cycle index += num cycles; 

0182 where the last two lines of Code Section 5 may be 
applied just before a calculation of the synthesis parameters. 
0183 In addition, in a high-frequency flow tube, the pro 
cessor 315 may send the quantity “cycle index” to the FPGA 
310, along with the synthesis parameters for that cycle and the 
following two cycles. The FPGA 310 may thus compare this 
cycle index with its current cycle index, and take the set of 
synthesis parameters that correspond to the next cycle. For 
example, if the processor 315 has just finished calculations 
for “cycle 20, and sends synthesis parameters for “cycles 25, 
26, and 27. Taking into account a processor delay, the FPGA 
may be ready to begin synthesis of “cycle 26' at the next 
Zero-crossing, and so would use synthesis parameters corre 
sponding to this cycle (received from the processor 315). If 
more than 3 cycles have elapsed, then the FPGA310 may take 
the set corresponding to cycle index, as it could have taken 
any other of the two. In another implementation, a set for a 
phase offset corresponding to half a sample may be sent to the 
FPGA 310, in order to reduce the error in that case. 
0184 Code Section 6 illustrates an example for calculat 
ing the synthesis parameters for a high-frequency tube. 
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Notice that, as already mentioned, due to its high resonance 
frequency, only one option is made available for matching the 
sensor phase, i.e., matching the phase of the weighted Sum of 
filtered sensor signals. 

Code Section 6 

case HI FREQ FLOWTUBE: 
/* phase offset */ 
predict start cycle1 = start cycle offset1; 
predict start cycle2 = start cycle offset2: 

for (i=0; <NUM SOC OFFSET; i++) { 
predic start cycle1 += num cycles 

samples per cycle 1: 
predict start cycle int1 = floor(predict start cycle1); 
pred sco1 = predict start cycle1 - 

predict start cycle int1; 
predic start cycle2+= num cycles 

samples per cycle2; 
predict start cycle int2 = floor(predict start cycle2); 
pred sco2 = predict start cycle2 - 

predict start cycle int2: 
predic Soc = (predic Soc1 + predic Soc2), 2.0; 
heta Oi = (1 - predic soc) * delta; 
num cycles++: 

break; 

0185. The above discussion has provided techniques for 
compensating for digital delay in a digital flowmeter, where 
these techniques apply corrections/adjustments to a (synthe 
sized) drive signal based on a corresponding mathematical 
model of the characteristics of the flowmeter. The examples 
of these techniques described above do not include verifica 
tion of the results of the delay compensation; in other words, 
the techniques may be thought of as "open-loop” techniques. 
0186. A “closed-loop' approach, however, is additionally 
and/or alternatively possible. Such an approach might 
include, for example, taking additional readings of the drive 
signal (e.g., current and/or Voltage), and then directly calcu 
lating any phase difference between the drive signal and the 
sensor signal. Thus, adjustments can be made to a phase offset 
of the drive signal output to ensure that it matches the phase of 
the sensor signal input. 
0187 FIG. 15 is a block diagram of a closed-loop system 
for compensating digital delay in a flowmeter. In FIG. 15, a 
first multiplexer 1502 and a second multiplexer 1504 each 
input the sensor signal(s) and the driver signal(s) (note that, in 
FIG. 15, only one sensor and driver signal is shown as being 
input into each multiplexer 1502 and 1504, however, it should 
be understood that FIG.15 might represent eithera one-driver 
or a two-driver system). In this way, any phase difference 
between the drive output signal(s) and the sensor signal(s) can 
be obtained (much as the sensor signals are analyzed in the 
above discussion), and this difference can be used in a self 
correcting feedback loop. 
0188 Calibration can be made by using the multiplexers 
1502 and 1504 to place the same signals) at the input of the 
ADCs 1506 and 1508. In FIG. 15, the ADCs 1506 and 1508 
may represent additional ADCs beyond those illustrated in, 
for example, FIG. 4. Alternatively, functionality of the ADCs 
1506 and 1508 may be implemented using the existing ADCs 
415, along with the appropriate additional connections. 
(0189 Also in FIG. 15, ADCs 1506 and 1508 are assumed 
to operate synchronously. That is, the multiplexers 1502 and 
1504 are assumed to output their respective signals into their 
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respective ADC 1506 or 1508 at a simultaneous point in the 
cycles of the signals. Should any delays (i.e., loss of synchro 
nicity between the ADCs 1.506 and 1508) be present in prac 
tical implementations, such delays may be detected during a 
calibration process (based on a common, selected signal) by 
calculating the phase difference between the outputs of the 
ADCs 1506 and 1508, and subsequently corrected when the 
drive output signal is measured. 
0190. The processor 315 may receive the sensor informa 
tion in various ways. For example, the ADC 1506 and the 
ADC 1508 may represent ADC(s) 445 in FIG.4, and may thus 
serve to feed back information based on the drive current 
imparted to the driver(s) 210. As another example, the ADC 
1506 and the ADC 1508 may represent ADC(s) 447 in FIG.4, 
and may thus serve to feedback information based on the 
drive voltage imparted to the driver(s) 210. 
0191 In one implementation, the closed-loop technique 
(s) of FIG. 15 may be used as an alternative to the open-loop 
techniques described above. For example, the processor 315 
may send the synthesis parameters to the FPGA310, based on 
Some estimation of the delay between the sensor signal at the 
ADC input and the drive signal at the DAC output. Once an 
entire cycle has been output, the processor 315 may collect 
one cycle of each (i.e., sensor and drive output signals), and 
measure their phase difference (p. This phase difference may 
be subtracted or added to the delay, to thereby reduce the 
delay in Subsequent cycles. This process may run continu 
ously. 
(0192 In FIG. 15, it should be understood that, just as in 
FIGS. 8 and 9, the FPGA310 will typically take into account 
a delay associated with the DAC 430. That is, the FPGA310 
will typically anticipate the DAC delay, calculate a phase 
associated with a cycle one, two, or more cycles ahead of the 
measured cycle(s), and output its synthesized signal accord 
ingly. In this way, when the synthesized signal is output from 
the DAC 430, it will be in phase with the sensor signals, as 
desired. 
0193 In another implementation, the closed-loop tech 
nique may be used to supplement or improve the open-loop 
techniques described above. 
0194 The above description has provided techniques for 
compensating for digital delays that are present in flowmeters 
having digital components. Different techniques have been 
described for use in different applications. For example, in the 
setting of positive feedback, the group delay of the CODEC 
305 was compensated for with the use of a circular buffer, as 
described with respect to FIGS. 5 and 6. As another example, 
described with respect to FIGS. 7-14, in the setting of sine 
wave synthesis, both the group delay and the delay associated 
with the filter 450 are compensated for by using measure 
ments performed on sensor data, to thereby accurately time a 
beginning of the sine wave synthesis. As a final example, 
described with respect to FIG. 15, the drive signals are 
directly measured, and Subsequently compared to the sensor 
signals as part of a closed-loop feedback routine that mini 
mizes a phase difference between the signals. 
0.195 These techniques may be used on their own, or in 
combination with one another (or other) techniques. For 
example, the digital flowmeters of FIGS. 1A and/or 1B could 
be operated purely in a positive feedback mode, or purely in 
a sine wave synthesis mode. As another example, the positive 
feedback mode may be used as a precursor to the sine wave 
synthesis mode. In one implementation, using the positive 
feedback mode as a precursor to the sine wave synthesis mode 
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allows rapid and reliable start-up (and operation) of a digital 
flowmeter. Such a rapid and reliable start-up may be further 
enhanced through the use of a “random excitation mode” as a 
precursor to the positive feedback mode, as described in more 
detail below. 
0.196 FIG. 16 is a flow diagram 1600 illustrating; start-up 
and operational techniques for a digital flowmeter. In the flow 
diagram 1600, at a starting point 1602, a state of flowmeter 
system being used is set to a random sequence mode 1604. In 
this mode, the flow tube 215 is excited with a wide band of 
frequencies which are expected to include the (initially 
unknown) resonant frequency of the flow tube. After a certain 
number N of samples (as might be taken during a selected 
time period such as, for example, approximately 1 second, 
corresponding to a warm-up time of the CODEC 305), the 
system is switched to a zero-output mode 1606 for a brief 
period of time (e.g., an M-samples count, where M3), in 
order to allow the flow tube 215 to settle at its resonance 
frequency. The random sequence mode 1602 and the Zero 
output mode 1606 are described in more detail below with 
respect to FIG. 17. 
0.197 Subsequently, the system is switched to a positive 
feedback mode 1608, which allows the flow tube to quickly 
reach a stable oscillation, at its resonance frequency and with 
a high amplitude. The positive feedback mode correlates to 
the positive feedback mode discussed above with respect to, 
for example, FIGS. 5 and 6. Further details and examples 
related to the positive feedback mode 1608, in the context of 
the flow diagram 1600, are provided below with respect to 
FIG. 18. 
0198 Generally speaking, the random sequence mode 
1604 serves to ensure that drive energy is put into the flow tube 
in the frequency range of interest, and the Zero-output mode 
1606 allows the flow tube to settle into its resonant frequency. 
During positive feedback, a pre-selected drive gain is applied 
to the drive signal, in order to ramp the flow tube 215 up to a 
desired amplitude set-point. The drive gain has a default value 
of for example, ten, which is large enough to cause a rapid 
rise in oscillation amplitude. 
0199 Subsequently, desired waveforms within the drive 
signals may be identified, and phase-compensated synthesis 
may thereafter be begun during the digital synthesis mode 
1610, so that measurements of the material(s) flowing 
through the flow tube 215 may be processed within the pro 
cessor 315. The start-up technique just described may be 
particularly useful in difficult start-up circumstances, such as, 
for example, half-full 2-3" tubes. 
0200 Although the techniques just described are useful in 
start-up of the flow tube 215, it should be clear from the flow 
diagram 1600 of FIG. 16 that similar techniques may be used 
during an operation of the flowmeter as well. For example, 
during a time when the flowmeter is in full operation (i.e., 
synthesis mode) (1610), some difficulty may arise which 
causes the flowmeter (measurements) to become unstable. 
0201 For example, there may be some external distur 
bance to the system, or there may be some unanticipated 
object/material that flows through the flow tube. As another 
example, conditions such as two-phase flow and/or three 
phase flow, particularly if initiated quickly or unexpectedly, 
might degrade or interrupt an operation of the flowmeter. 
0202 In such a case, the flowmeter may return to a positive 
feedback mode 1608, in order to re-stabilize the system (e.g., 
re-establish the proper frequency, phase and amplitude of the 
drive signals). Afterwards, the flowmeter may progress back 
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into the digital synthesis mode 1610. Moreover, in a case of a 
particularly disruptive event, the flowmeter may return to the 
random sequence mode 1604, and then re-progress through 
the Zero-output mode 1606 to the positive feedback mode 
1608, and from there back to the digital synthesis mode 1610. 
0203 Similarly, if the flowmeter is operating in a positive 
feedback mode 1608, either as a result of regressing from the 
synthesis mode 1610 in the manner just described, or as part 
of the start-up process that also is described above, then a 
disturbance or malfunction may cause the flowmeter to return 
to the random sequence mode 1604. Again in this case, the 
flowmeter may re-progress through the Zero-output mode 
1606 to the positive feedback mode 1608, and from there back 
to the digital synthesis mode 1610. 
0204. In this way, a digital flowmeter may attain and/or 
retain a desired operational state in a fast, reliable manner. 
0205 FIG. 17 is a flowchart 1700 illustrating the random 
sequence mode 1604 and the Zero-output mode 1606 of FIG. 
16 in more detail. In FIG. 17, the random sequence mode 
1602 starts (1702) with a sample count of zero (1704). Next, 
the sample count is compared to a value N (1704), where, as 
mentioned above, a value for N is pre-selected to correspond 
to a desired duration of the random sequence mode 1602. 
0206. If the sample count is less than or equal to the value 
N, then a random frequency value is generated (1708) and 
sent to a filter, such as the filter 450 (1710). Subsequently, a 
result of the filtering process is forwarded to an input of the 
DAC 430 (1712), and the sample count is incremented by 1 
(1714). 
0207. When the sample count reaches a value greater than 
N, then the random sequence mode 1602 is exited, and the 
Zero-value mode 1604 is started (1716). In the Zero-value 
1604, the sample count is set to Zero (1718), and is then 
compared to a pre-selected value M (1720), which is selected 
to provide the flow tube enough time to settle into vibration at 
or near its resonance frequency. 
0208 If the sample count is less than or equal to M, then a 
Zero value is sent to an input of the DAC 430 (1722), and the 
sample count value is incremented by 1 (1724). If the sample 
count is greater than M, then the positive feedback mode 
(1606) is started (see FIG. 18). 
0209. In short, in generating the random frequency, the 
implementation of FIG. 17 generates a series of random val 
ues, perhaps at a rate corresponding to the sampling rate of the 
ADC 415, using a random number generator. Then, frequen 
cies in the permitted range of drive frequencies (e.g., 0-100 
HZ) are excited by feeding the generated, random sequence 
through the filter 450, which serves to eliminate substantially 
all frequency components above the relevant range. The 
resulting signal is a relatively smooth random sequence, con 
taining all frequencies below the pre-determined cut-off fre 
quency. 
0210. In some implementations, rather than removing all 
frequencies above Some pre-determined cut-off frequency, a 
band-pass filter may be used to remove all frequencies above 
and below some pre-determined range of frequencies. These 
implementations might be particularly useful in the context of 
relatively high-frequency flow tubes (e.g., a flow tube with a 
resonant frequency of approximately 1000 Hz). 
0211 Further, it should be understood that the random 
sequence mode 1604 is merely an example of possible stimu 
lation signals that may be used to initiate flow tube oscillation 
in the desired mode of vibration. Other pre-determined 
(short) signal sequences which are not modified on the basis 
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of the sensor signal analysis also may be used. As with the 
random sequence mode 1604, analysis of sensor signals insti 
gated by Such signal sequences may then be used to estimate, 
for example, the frequency of oscillation or other flow tube 
parameter values. This analysis may then triggera Switch to a 
sustainable mode of flow tube operation, in which the drive 
signal is modified as needed. Other examples of such drive 
signals might include square waves, Sawtooth waves, or any 
other sequence designed a-priori to generate flow tube oscil 
lation at start-up in advance of accurate knowledge about the 
resonant frequency of the flow tube. 
0212 FIG. 18 is a flowchart 1800 illustrating the positive 
feedback mode 1608 of FIG.16 in more detail. At a start of the 
positive feedback mode 1608 (1802), the FPGA 310 inputs 
and filters the sensor signals, and calculates the virtual 
weighted sum for buffering (1804). Then, in a further subset 
of actions by the FPGA 310 (1806), the FPGA 310 selects a 
value from the buffer 425 that will account for the CODEC 
delay (as discussed with respect to FIG. 6) (1808), and then 
applies the selected gain factor (e.g., ten) to the buffered 
signal for forwarding to the DAC 430 (1810). 
0213 Meanwhile, during a subset of actions taken by the 
processor 315 (1812), the processor 315 attempts to identify 
a sinewave-like wave by, for example, running several checks 
on segments of signals between two consecutive negative-to 
positive zero crossings (1814). If a sinewaves detected 
(1816), then the processor 315 calculates a frequency of the 
wave and a filter delay associated with that frequency, and 
translates this information into a corresponding, improved 
buffer offset (1818). 
0214) The improved buffer offset is then sent to the FPGA 
310 (1820), where it replaces the previous buffer of set value 
and allows the drive signal (multiplied by the gain factor) to 
more closely mimic the phase of the sensor signal. Mean 
while, the processor performs a more detailed analysis of 
characteristics of the detected sinewave (1822), and checks to 
see whether the analyzed, detected sinewave is present in both 
sensor signals (1824) with desired frequency and phase char 
acteristics. 

0215. If not, the processor 315 continues to perform these 
checks for some pre-determined time (1826), after which the 
processor 315 determines that digital synthesis cannot be 
satisfactorily entered, and reverts to the random sequence 
mode (1604). If the sinewave(s) are satisfactorily present in 
both signals, then the processor 315 forwards the synthesis 
parameters to the FPGA 310 and the flowmeter enters the 
digital synthesis mode (1610). The operation of the digital 
synthesis mode, including examples of operations and inter 
actions of the FPGA310 and the processor 315, are discussed 
above with respect to FIGS. 7-13, and particularly with 
respect to the flowcharts 1000 and 1100 of FIGS. 10 and 11, 
respectively. 
0216. In some implementations, above-describe opera 
tions may overlap and/or be duplicated during the various 
modes of operation. For example, in any or all of the random 
sequence mode 1604, the Zero-output 1606, and the positive 
feedback mode 1608, the processor 315 may attempt to iden 
tify a sinewave-like wave in the manner described above with 
respect to the positive feedback mode 1608. These and other 
operations may be enacted in parallel and/or in series with one 
another, using the FPGA 310/processor 315 architecture 
described above, or using some other division of labor among 
selected (e.g., programmed) hardware components. 
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0217. Also, as explained above, the drive gain during the 
positive feedback mode 1608 is typically fixed to a high value, 
so that the amplitude of the oscillation may rise exponentially. 
In the digital synthesis mode 1610, however, the amplitude 
may be variable, and may be controlled by a pre-selected 
algorithm that uses the gain as a controller variable. 
0218 FIGS. 19A-19F describe drive signal generation 
during a start sequence for one implementation of the digital 
flowmeter as applied to the bent flow tube 102. FIGS. 20A 
20F describe drive signal generation during the start sequence 
of FIGS. 19 A-19F in more detail. 

0219. The data shown in FIGS. 19 A-19F, as well as in 
FIGS. 20A-20F. are, respectively for each set of figures, raw 
sensor data (one sensor only), filtered weighted Sum of the 
sensor data, the drive gain, the waveform synthesis mode (i.e., 
random filtered start-up sequence, positive feedback or pure 
sine wave synthesis), a flag indicating when there has been an 
update to the feedback delay parameter, and the actual drive 
output. 
0220. In FIGS. 19A-19F, up until just before 1 second has 
passed, the drive output is random while the CODEC 305 
warms up; that is, the flowmeter is operating in the random 
sequence mode 1604. As sensor data begins to be collected, 
again just before 1 second has passed, the Zero-output mode 
1606 can be seen in FIG. 19F. 

0221. As raw and filtered sensor data is collected (FIGS. 
19A and 19B), a drive gain of 10 is applied at approximately 
1.1 seconds (FIG. 19C), whereupon the mode switches from 
the random sequence mode 1604 to the positive feedback 
mode 1608 (through the Zero output mode 1606, as described 
above). In the positive feedback mode, as can be seen from 
approximately 1.02 to 1.04 seconds in FIG.20F, an amplitude 
of the drive signal initially degrades. This loss of amplitude 
occurs despite the fact that the sensor signals (at least approxi 
mately) representan acceptable (resonance) frequency for the 
flow tube 215, because phase of the sensor signals (e.g., FIGS. 
19A and 20A) and the phase of the drive signals (e.g., FIGS. 
19F and 20F) do not match. When the estimated feedback 
delay term is applied as shown in FIGS. 19E and 20E (and as 
explained above with respect to FIG. 18), then the phases 
match more closely, and the amplitude of the drive signal 
begins to grow. 
0222. Once the amplitude reaches the threshold for 
Switching to waveform synthesis, the processes described 
with respect to FIGS. 8-11 are implemented, in which the 
frequency, filter delay, and sine wave parameters are deter 
mined, whereupon the FPGA 315 waits for the relevant Zero 
crossing of the sensor signal, which happens to occur at 
approximately 1.1 seconds in FIGS. 19A and 20A, during 
which time the drive output is momentarily Suspended (see 
FIGS. 19F and 20F). At the appropriate Zero-crossing, digital 
synthesis mode 1610 is implemented, and the amplitude is 
maintained at a stable value. 

0223. It should be understood that, during the digital syn 
thesis mode 1610, the drive gain in FIGS. 19C and 20O might 
be better understood as an attenuation factor controlled by the 
amplitude control algorithm mentioned above, assuming that 
an amplitude of the synthesized sinewave is fixed to a maxi 
mum value. Also, at approximately 1.8 seconds, the ampli 
tude control algorithm determines that maximum drive cur 
rent is no longer necessary, so that reduced current levels are 
generated after this point to achieve and maintain the sensor 
Voltage at the selected set point. 
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0224. In implementing the above-described techniques, 
one body of FPGA code may be used for both the bent and 
straight flow tubes, but various options (e.g., filter coeffi 
cients) may be switched on/off for the different flow tubes. In 
one implementation, within the FPGA code, the drive output 
amplitude should not exceed 50% in the case of the straight 
flow tube 106 (in order to minimize damage thereto). This 
requirement may not be necessary for the bent flow tube 102. 
As a consequence of these differences, a separate FPGA bit 
file may be produced to drive each flow tube type. Nonethe 
less, the same, for example, VxWorks program may be used 
for both flow tubes, simply using different configuration file 
Settings. 
0225. Thus, it can be seen that these implementations for 
generating the drive signal, including the actions of generat 
ing a random sequence to excite permitted frequencies while 
awaiting codec warm-up, implementing positive feedback to 
create a rapid increase in amplitude while Suppressing 
unwanted higher frequencies, and synthesizing a pure wave 
form for continuous operation providing fast and precise 
flow tube control and measurement precision, allows for the 
so advantageous use of a digital flowmeter. 
0226. As referred to above, a digital implementation of a 
flowmeter provides several advantages over analog imple 
mentations, in which an op amp is typically employed to 
provide multiplication of the sensor signal by the drive gain. 
This is due to the fact that op amps are likely to have an upper 
gain limit that will be reached if the damping level of the 
flow tube reaches a certain point (e.g., in the presence of 
two-phase flow). In these situations, stalling of the system is 
likely, as the amplitude of the flow tube drops below necessary 
levels and the feedback loop is not capable of sufficiently 
increasing the drive gain. Moreover, during the start-up 
period before fluid may be (completely) flowing, an initial 
estimate of the drive signal must be selected; selection of a 
gain that is too high may vary the damping level excessively 
and/or introduce undesirable higher harmonics, while too low 
again will not start the flow tube. 
0227. The digital implementations discussed herein may 
overcome these and other difficulties of conventional sys 
tems. For example, there is no practical limit to the drive gain 
that may be applied, and therefore stalling due to insufficient 
gain is extremely unlikely. Additionally, the digital signal 
processing capabilities of digital flowmeters can temporarily 
apply negative gain (i.e., intentionally introducing a 180 
degree phase offset) for the purpose of aggressive flow tube 
vibration control. 

0228. In implementing these and other features, the digital 
transmitter 104 initiates and maintains a flow tube oscillation, 
Such that the drive signals generated by the digital transmitter 
are compensated for phase delays caused by analog and/or 
digital elements within, or associated with, the digital trans 
mitter. In this way, the drive signals have a desired phase 
relationship with the oscillation of the particular flow tube 
being used with the sensor signals detected at the flow tube). 
As shown in the examples above, such control of drive signal 
generation, including phase compensation, may be imple 
mented in a variety of ways, for a number of uses in different 
Settings. 

0229. Moreover, having described the above techniques as 
examples of synthesizing pure sinewaves having desired 
phase characteristics, it should be understood that various 
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other signal modifications also might be implemented, result 
ing in thriller control and flexibility in operating a digital 
flowmeter. 
0230. For example, once the sinewave synthesis param 
eters have been determined as described above, the processor 
315 and/or the FPGA 310 might include a DC component in 
the drive signal(s) when actually synthesizing the sine wave. 
Such a DC component might be useful in, for example, com 
pensating for any observed or calculated offset in the drive 
signal(s), Such as might be caused by component drift. 
0231. As another example, a selected amount of hysteresis 
may be added to the drive signal(s). Such hysteresis may be 
useful in, for example, compensating for magnetic core hys 
teresis that may be associated with magnetic coils used for, 
for example, Velocity sensors. 
0232. As yet another example, it should be understood that 
a plurality of Sinewaves might be generated, each with their 
own frequency, phase and amplitude characteristics. These 
signals might be used to regulate an amplitude of oscillation 
at the desired resonant mode, while simultaneously suppress 
ing undesirable resonant modes (e.g., by applying negative 
gain to suppress unwanted Coriolis modes). The plurality of 
sinewaves also could be used to operate the flow tube in mul 
tiple modes at once. 
0233. Further, the implementations described above may 
simplify a structure and operation of a flowmeter in ways not 
explicitly described above. For example, velocity sensors 
Such as magnetic coils, which often may add size, weight, 
and/or hysteresis (where the latter factor may result in higher 
harmonic content in the sensor signals), may be entirely 
removed during digital synthesis and/or positive feedback 
modes, and replaced with, for example, accelerometers. Such 
accelerometers (or other types of position sensors) may have 
lower size/weight and better hysteresis characteristics than 
magnetic coil velocity sensors. 
0234 Although digital synthesis has primarily been dis 
cussed in terms of sinewaves, it also is possible for some 
implementations to synthesize other waveforms, such as 
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square waves or triangular waves. Such alternative wave 
forms may be useful in various operational settings, and may 
be an addition or an alternative to the use of Sinewave gen 
eration. 
0235 A number of implementations have been described. 
Nevertheless, it will be understood that various modifications 
may be made. For example, the digital flowmeter may be 
implemented to handle two-phase flow conditions (e.g., water 
and gas), and/or three-phase flow conditions (e.g., water, gas, 
and oil), and may be implemented in various flow tube types 
other than those disclosed herein. Accordingly, other imple 
mentations are within the scope of the following claims. 
What is claimed is: 
1. A flowmeter comprising: 
a vibratable flow tube: 
a driver connected to the flow tube and configured to impart 

motion to the flow tube; 
a sensor connected to the flow tube and configured to sense 

the motion of the flow tube and generate a sensor signal; 
and 

a controller to receive the sensor signal and configured to: 
receive a first signal at a flowmeter, the first signal rep 

resenting a motion of a flow tube: 
generate a second signal based on the first signal, the 

second signal being compensated for a phase delay 
associated with an electronic element of the flowme 
ter 

the second signal having a predetermined amplitude 
when the amplitude of the first signal is leans than a 
predetermined threshold; and 

apply the second signal to a driver coupled to the flow 
tube and configured to impart motion to the flow tube. 

2. The flowmeter of claim 1, wherein the generated second 
signal is substantially in phase with the first signal. 

3. The flowmeter of claim 1, wherein the controller is 
further configured to multiply the generated second signal by 
again term prior to applying the second signal to the driver. 
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