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Abstract -- This paper presents a novel architecture of a 

Cognitive Radio (CR) enabled heterogeneous network to obtain 

maximum spectrum efficiency by minimizing the interference to 

the Primary User (PU). In a wideband frequency co-operative 

spectrum sensing, different CR nodes can be assigned to different 

frequency bands to detect the spectrum hole. Spectrum hole is a 3-

dimensional concept, where space, time and frequency are 

involved. By estimating the probable distance, time and frequency 

of primary user and applying transmit power control to the CR 

node, we can maximize the spectrum efficiency. Since in D2D 

(Device to Device) communication, the distance of communication 

is shorter and the propagation delays can be estimated, we can 

perform very accurate transmit power control. Using a 3-

dimensional spectrum detector to detect spectrum holes in space, 

time and frequency will yield higher spectrum efficiency because 

it enhances the degrees of freedom from 1 to 3 and, hence, provides 

flexibility to use resources with lowest probability of interference. 

 
Index Terms— Cognitive Radio, Co-operative spectrum 

sensing, Regression, Heterogeneous network, EDBRA (Estimated 

Distance Based Resource Allocation), EDBPC (Estimated Distance 

based Power control), WCSS (Wideband co-operative spectrum 

sensing), 3-D spectrum detector, Macro spectrum hole detector, 

Support Vector Machine (SVM), 3D RBF (Radial Basis Function) 

 

I. INTRODUCTION 

HIS  paper puts forward a novel architecture and 

implementation of CR based heterogeneous networks. 

Spatial resource exploitation has given way to a number of 

ground breaking wireless architectures, like cell based mobile 

communication using frequency reuse. Similarly, a novel way 

of using time, frequency and codes has provided various 2G 

technologies. Further exploiting the orthogonal property of 

code and frequency has given rise to 3G and 4G networks. 

Cognitive Radio technologies are expected to be very agile in 

structure and resource usage. Interference is the key concern in 

the cognitive radio based networks. If network is heterogeneous 

(which means many types of air interfaces and networks trying 

to access the same radio resources), then demand type for 

resources is also heterogeneous. This requires very nimble 

resource allocation. Agility of resources also requires robust 

margin for error. Distance vector based association of sensing 

frequency and CR communication resources (time, space, and 

frequency) would provide this margin of error in cognitive radio 

systems that can enable practical deployments. However, 

challenge exists at infrastructure and devices interface, where 

infrastructure must provision the D2D setup based on statistical 

models in space, time and frequency domains, such that there is 

almost zero interference probability to the primary user. This 

paper defines the interfaces between infrastructure and device 

which acts as both PU on one interface and D2D device on other 

interface, using controls from the base station of the 

infrastructure network. This is possible because the 

infrastructure will be aware of the possible interferences early 

and more precisely, since infrastructure will be used to setup 

both D2D as well as primary user networks. Furthermore, this 

provides practical deployments because it supports the business 

model of operators, who can discount D2D communication in 

700 MHz or cellular band using CR technologies. 

 

II. BRIEF SURVEY ON CR ENABLED NETWORKS 

There is a substantial progress in Cognitive Radio technology 

literature in recent times. [1] suggests overlaying the D2D 

network on 4G networks and limiting interference temperature 

in order to limit interference to primary user. [2] suggests a 

way of using distance vector to assign frequency of sensing in 

co-operative spectrum sensing, and further enhances it to 

derive a 3D spectrum sensing. [3] narrates the spatial statistics 

of spectrum usage, however time and frequency part was not 

explored to the fullest. [4] and [5] suggest a basic definition of 

the spectrum hole. We use the definition for the spectrum hole 

suggested in [5].  

III. SYSTEM MODEL FOR HETEROGENEOUS CR ENABLED 

NETWORKS 

 

The system model used in this research is shown in Figure 1. 

This figure describes a heterogeneous network with a two-

level CR detection. The D2D communication is overlaid on 

the infra based network.  The spatial parameters come with 

two ranges, one is the cell range and the other is the CR D2D 

communication range. The control plane is divided into CR 

control plane containing the CR control channels, the CR 

sensing channel and the infrastructure control channels. The 

data plane of the network is again divided into the CR data 

channels and the infrastructure data channel. The 

communication resources are defined for the CR network in 

terms of distance, time and frequency (d, t, f). Defining the CR 

communication resource in 3 dimensions provides greater 

degrees of freedom in order to allow a good spectrum agility 

for CR communication. Also switching to newer resources can 

be very granular, when the differential of agility (Δd, Δt, Δf) is 

very fine tuned and optimizable as per the CR communication 

requirement with minimalizing interference to the 

infrastructure network. 

T 
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Figure 1. CR Enabled Heterogeneous Network with D2D 

overlaid on simple cellular network 

IV. SPECTRUM RESOURCE ASSIGNMENT FOR CR USAGE 

The spectrum resource is defined with distance, time and 

frequency (d, t, f,) co-ordinates. It is important to have 

this view of spectrum resource rather than a simplistic 

frequency view to obtain maximum efficiency from 

spectrum agility. The spatial presence of the primary 

user is estimated by the primary user detection 

decision regression on pathloss models. Temporal 

estimation is obtained by the statistical data of PU 

usage in a location and a frequency band. The 

frequency of CR communication is determined by the 

CR requirement as well as the spatial and temporal PU 

presence estimation. The central resource allocator 

will have information about different resources 

available for CR communication. A typical resource 

map of the CR communication resource is as indicated 

in Figure 2??? follows: 

 

 
Figure 2. Resource map at the Cognitive Radio Resource 

Allocator 

 

Where, ti is the time slot of the resource availability. fi is the 

frequency band or individual frequency resource that is 

available. di is the distance from resource allocator. There can 

be two types of resources in this heterogeneous network: 

1. Ris(di, ti, fi) used by cognitive radio to use 

infrastructure based network through the base station 

2. Rd2d(dd, td, fd) used by cognitive radio for device to 

device (or P2P) communication without relying on the 

infrastructure for data channel, but setup or control is 

provided by the infrastructure initially. 

The very nature of classification of the resource types describes 

the heterogeneity in the network topology. [1] describes the 

D2D overlay on a cellular network. But it is still more of two 

network architectures and does not act as a single 

heterogeneous network with a central resource allocator. Single 

heterogeneous networks will have more appeal to infra service 

providers to enable free CR based D2D communication and 

charge for base station to device communication in case multi-

hop communication is required. This makes the proposed CR 

enabled heterogeneous network architecture to be practically 

implementable and acceptable to service providers, rather than 

two-network architectures, where the network service provider 

is in constant conflict with CR interference possibilities. Also, 

same device being PU for device to base station communication 

and CR for D2D communication is an appealing application of 

cognitive radio. 

 

V. 3D SPECTRUM HOLE DETECTION ALGORITHM 

Prior art shows many ways of detection of frequency occupancy 

of the Primary User (PU). In this research, strategy is to find the 

spectrum holes in terms of the distance, time, and frequency (d, 

t, f) using networked infrastructure and use them for cognitive 

radio usage for D2D communication as well as protecting PU 

from any CR interference. Spectrum hole is estimated by 

deploying spectrum hole detectors across, space, time and 
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frequencies. The time factor can be statistically estimated and 

we can assign the probability of occupancy through the 

expected usage model. The spatial spectrum hole detection and 

power control are derived from EDBRA (Estimated Distance 

Based Resource Allocation) and EDBPC (Estimated Distance 

based Power control). Frequency spectrum hole detection is 

performed by obtaining the frequency bands which has no PU 

occupancy.  

The frequency band is divided into lower frequency bands and 

higher frequency bands to form WCSS (Wideband co-operative 

spectrum sensing). Different sensing frequencies are allocated 

according to distance from base station, the devices to detect 

high frequency spectrum are allocated at the longest distance 

from base station and devices to detect lower frequency are 

allocated nearer to base station. With these temporal, spatial and 

frequency spectrum hole detection combined and along with 

D2D power control, the overall chance of obtaining the 

spectrum for CR D2D communication increases and the 

probability of interference to PU usage decreases. 

 

 
Figure 3.    3D Spectrum Hole Detector 

 

 

Further, each of these detectors can be classified into dynamic 

and macro detectors. The dynamic detectors are used to detect 

the spectrum hole in space, time and frequency as they occur. 

Macro detectors are used to obtain a large scale spectrum hole 

depending on the network macros like area of spectrum idle, 

time of spectrum idle and a frequency of spectrum which is 

idle for long duration of time and in an area. The dynamic 

detectors are within D2D module or D2D chip of the mobile 

device and macro detectors are typically a network element 

within the infrastructure based network. Macro detectors are 

information processing elements which extract network 

statistics and identify spectrum holes with high probability. 

 

A typical communication module architecture of the D2D chip 

is given as given in Figure 4. In addition to usual receive and 

transmit chains, the communication module contains spectrum 

sensors. A spectrum sensor can be energy based or more 

advanced cyclostationary based. 
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Figure 4.   D2D communication module in the D2D 

integrated circuit 

 
Figure 5, Typical wide area heterogeneous network with two level 

of 3D spectrum hole detection, with macro spectrum hole 

detection using a network element and dynamic spectrum hole 

detection using the D2D spectrum hole detector module 

 

 

A. Dual layer of spectrum hole detection in 3 dimensions 

 

The generic setup for 5he 2-level spectrum hole detection 

using macro and dynamic spectrum hole detection is given in 

Figure 5. The same model is applied in all 3 domains of 3D 

spectrum hole detector. A  Support Vector Machine (SVM) 

with 3D RBF kernels is used to estimate the spectrum holes. 
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3D RBF is used to transform the data samples collected from 

space, time and frequency and convert it to the feature space.  

 

 

Macro statistical model can be based on decision taken by the 

D2D spectrum hole detector and transmitted to the network 

element with Rd2d (di, ti, fi) indexing. Each of this detected 

holes in the 3 dimensions are stored in the database. By  

mining the database, we can retrieve few of these resource 

chunks with high probability. Apart from this, the specific 

model pertaining to space, time and frequency can be 

deployed, which provides D2D resource map with high 

probability. So basically, we can define a macro statistical 

model based on training of decision from the D2D spectrum 

detector or based on the domain specific models such as 

HMM (for time), Semivariogram (Space) and regression on 

path loss model (distance and hence Frequency). 

 

Each statistical model is described in detail and the probability 

of false alarm and missed detection is arrived are based on the 

statistical nature of these models considering the effect of 

feedback from D2D dynamic hole detection and primary user 

detection. 

 

Table 1. Output of dual layer 3D spectrum detector 

Resource 
name 
Rd(d,t,f) 

Expected 
operating 
range of CR 
D2D device, 
ΔRd (Δd, Δt, Δf) 

Probabilities of 
primary user 
usage within 
the band(Ppri) 

Rd1 ΔRd13 Ppri1 

Rd2 ΔRd23 Ppri2 

Rd3 ΔRd33 Ppri3 

. .  . 

. .  . 

. . . 

Rdn ΔRdn3 Pprin 
 

The output of the spectrum detector is given in the Table 1. 

Output contains Resource co-ordinates in terms of Rd, 

resource range in-terms of ΔRd3 and probability of primary 

user occupying the Resource Rd in terms of range ΔRd3. We 

can have a mean value of probability if ΔRd3 is small or the 

distribution of probability if ΔRd3 is large. For a CR device 

being used for D2D communication, we can use mean value of 

the probability rather than the probability distribution across 

the spear of range. 

 

 
Figure 6. Example 3D Spectrum Hole with defined 

probability of PU usage within the range of operation of 

D2D device in terms of distance, frequency and time. 

 

The range of operation of the D2D device ΔRd (Δd, Δt, Δf) is 

estimated using know transmit power of primary user and 

estimated required transmit power of secondary user. The 

estimated range is assigned to be outside no-talk zone of 

infrastructure network.  In [5], no-talk is chalked, depending 

on the primary user knowledge. This is over simplification of 

problem with elimination of most important function of 

network management. We can flip the problem to find out 

resource which are outside no-talk zone currently and just use 

it. This can be possible if we maintain the hashes of resources 

in one coordinate with mapping to other two co-ordinates. For 

example, we can search resources at current location or 

duration of time or in a frequency band.  Once this scanning is 

done, Resource can be scheduled for usage by D2D device.  

The algorithm for the resource allocation by base station for 

D2D request is as follows: 

We define the mapping  

Φ () :(∆d, ∆t, ∆f) → Η, where H is a feature  space. As we can 

see, there is a 3 dimensional data space, ∆d is the distance 

vector and (∆t, ∆f) denotes time and frequency bands at which 

the spectrum is not used by the primary user. 

We can choose Φ () as a 3D RBF Kernel. Applying this, 

 

 

 

 

 

 

 

 

 
Figure 7. Generic spectrum hole detection in all 3 domains 

(Space, Time and Frequency) using SVM. 

 

We use simple RBF kernels for the 3 dimensions, 

∅(𝑋) = exp⁡(−𝛾|𝑥 − 𝑥|̀ 2)⁡⁡⁡  (1) 

Where γ is a non-zero constant. In (1), We apply these in time, 

space and frequency. We combine the prediction results from 

SVM in these dimensions to obtain the resource map for D2D. 

The generator for each data is 3 dimensional, for each (x, y, z) 

in space we will have corresponding (∆d, ∆t, ∆f). Thus, by 

applying directly on ∆d, ∆t, ∆f, we reduce our analysis from 3 

dimensions to  1-dimension data. Since, space, time and 

frequency resource availability are independent of each other, 

Data collected from 
wide sampling period  

3D RBF using 

Gaussian K(X,X`) 

Obtain hypothesis function 

F(s,f,t) from SVM 
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this  analysis method is valid. Furthermore, SVM provides the 

probability for each expected hypothesis in each domain. So, 

for a given sphere of radius ∆d, we have probability triplets 

(Pd, Pt, Pf). So, the problem of increasing throughput (spectral 

efficiency of combined network) and minimizing d2d 

interference to primary user, will be maximizing these 

probability triplets (Pd, Pt, Pf). 

When we apply a 3D RBF kernel, we try to identify a 3D 

vector which provides the resource map described earlier. The 

algorithm for identifying the primary user is as follows: 

 

 

 

  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

The macro hypothesis obtained is a function in the 3D macro 

detector over (∆d, ∆t, ∆f), which can be written as f (∆d, ∆t, 

∆f). Hypothesis can change in space, frequency band and time. 

But assumption is that it will stationary enough to exploit the 

hypothesis, which are given by Δ over each dimension.  

 

However, for simulation, we model micro detection separately 

for time, space and frequency using Hidden Markov Model 

(for time), Semivariogram (space) and Gaussian (for 

frequency). These three source generators are combined to 

form a vector of (∆d, ∆t, ∆f) in Python simulation setup. With 

these 3 separate sources, the spectrum usage can be accurately 

modeled.  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 
Figure 10. Spectrum holes considering random 

distribution in all 3 dimensions. 

 

Considering the random distribution of vacant space, time and 

frequency resources, The distribution is as in Figure-10. But 

however as measured in real scenario of wireless spectrum 

utilization, we find that spectrum holes are distributed across 

time, frequency and space as close to HMM, Gaussian and 

semivariogram as given in [2] and [3]. So, we train the 3D 

SVMs according to these distributions, individually and apply 

models in 3D detection to get cumulative detection.  

 

Data generation for the simulation is obtained from 3 sources, 

time, frequency and distance vector.  For time based spectrum 

hole, we use Hidden Markov Model (HMM) based duty 

cycling. For distance/space vector we use Semivariogram as 

indicated in [5] and for frequency we use Simple Gaussian 

across the space. Overall setup for simulation is as in Figure 

11. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Obtain the primary user map by using micro-detection 

across the network 

Feed the obtained resource map to SVM based 3D 

macro-detector 

Form a map of resource usage from micro-detection by 

using infra network. Resource is defined by R(d,t,f) 

Obtain a high probability (higher spectrum efficiency) 

and low error (and hence lower interference to primary 

user) hypothesis about spectrum hole from 3D SVM 

Figure 8. Data collection and macro hypothesis 

detection using SVM in actual D2D overlaid on 

the heterogeneous network 

Generate the time, frequency and space data 

separately using appropriate generator and 

combine them to form the 3D vector space 

Feed the obtained resource map to SVM based 

macro detector 

Form a map of resource usage from micro 

detection by using infra network. Resource is 

defined by R(d,t,f) 

Obtain a high probability (higher spectrum 

efficiency) and low error (and hence lower 

interference to primary user) hypothesis about 

spectrum usage from SVM 

Figure 9. Simulation setup for SVM based 

macro hypothesis for spectrum usage. 

HMM basedTime 

spectrum hole 
generation 

Semivariogra

m based space 
spectrum hole 

generation 

Gaussian based 

Frequency spectrum 

hole generation 

RBF based SVM 
to train on the 

Time data and 

predict time hole 
/(x,y,z) 

RBF based SVM to 

train on the 
Space/distance 

Data and predict 

the space spectrum 
hole /(x,y,z) 

RBF based SVM to 

train on the Frequency 

Data and predict the 
frequency spectrum 

hole /(x,y,z) 

Combine all three hypotheses to form high 

probable and low interference resource map 

for D2D communication 

Figure 11. Python based simulation setup for obtaining 

highly probable hypothesis for 3D spectrum hole 

detection. 
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B. Temporal spectrum hole detection 

1) Macro temporal spectrum hole detection 

In real deployment, temporal spectrum hole sample is obtained 

using big data server located in NMS. No distribution is 

assumed. Distributed temporal spectrum sensors provide their 

inputs to NMS. This is combined at NMS using majority rule 

and forms temporal resource map, across space and frequency 

band. 

 

As denoted in [3], we can use Hidden Markov Model to model 

the duty cycle of the spectrum occupancy. For lack of field 

data, we model time duty cycle using first order HMM.  

 

 
Figure 12. Time based spectrum hole (red -> occupied, 

blue -> empty) 

 

 

C. Spatial spectrum hole detection 

1) Macro spatial spectrum hole detection 

In real deployment setup, spatial spectrum hole information is 

obtained using distributed spectrum sensors, which would send 

the spatial hole information to NMS, through cooperative 

spectrum sensing.  

 

For simulation, we use semivariogram model to simulate 

spectrum hole generation. Semivariogram is defined by the 

function in (2): 

 

�́� =
1

2𝑁(ℎ)
∑ (𝑍𝑖 − 𝑍𝑗)

2
𝑁(ℎ)    (2) 

  

h is the assumed distance of separation; Zi and Zj are two points 

in the space and N(h) is number of points separating Zi and Zj.  

 

 

 

 
Figure 13 . Distribution of holes in space, when considering 

semivariogram distribution 

 

It is widely known that there are huge geographical regions 

where spectrum utilization is very low among some frequency 

at some time, as well as most of the frequencies and most of the 

time. In [3] various semivariogram based correlation models are 

introduced. Many empirical results are derived for UMTS, 

WLAN and DVB-T wireless networks. These results can be 

applied to find out point where correlation becomes zero. This 

also marks “Spatial spectrum hole” for a frequency band. In this 

research, we use this detection technique to sweep space with 

frequency band of interest and check for zero correlation to flag 

spatial spectrum hole. Detection of the spatial Macro spectrum 

hole must be done with Macro spectrum hole detector, which is 

a part of networked infrastructure. 

 

D. Frequency spectrum hole detection 

1) Macro Frequency spectrum hole detection based on idle 

frequency 

 

Frequency distribution is assumed to be Gaussian as given in 

[3] as given below 

 

  
Figure 14. Frequency holes distribution assuming mean as 

500 MHz and variation of 5 MHz 
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Assume Gaussian distribution and with mean of 500 MHz and 

variation of 5 MHz Typical vacant spectrum with random 

bandwidth is shown in Figure-13.  

 

 

So, with this simulation setup we train 3D SVM spectrum 

detector.  

 

VI. ERROR IN DETECTING THE SPECTRUM HOLE USING 3D 

DETECTOR 

 

Total error in detecting spectrum hole is union bound of errors 

in detection in all 3 domains. As analyzed in [17], the SVM 

error has two parts, sampling error and regularization error. As 

also indicated by [18], the SVM error is given by 

generalization error. [18] goes into details of SVM error in 

terms of loss function and Risk associated with loss function. 

[18] also suggests using relative loss function w.r.t target 

function f. The error in misclassification of spectrum hole is 

misclassification error of SVM classifier after training. If X is 

the input data and Y is the classifier output, we get 

misclassification error from SVM defined in (3): 

 

𝑒(𝑠) = 𝑃[𝑠(𝑋) ⁡≠ 𝑌]   (3) 

Where s(x) is given by as in [18]: 

𝑠(𝑥) = 2𝑋1{𝑃(𝑌 = 1|𝑋 = 𝑥) >
1

2
⁡} − 1  (4) 

Where s(x) in (4) is misclassification error minimizer. 

However, for simulations, we use python package sklearn and 

accuracy function to obtain estimate error rate (error rate = 1 – 

accuracy). For different parameters of gaussian, 

semivariogram and HMM duty cycle, we insert confusion 

matrix to obtain error bounds of the SVM classifiers. Since we 

are dealing with binary classification problem of detecting the 

spectrum hole, we can use confusion matrix to obtain, true 

position (tp), false positive (fp), true negative (tn), false 

negative (fn) using confusion matrix we obtained. After many 

trails, we obtain average values of these measures.  

 

For each svm classifier we can define following equations (5) 

and (6): 

 

Probability of missed detection, Pm= 
𝑓𝑛

𝑡𝑛+𝑓𝑛
   (5) 

 

Probability of false alarm, Pf =   
𝑓𝑝

𝑡𝑝+𝑓𝑝
    (6) 

 

Assuming the total system probabilities are union bound of 3D 

detectors, which are independent of each other. We obtain the 

overall detection probabilities as: 

 

System level missed detection probability is given by (7): 

 

 

𝑃𝑚𝑠𝑦𝑠 ⁡= ⁡1 −⁡(1 −⁡𝑃𝑚𝑑)⁡(1 − 𝑃𝑚𝑡)(1 − 𝑃𝑚𝑓)⁡ (7) 

 

Where, 

Pmd: Probability of missed detection in space 

Pmt: Probability of missed detection in time 

Pmf: Probability of missed detection in frequency  

 

 

System level false alarm probability is given by (8): 

 

𝑃𝑓𝑠𝑦𝑠 ⁡= ⁡1 −⁡(1 −⁡𝑃𝑓𝑑)⁡(1 − 𝑃𝑓𝑡)(1 − 𝑃𝑓𝑓)   (8) 

 

Where, 

Pfd: Probability of false alarm in space 

Pft: Probability of false alarm in time 

Pff: Probability of false alarm in frequency  

 

With these news metrics for measuring effective detection of 

spectrum holes, we obtain following heuristics for interference 

and spectrum efficiency of the overall network.  

 

Interference to PU is directly result of missed detection, hence 

depends on Pmsys. It also depends on the speed of actions after 

detecting, we can this switching time. In this research, we just 

correlate Interference to PU to accuracy of 3D SVM spectrum 

hole detector. considering detection is a continuous process 

after spectrum being occupied. Assuming that interference 

directly depends on probability of missed detection of PU, we 

can say  

 

𝐼𝑝𝑢 = 𝐾𝑃𝑚𝑠𝑦𝑠 

 

Where Ipu is the Interference to PU and K is proportionality 

function. This can be written as: 

 
𝐼𝑝𝑢 = ⁡𝐾(𝑑, 𝑡, 𝑓)(1 −⁡(1 − ⁡𝑃𝑚𝑑)(1 − 𝑃𝑚𝑡)(1 − 𝑃𝑚𝑓))⁡⁡⁡ 

      

  

𝐼𝑝𝑢 = ⁡𝐾(𝑑, 𝑡, 𝑓)(1 −⁡(1 −⁡
𝑓𝑛𝑑

𝑡𝑛𝑑 + 𝑓𝑛𝑑
⁡) (1 −

𝑓𝑛𝑡
𝑡𝑛𝑡 + 𝑓𝑛𝑡

) (1 −
𝑓𝑛𝑓

𝑡𝑛𝑓 + 𝑓𝑛𝑓
⁡))⁡⁡⁡ 

 

Where K(d,t,f) is an interference proportionality function 

dependent on space, time and frequency, it can be further 

divided into components in space, time and frequency. But 

separability of the function into subcomponents may depend 

on model we select for this function, which is beyond scope of 

this paper. We assume K(d,t,f) partially differentiable w.r.t to 

d, f and t independently and is completely separable in time, 

space and frequency.  

 

For a minimal interference to PU, we need to meet the 

necessary condition 

 

𝛻𝐼𝑝𝑢(𝑑, 𝑡, 𝑓) = 0 

 

Taking partial derivative in each domain we get. 

 
𝜕(𝐼𝑝𝑢(𝑑, 𝑡, 𝑓))

𝜕𝑑
= 0 

 
𝜕(𝐼𝑝𝑢(𝑑, 𝑡, 𝑓))

𝜕𝑡
= 0 
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𝜕(𝐼𝑝𝑢(𝑑, 𝑡, 𝑓))

𝜕𝑓
= 0 

 

Where we assume this gives us extremum and all partial 

derivative exist at a point (d0, t0, f0). So most optimal value for 

the resource block that minimizes the interference to PU is 

given by (d0, t0, f0). Following this optimization technique, the 

infrastructure can assign the resource blocks to CR 

communication. Apart from this we can use multivariable 

stochastic gradient descent algorithm to find most optimal 

values of resource blocks to be assigned for CR 

communications. 

 

Substituting the four probability components (tp, fp, tn, fn) in all 

3 dimensions into equation, we get 

 

Highest missed detection probability that can be allowed is  

 

𝑃𝑚𝑦𝑠 = ⁡ (1 −⁡(1 −⁡
𝑓𝑛𝑑0

𝑡𝑛𝑑0+𝑓𝑛𝑑0
⁡) (1 −

𝑓𝑛𝑡0

𝑡𝑛𝑡0+𝑓𝑛𝑡0
) (1 −

𝑓𝑛𝑓0

𝑡𝑛𝑓0+𝑓𝑛𝑓0
⁡))⁡⁡⁡--(8) 

 

 

Corresponding to resource block (d0, t0, f0) 

 

 

Apart from interference, we need to also obtain the optimal 

throughput of CR network with Ipu = Ipu(Qspec) as a constraint   

 

Throughput of the CR network can be defined in equation (9): 

 

 𝑇𝐶𝑅 =⁡
𝑁(𝑑,𝑡,𝑓)

(1−⁡(1−⁡𝑃𝑓𝑡)∗(1−𝑃𝑓𝑑)∗(1−𝑃𝑓𝑓))
      (9) 

 

Where N(d,t,f) is the throughput proportionality function. 

Again here we assume that N(d,t,f) partially differentiable 

w.r.t to d, f and t independently as below: 

 

𝑇𝐶𝑅→𝑇𝐶𝑅(𝑜𝑝𝑡𝑖𝑚𝑎𝑙) =⁡
𝑁(𝑑,𝑡,𝑓)

(1−⁡(1−⁡𝑃𝑓𝑡)∗(1−𝑃𝑓𝑑)∗(1−𝑃𝑓𝑓))
    | Ipu = Ipu(Qspec) 

                         

 

With constraints from Qspec as Ipu = Ipu(Qspec) , best throughput 

for CR can be obtained by assign resource block   (d0, t0, f0). 

Throughput at this point is given by (10) 

 

 

𝑇𝐶𝑅 =⁡
𝑁(𝑑0,𝑡0,𝑓0)

(1−⁡(1−⁡𝑃𝑓𝑡0)∗(1−𝑃𝑓𝑑0)∗(1−𝑃𝑓𝑓0))
    (10) 

        

 

As we see throughput of the CR network will be constrained 

by Qspec requirement of primary user network. The 

specification of tolerable interference to primary user will 

determine throughput achievement of the CR network. We 

limit our scope of the work to formulation of optimization 

problem and obtaining the bounds of throughputs of CR 

network as a function of probabilities of misclassifications. 

Further work can be carried out w.r.t to transmit power and 

interference reduction through better 3D classifiers.  

 

 

 
Figure 15. Throughput mapped to 3D false alarm 

probabilities for a given Qspec 

 

As we can see from the Figure-15, Throughput almost doubles 

by reducing the false alarm probabilities in space, time and 

frequency. So, constraining for lower interference to PU and 

improving false alarm can provide higher throughput to Cr 

based D2D networks. As shown in the color map of 3D 

simulation results, the throughput is maximum at lowest false 

alarm probabilities. It almost halves when false alarm 

probabilities go close to 0.3. Throughput here is measured in 

bits/sec/Hz/unit area.  

 

VII. ALGORITHM FOR SPECTRUM ALLOCATION USING 3D 

SPECTRUM HOLE DETECTOR 

 

Further algorithm for the spectrum resource formation at the 

central infrastructure node is given by as shown in Fig-4. 

Central part of algorithm is Quality of spectrum requirement 

for infrastructure network, which we define as Qspec. Key 

innovation in this research is to dynamically know required 

Quality specification (Qspec) of Primary user spectrum. Once 

the quality requirement is known to both infrastructure 

monitoring the CR network and the CR nodes, the interference 

can be mitigated as shown in the above equations. So, the 

problem of minimizing PU interference is problem of solving 

the classifier whose error probability or RoC characteristic 

satisfies the Qspec constraints.   
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Figure 16. Algorithm for Qspec Optimization 

 

 

 

 

VIII. OPTIMIZATION OF QSPEC 

 

Typically, the optimization problem in Cognitive Radio 

technologies are derived based on the time and probability of 

missed detection and the probability of false alarm, which in 

turn need to determine the secondary user data rate and 

protection to primary user. [5] advocates metrics which are the 

measurement of uncertainty and area recovered. However, it is 

difficult to compare two network topologies with these 

metrics. Absolute measurement of improvements obtained 

using Cognitive in terms of bits/sec/Hz. This would provide 

spectral efficiency improvements. When we normalize 

spectrum efficiency w.r.t existing spectrum efficiency of a 

network without CR and after deploying CR, we obtain 

improvements in spectral efficiency. We define CR gain as  

 

CRgain = 

prim

primCR

SpecEff

SpecEff 
 

 

primCRSpecEff  is the spectrum efficiency of network with 

CR deployment 

imSpecEff Pr is the spectrum efficiency without CR 

deployment 

 

CR technologies comprise of network topology, sensing 

technique and protocol definition. So, to capture all these to 

prove merits of CR deployments, we need to provide a metric 

to prove the improvements in spectrum efficiency. 

 

 

But since improvement in spectrum efficiency has to be 

constrained by the quality of spectrum usage by primary user, 

we constraint CRgain with Qspec , thus we can define the 

optimization problem as  

 

CRgain = 

prim

primCR

SpecEff

SpecEff 





Qspec = Qspec(opt) 

where, Qspec(opt) is the quality of interference free spectrum 

required by the primary user. 

 

 

 

IX. FUTURE WORK AND ENHANCEMENT CURRENTLY BEING 

CARRIED OUT 

 

Obtaining the tradeoff of spectrum efficiency and quality of 

spectrum using Qspec will be a ground breaking research in 

spectrum agile networks. Also using D2D transmit power 

control can make this research deployment ready. Both are 

currently being researched in a broader set of experiments. 

Apart from the single hop network assumed in this paper, 

multihop D2D network with dynamic CR resource allocation, 

along with mobility will result in interesting scenarios. Better 

machine learning algorithms, like deep reinforcement learning 

and hierarchical reinforcement learning are also explored. 

Most of the optimization problems we formulated in this paper 

will be solved in the our future experiments. 
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