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ABSTRACT 

The increasing demand for efficient energy storage and conversion in a low-cost, safe 

and sustainable manner has attracted considerable research efforts. In particular, the 

research community investigates candidate materials suitable for energy applications 

such as Li – ion batteries and solid oxide fuel cells. As many key factors of energy 

systems depend on the properties of their constituent materials, the relation between the 

materials properties and their applicability in devices is important. The aim of the 

present thesis is to examine promising systems and provide a deeper understanding on 

their atomic-scale mechanisms with respect to their potential performance. Density 

Functional Theory (DFT) calculations are employed to investigate the defect chemistry, 

doping processes, electronic structure and ionic diffusion in Li2ZrO3, Li2CuO2, 

Li2SnO3, Li2RuO3, Li3SbO4, Li3NbO4 and anatase TiO2. Theoretical modelling 

provides advanced insights on the intrinsic processes and relative energetics, governed 

by point defects. Overall the dominant mechanisms are identified as well as the 

structural modifications under doping and / or mechanical strain. The presented results 

are expected to motivate further research through both theoretical and experimental 

techniques.  
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CHAPTER 1 

Introduction 

Among the most challenging fields in the modern research is the generation and storage 

of energy in a cleaner and environmentally friendly approach. Research in Li+- ion 

batteries and solid oxide fuel cells (SOFCs) aims to address future energy demand by 

achieving higher energy efficiency at a lower cost1, 2. Chemically stable materials able to 

undergo high rates of charge / discharge cycles in a fast and efficient way will boost the 

advanced technologies of portable electronics and electric vehicles3, 4 as promising 

alternative power sources to burning fuel and internal combustion engines. Vehicle 

electrification is considered as the main key-enabling technology to the decarbonization 

of long range road based transportations5 and the required reduction of oil usage due to 

limited resources globally6. Optimizing energy materials is of crucial importance from 

both a scientific and technological perspective7.  Furthermore, the demand for the rapid 

reduction of the greenhouse gas emissions with the has been officially confirmed through 

the Paris agreement in 20168. Technical requirements such as high power and energy 

density are necessary and under investigation presenting considerable progress, whereas 

recent advances in electrode performance enhancement through nanosized and 

nanostructured materials are constantly updated9. In addition, battery technology has to 

overcome limitations10 such as low thermal stability, capacity reduction at high current 

and cycling rates as well as safety issues such as flammability. The motivation of this 

work is to investigate advanced materials as potential candidates for efficient energy 

applications. In this Chapter, the scientific background as well as the research orientation 

is described.   

 



 

2 

  

1.1 The evolution in materials science  

The key factors of energy systems depend on the properties of their constituent 

materials11. Therefore, the growing field of nanoscience and nanotechnology revealed 

numerous attractive possibilities. Design, discovery and industrial exploitation of high-

performance materials as well as tuning their properties according to the potential 

application has been among the primary ambitions of the research community12. Efficient 

synthesis methods (sol-gel, sputtering, and plasma) as well as characterization techniques 

provide a toolbox to build nanostructured phases that lead technology in new horizons13. 

However, the investigation of energy materials demands a fundamental understanding of 

their properties in the atomic scale, to provide a predictive role synergetically with 

experiment. Most of the materials properties are strongly connected with the 

crystallography in conjunction with the electronic configuration of atoms as well as 

bonding. In addition, many processes occur concurrently that should be investigated 

separately and in conjunction with each other. Thus, the relation between the materials 

properties and their potential applicability in energy devices is crucial and has intrigued 

the scientific community.  

 

1.2 Energy challenges  

To overcome the limitations in energy applications, one should consider what type of 

properties the component materials should exhibit. This is in direct connection with the 

atomic scale mechanisms and intrinsic processes. Diffusion of atoms is a fundamental 

process of significance in solids14 and atomic scale modelling investigations can be used 

to derive the diffusion mechanisms and dynamics. Electrochemical cells / devices are able 

to convert chemical energy to electrical in terms of differential potential between the 
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electrodes. For efficient operation, the atoms should have a low activation energy of 

migration through the electrolyte during charge / discharge and thus, diffusion is of 

crucial significance affecting the storing of energy, capacity, power density and 

cyclability. Additionally, being able to predict the mechanisms such as electronic and 

ionic conduction can complement interpretation of experimental results including surface 

structures and doping effects. The electrode components in batteries are considered as 

limiting factors, as the cyclability is strongly connected with the overall capacity, whereas 

the electronic properties affect the cell voltage of the device. Among the fundamental 

criteria for a candidate material must be fast ion migration and structural stability that 

undergoes the repeated charge / discharge cycles. In essence, these mechanisms involve 

the movement of atoms in the material and it is unsurprising that atomic parameters 

influence diffusion. The atomic configuration and oxidation state for every element as 

well as its position in a lattice are strongly connected with the redox reactions and 

transition mechanisms. Additionally, the cation diffusivities within the cathode and 

electrode corresponds to the maximum rates for charge and discharge, the determining 

factor of power density. Furthermore, the cell tolerance of charging cycles is essential to 

the longevity of the cathode – electrode – anode coupling. Li+ exhibits an attractive set of 

properties. First, it presents the lowest reduction potential among other elements enabling 

Li+ batteries to operate at the highest possible cell potential. In addition, it is the third 

lightest element with a small ionic radius (0.76 Å)15. Formulas based on Li+ allow the 

electrochemical cells to have high gravimetric and volumetric capacities. States of 

structural disorder in the anion sublattice can impact the material properties and the 

diffusion of intrinsic point defects. This is a common perspective in energy related 

materials, where intrinsic disorder and doping effects can influence the formation (e.g. 
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concentration of point defects mediating diffusion) and the migration (e.g. the energy 

barriers for diffusion) processes. 

 

1.3 Tailoring in the nanoscale  

The aim of this thesis is to investigate the intrinsic defect processes of specific promising 

systems, suitable as candidates in energy storage applications such as Li+-ion batteries. A 

greater insight into the defect properties of energy materials is crucial to gain a better 

understanding of their electrochemical behaviour. The principles and models of 

condensed matter physics provide the ability to get advanced insights on the atomistic 

phenomena16. In particular, with the continuous growth in computer power during the last 

decades, computational methods gained a major role, with successful applications in solid 

structures and dynamics17. The theoretical background of quantum mechanics as well as 

the point defects in solids are some of the powerful tools for atomic scale structures. In 

the present thesis, atomistic modelling is employed to predict and characterize structures 

and properties of complex materials while acting synergetically with experimental 

studies. Investigation of the intrinsic defect processes provide insights on the physical 

phenomena and the energetics of point defects in order to identify the dominant 

mechanisms that influence the materials performance. Notably, this approach has to be in 

accordance with experimental results and based on a vast knowledge of previous studies 

and relevant literature.  
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1.4 Outline of thesis  

Atomistic modelling methods are used as a predictive approach of the defect processes in 

energy materials.  In this regard, properties such as structural parameters, defect chemistry 

and doping as well as their connection with the diffusion mechanisms is discussed.  

In Chapter 2, the research challenges, issues and concerns are described in conjunction 

with previous works and literature. 

Chapter 3 presents the theoretical background of point defects. The Kröger-Vink notation 

is introduced to describe point defects as it is applied in the following chapters. 

Additionally, the different types of intrinsic defects in a crystal is explained in conjunction 

with the required principles of condensed matter physics. Furthermore, the defect 

concentrations and thermodynamics as well as the mechanism of diffusion and doping 

processes are discussed. 

Density Functional Theory is described in Chapter 4. At first, an introduction to the 

quantum mechanical formulation is provided as well as the two fundamental 

mathematical theorems by Kohn and Honenberg. Then, the exchange – correlation 

functional with respect to the different approximations (LDA / GGA), plane wave basis 

and K-Points are described as they are methodologically important. Furthermore, the 

Density of States (DOS) as a valuable tool for the description of the electronic structure 

characterization of materials is introduced. Finally, the CASTEP code is described and 

comments on the calculations are provided. 

Chapter 5 presents the intrinsic processes in Li2ZrO3.  Overall, the defect chemistry, 

doping effects and electronic structure of the material is investigated. Initially, the 

energies for the Frenkel, antisite and Schottky defects are calculated in order to identify 

the dominant mechanism. Then, doping with divalent, trivalent and tetravalent elements 
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on the Zr4+ site is investigated with respect to the association with O2- vacancies and their 

binding energies are discussed. Additionally, the effect of the doping processes is 

analysed in terms of the partial density of states (DOS) of the material. 

In Chapter 6, the defect chemistry, Li+ diffusion and trivalent doping in Li2CuO2 is 

reported. In essence, the system is investigated as a potential cathode material based on 

the dominant mechanism of the defect processes and the Li+ activation energy of 

migration. The introduction of dopants in the host lattice provide further insights on the 

materials behaviour. 

Chapter 7 reports on the intrinsic defects in Li2SnO3 and Li2RuO3. The doping processes 

as well as the Li+ diffusion pathways are investigated in both materials. Furthermore, their 

electronic structure is analysed and discussed. 

Chapter 8 considers trivalent doping, electronic properties in intrinsic defects in Li3SbO4 

and Li3NbO4. Here, the energies of the dominant mechanisms are calculated, and trivalent 

doping is investigated as a promising technique to enhance the materials’ performance. 

An extended analysis and discussion on the PDOS are provided for completeness. 

In Chapter 9, anatase TiO2 is considered as a potential candidate material for 

photocatalytic and battery applications. The investigation of Li+ and Na+ doping in 

interstitial sites and their migration mechanisms in TiO2 is reported. Additionally, the 

intrinsic F- / N+ defect cluster formation through various configurations is discussed. 

Furthermore, the investigation of strain applied in the crystal and their association with 

the band gap of the material is considered. 

Concluding remarks and future work are discussed in Chapter 10. Here, the outcomes of 

the research included in the present thesis are summarized and the potential for further 

investigation of energy materials is provided. 
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CHAPTER 2 

Literature Review 

 

2.1. Introduction 

The research community has been engaged in considerable efforts to face the challenges 

of future perspectives in energy storage applications. The global interest in sustainable 

energy has addressed the crucial significance of the discovery, design and exploitation of 

new materials that will ensure high performance in a clean environmental friendly and 

low-cost agenda1, 2. Suitable candidate materials should exhibit excellent cycling charge 

/ discharge rates, high capacity and chemical stability3, 4. So far, a variety of experimental 

and theoretical studies have focused in the synthesis and characterisation of new and 

promising compositions whilst the connection of specific properties with the defect 

chemistry and intrinsic mechanisms is gaining a continuous attention and interest. In this 

section the limiting factors and challenges in energy applications such as Li+ ion batteries 

technology are addressed while providing the background based on previous studies and 

recent trends. The technological developments as well as the scientific strategies to 

improve performance characteristics5, 6, 7, 8 are considered. Well established compounds 

and new promising materials are presented whilst the associated terminology of 

conduction mechanisms and electrochemical reactions is also provided.  

 

2.2. Pioneering materials  

The requirements for solid-state lithium batteries with better capacity, safety, cycle 

performance, and durability have generated interest in materials with high lithium ion 

conductivity 9, 10, 11, 12, 13, 14. Different types of materials are being considered for energy 
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applications15 while there is an increasing research interest in improving their properties 

and performance16, 17. Since the early ‘1990s, Sony Li+-ion battery manufacturing and the 

recently employed Panasonic batteries for Tesla electric vehicles have made Li-ion 

batteries of particular interest to the industry and research communities18, 19, 20. The 

interest in this field has increased rapidly. The design principles for super-ionic 

conductors are continuously updated when it comes to both electrodes and electrolytes21, 

22. As Li+ exhibits a very low reduction potential, Li+ based batteries present a very high 

cell potential. This scheme obtains, a high-power density and gravimetric / volumetric 

capacity. The positive (cathode) and negative (anode) are host structures where the guest 

Li+ ions are accommodated. Table 2.1 includes the electrochemical performance 

properties for potential candidate materials in energy storage applications.  

 

Table 2. 1 Electrochemical potential parameters and units of candidate materials for 

energy storage applications 

Property Units 

Gravimetric Capacity mA·h g-1 

Volumetric Capacity mA·h cm-1 

Gravimetric Energy Density W·h kg−1 

Volumetric energy Density W·h L-1 

Ionic / Electronic conductivity Ω-1 m−1 

Diffusion coefficient m2 s−1 

 

The intercalation compounds are categorised into several groups depending on their 

crystallography such as layered, spinel, olivine, borate and tavorite. Li+- rich materials 

include compositions where more than one Li+ – ion per formula can be extracted during 

charging. Furthermore, the point defect formation and migration enthalpies are strongly 
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connected with the cationic vacancies to become the most important charge carriers in 

these structures23. Several selection criteria for electrode materials should be taken into 

consideration such as electrochemical potential, particle size (ionic radius) and 

electronegativity. 

  

Among the most commercially successful cathode materials are LixCoO2 layered crystal 

structures24, whose formula is described as ABO2 where A is an alkali metal ion and B 

corresponds to a transition metal. The crystallographic structure is illustrated in Figure 

2.1. Both of the A and B species are surrounded by octahedral configurations of oxygen 

atoms occurring to alternate layers within the structure. Notably, these structures often 

exhibit transformation and coexistence of different phases, affecting the overall 

performance in conditions of inclusion and removal of the alkali cations.  

 

 

Figure 2.1. The crystallographic structure of LixCoO2. 
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So far, the most applicable cathode compound used in electrochemical cells has been 

LiCoO2 (LCO)25. However, despite LCO’s theoretical capacity, a structural instability is 

reported at high rates of delithiation (above 50%), a major issue already being addressed 

when designing new materials. Furthermore, the high cost of Co ($33.000 / Kg), poor 

thermal stability (Melting point is 1768 K) and toxicity (The immediately dangerous to 

life and health - IDLH value is 20 mg/m3)26 required alternatives based on similar 

structures27. The substitution of Ni and Mn at the transition metal site offers promising 

possibilities if this overcomes the transition of the layered structure to spinel. 

Computational studies28 have reported on the LiCoO2 electronic and transport properties 

where the barrier for Li mobility is estimated at 0.44 eV. LiNiO2 (LNO) is proposed as 

an attractive alternative due to its similar theoretical capacity to LCO and high energy 

density, however the Li+ /Ni4+ antisite formation (cation exchange) is reported as the main 

factor justifying its poor rate performance, as Li+ migration pathways are blocked during 

synthesis and delithiation29. Furthermore, LiMnO2 (LMO) has attracted significant 

interest as Mn is much cheaper and less toxic than Co or Ni. The limited cycling 

performance however is attributed to the structural transition from layered to spinel 

during Li+ ion extraction where a considerable leak of Mn3+ during cycling is under 

investigation. 

Despite the majority of commercialised Li+ - ion electrochemical cells using LiMO2 

(M=Co, Ni, Mn, Al, Co) layered oxides as cathode materials, high voltage spinel oxides 

(AB2O4 cubic) have been also extensively investigated30. The most famous 

commercialised spinel oxide is LiMn2O4, whose structure is represented in Figure 2.2 

and with its general composition being LiMn2-xMxO4, where M corresponds to the 

transition metal element. The material shows a 3D Li – ion transport and recent studies 
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in doped Mn3+ spinels (including elements such as Ti, Cr, V, Cu, Co, Fe and Ni) report 

on the reduced Li+ migration energy barrier for Co and Cu doping processes. Investigation 

into the defect chemistry of spinels suggests that cation antisite formation is the most 

favourable intrinsic defect. 

 

Figure 2.2 The crystallographic structure of LiMn2O4 spinel.  

 

Polyanion compounds are a new class of potential cathode materials. Phosphate structures 

of the LixMPO4 formula such as olivine-type LiFePO4
31 (A2BO4 based on magnesium 

iron silicate - Orthorhombic lattice) present relatively high rates of ionic diffusion through 

1D pathways with a very low activation energy of migration (0.1 – 0.2 eV). Figure 2.3 

illustrates the LiFePO4 crystallographic structure. System whose lattice positions are 

occupied by (XO4)
3- (X=W, S, P, Mo, As and Si) polyanion frameworks correspond to an 

increased redox potential and high phase stability32. Despite the high-power capability 

and thermal stability of LiFePO4, the low electrical and ionic conductivity limit its 

applicability for commercial exploitation. Thus, particle size reduction, carbon coating 
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and cationic doping are considered as promising strategies to improve the materials 

properties. The most favourable intrinsic defect is the Li / Fe antisite effect33, 34, also 

reported for other olivine structures LiMPO4 (M=Mn, Co, Ni) as well11.  

 

Figure 2.3 The crystallographic structure of LiFePO4 olivine-type phosphate. 

 

Notably, LiCoO2 exhibits the highest electronic and ionic conductivity compared to 

LiFePO4 and LiMn2O4. A comparable study35 on the kinetics of Li+- ion transport at 

LiCoO2, LiMn2O4 and LiFePO4 cathodes (with layered, spinel and polyanion structures 

respectively) reports on the lithiation / delithiation processes, whereas the compatibility 

of those structures with the LiC6 anode is also discussed. Specifically, electrochemical 

impedance spectroscopy (EIS) has been applied to estimate the charge transfer resistance. 

LiFePO4 corresponds to the lowest value of 6.0 Ω followed by 55.4 Ω and 88.5 Ω for 

LiCoO2 and LiMn2O4 respectively. The trend is also followed by the charge transfer 

activation energies, however the current density for the three cathodes is reported to 
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exhibit comparable values (0.55·10−2  – 1·10−2  mA cm−2 at T = 298 K). Notably, in this 

study the theoretical capacities correspond to 120 mA·h g-1 for LiMn2O4, 140 mA·h g-1 

for LiCoO2 and 170 mA·h g-1 for LiFePO4. 

Anode materials have been also investigated with respect to their electrochemical reaction 

with Li+ - ions36. As the main duty of the anode material is to carry on the delithiation 

process during charging, the cell will reach a fully charged state when the cell voltage is 

at its maximum value37. The most commercially exploited anode has been conventional 

graphite in conjunction with LiCoO2, LiMn2O4 and LiFePO4 as positive electrodes. 

Optimising the graphite structural modification would be beneficial for the battery’s 

performance. The introduction of fluorine is proposed to improve the Li-ion diffusion 

through the graphene layers and lead to a capacity increase. Furthermore, this doping 

process is questionable as the delithiation process is not affected. The anode and cathode 

in the electrochemical cell are separated through an electrolyte material. Solid-state 

inorganic electrolytes are extensively investigated with respect to their material properties 

as well as the potential tuning of specific features such as diffusivity22. The ionic size and 

lattice volume are strongly connected with the ionic transport while controlling the anion 

packing is considered to optimize the systems behaviour21. Electrolytes should exhibit 

good lithium diffusion rates but low electronic conduction in order to avoid short-circuit 

formation. Polymers and glasses are among the most famous electrolytes, however 

ceramic materials are also considered to be advantageous due to safety issues38, 39. Liquid 

electrolytes have presented incidents of flammability increasing the risks for their 

applicability. This is due to the mixture of lithium salt (LiPF6) with solvents such as 

ethylene carbonate (EC), dimethyl carbonate (DMC), diethyl carbonate (DEC) as well as 

ethyl methyl carbonate (EMC), which are considered as highly flammable compounds40, 
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41. The safety issues in lithium-ion batteries mainly refer to overcharge, dendritic lithium 

formation, thermal runaway and current-collector dissolution.  

Overcharge state occurs when electricity flows through the cell in conditions of already 

full capacity, whereas thermal runaway corresponds to an exothermic reaction that is not 

under control.  Specifically, the case of thermal runaway that is related to both overcharge 

and overheating and will ultimately result to fire or battery explosion especially for large 

packs. Dendritic lithium formation grown on the surface of the anode is one the most 

important factors when considering risks of safety as it leads to internal short-circuits in 

lithium-ion batteries due to the connection of the positive and negative electrodes. Thus, 

investigation of new electrolyte materials of all-solid-state batteries as well as the 

improvement of electrode compounds through coating42 is among the key challenges of 

Li-ion battery research in order to achieve high energy density and safety against 

flammability.  

 

2.3. Novel structures and perspectives 

Monoclinic Li3V2(PO4)3 has also been considered as a cathode material in an effort to 

overcome the LCO limitations, due to its structural stability and high rate of cycling 

performance43. It exhibits the highest theoretical capacity of 197 mA·h g-1 when 

compared to a variety of olivine-type phosphates like LiMnPO4 (171 mA·h g-1), LiCoPO4 

(167 mA·h g-1) or LiNiPO4 (169 mA·h g-1)44. This is due to the Li+ excess in the unit cell 

formula where three Li+-ion are available for the lithiation / delithiation process. 

However, low reversibility is reported as only 2 Li+-ions are extracted in conditions of 

operation, delivering a discharge capacity of 173.2 mA·h g−1 45 or even lower (132 mA·h 

g−1)46. Furthermore, it is characterised by low intrinsic electronic conductivity while the 
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activation energy of Li+-ion migration is calculated to be 0.4 eV along the a-axis through 

atomistic simulations47, with a rapid diffusion of ions48 corresponding to the diffusion 

coefficient calculated to be approximately DLi+ = 10-11 cm2 s-1 at room temperature (298 

K)43. The capacity fading issue has been investigated49 and it is proposed that an effective 

technique to preserve the charge / discharge rates is the material’s orthorhombic phase 

stabilization at room temperature50. Notably, the structural modifications from 

monoclinic to orthorhombic are reported to be fully reversible by cooling down to the 

room temperature. 

Promising new compositions such as Li1.211Mo0.467Cr0.3O2 (LMCO) have been 

extensively investigated51 demonstrating high levels of diffusion and good cycling 

tolerance, whereas the structures exhibit various states of disorder. Li+ – ion migration in 

LMCO involves hopping based on the arrangement of the transition metal ions around 

Li+. Notably, the migration energies are driven by the associated forces of electrostatic 

repulsion in the crystal. Silicate structures Li2MSiO4 (M=Fe, Mn, Co) have also attracted 

significant interest due to their high abundancy of silicon and iron52 as well as the 

potential extraction of two Li+ ions per formula53. The first material to be investigated 

was Li2FeSiO4
54. Recently, orthorhombic Li2MnSiO4 has been investigated55 as a 

potential cathode material mainly due to its high reversible capacity wherein the Li+ - ions 

per formula can be completely extracted / reinserted. This is an important difference to 

LiFeSiO4. Furthermore, this study has shown the effect of strain effects in the materials 

properties such as Li – ion conduction and Li / Mn antisite defect formation. Furthermore, 

tavorites such as LiFePO4F and LiVPO4F present similar characteristics with the olivines 

whereas their limitations in applicability are linked with their low power density. 

Additionally, it is reported that the introduction of Fluorine in the olivine structure leads 
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to the transition of Li+ diffusivity from 1D to multidimensional pathways. LiVPO4F has 

been reported to have excellent cycling performance and structural stability whereas 

LiFePO4F presents a limited Li+ extraction mainly due to the high redox potential of 

Fe3+/Fe4+. Borates of the BO3 polyanion group (TM = Mn, Co, Fe) are considered to 

present higher energy densities than other cathode materials, however much work has to 

be done in synthesis optimization and the understanding of kinetics in the atomic scale53. 

Recently, rocksalt-type structures Li3MO4 (Ru, Nb, Sb, Ta) have gained lots of interest 

and are being investigated as good ionic conductors56 as they present anionic redox 

activity towards Li. Notably, the associated research and literature is still limited. Mn-

doped Li3NbO4 exhibits high reversible capacity57 while the Ni-doped material is able to 

present higher Li+ - ion conductivity58. Furthermore Li3SbO4 presents good cyclability, 

however its low capacity is a crucial factor that should be addresed in future works. The 

structural diversity due to electrostatic interactions and Janh – Teller distortions on these 

systems is also reported. Lithium Zirconates such as Li2ZrO3 and Li6Zr2O7 are good ionic 

conductors and piezoelectric crystals present attractive electrochemical properties and 

performance59. Specifically, Li2ZrO3 has been proposed as a battery material and a fussile 

material for nuclear applications investigated through experimental (Nuclear Magnetic 

Resonance, X – Ray Diffraction, Neutron diffraction) and also computational methods60. 

Electrochemical characterisation tests point to the excellent cycle performance and rate 

capability mainly attributed to the structural stability of the material61, whereas fast Li+- 

ion diffusion is also exhibited. Recently, the bottle-neck ionic transport in Li2ZrO3 has 

been reported as expanding interest in the intrinsic processes62. As these materials have 

been also investigated for CO2 chemisorption, Li2CuO2 is an interesting structural system 

for both types of applications. As a potential candidate for Li+ – ion batteries63 and as a 



 

19 

  

CO2 absorbent64, it has recently attracted considerable interest. Despite its attractive 

properties such as its  high theoretical capacity as well as Cu abundancy and low cost, the 

low structural stability and capacity loss has limited its potential. This was mainly 

attributed to the phase transitions during charging. It is characterised by the orthorhombic 

crystal structure that often falls into a close-packed layered atomic configuration. 

Controlling on the phase transitions is a fundamental strategy to preserve its capacity and 

cyclablility as required for a reliable cathode component. Li2SnO3 has been 

experimentally investigated as showing an attractive electrochemical performance with 

good cycling stability and high capacity65. Also layered Li2RuO3 is considered as a 

potential cathode due to the potential accommodation of both Li+ and Na+ ions in its 

structure. This will enhance the material’s applicability in hybrid batteries66 based on 

cation mixing. Interestingly, recent studies point to the limitations as both Li+ – ions per 

formula can be extracted but only one is able to participate in the cycling process. 

However, good reversible intercalation processes have been reported combined with a 

good structural stability67.  

 

Sodium batteries68 have also been considered as promising alternatives to Li+ - ion 

battteries69 initially focusing on Na0.44MnO2
70

 that despite high capacity and cycling 

properties, presents limited applicability due to unstable intermediate phases during the 

extraction mechanisms in electrochemical cycles. Specifically, NaxMnO2 where x is in 

the range of 0.19 - 0.66 has been tested and capacity fading is attibuted to the biphasic 

region between 0.44 - 0.55 at low potential operation due to slower sodium diffusion in 

the intermediate phases. Furthermore, surface reactions and volume change occuring 
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through assymetric evolution of the lattice parameters due to Jahn-Teller effects should 

be addresed as important factors to cycle performance. 

 

It is an emerging approach to investigate and compare the same formula as a Li+ and Na+ 

ion battery compound71. An analogue of NaMPO4 (M=Fe, Mn)72 and its comparison with 

Na2FePO4F showed that Na+ ions in NaFePO4 correspond to a lower activation energy of 

migration compared to Li+ in LiFePO4. In addition, these studies point to the importance 

of volume expansion during de-intercalation as this is connected to capacity fade. 

Synthesis of NaMn2O4 under high pressure has been recently considered73 as a cathode 

material due to its stable cycle performance at room and high temperatures, however its 

overall capacity has to be improved. Specifically, despite its high theoretical capacity 

calculated to be 136.18 mA·h g-1, the discharge value is far below, at 65 mA·h g-1. This 

may be attributed to the large particle size that affects the overall electrochemical 

performance. To overcome this limitation, the Jahn – Teller effect should be minimized 

whereas the size of the cathode will also act beneficially to reduce the capacity fading.  

 

Recent investigations on anode74 materials have been fruitful based on the introduction 

of metals such as Si, Sn, Sb and Ge as well as metal oxides75 such as Fe2O3, Co3O4 and 

CuO2 as they provide capacities that are almost doubled when compared to graphite43. 

The aforementioned different approaches have been categorized as alloy / de-alloy and 

conversion materials respectively. Silicon based structures exhibit a high theoretical 

capacity despite their close-packed lattice configuration, where the Li+ accommodation 

is often accompanied by a very high volume expansion. As an alternative to Si, Ge, Sb 

and Sn based materials have also attracted considerable interest due to their high 
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theoretical capacities, however the volume expansion due to the lithiation / delithiation 

processes is among their major limitations37. Recent work76 considers spinel-type 

titanates LiMTiO4 (M=Mn, Fe, Co) as potential candidates for anode materials, where 

LiCoTiO4 is reported to be the most promising. However, more experimental and 

theoretical work is demanded as LiMnTiO4 has been also proposed as a cathode77.  

 

Furthermore, anodes must overcome the short circuiting that may lead to increased risks 

of flammability. Intercalation of Li+ through graphite layers is occurred promoting 

mechanical stability, electrical and ionic conductivity29. Carbon presents high gravimetric 

capacity. However, the volumetric capacity of graphite electrodes is limited. Titanium 

dioxide TiO2 is also considered as a very promising material for anodes that has already 

attracted a lot of interest due to its chemical stability, where it is suitable for mass 

production in a safe and cost-effective way. Fluorine doping may not drastically affect 

the total performance of the optical absorption however the electronic structure will be 

changed through the formation of surface oxygen vacancies. Among the advantages of 

TiO2 is its high photocatalytic activity and oxidation capability. It has been investigated 

as a potential electrode for Li+ and Na+ batteries as well. Investigation for new electrolyte 

materials has also presented considerable progress. Disordered structures such as 

LnBaCo2O5.5
78  and lithium lanthanum titanates (La2/3-xLi3xTiO3 - LLTO)79 have attracted 

a lot of attention due to their high ionic conductivities and non-Arrhenius behaviour. 

LLTO is a perovskite, illustrated in Figure 2.4. Perovskites are oxide materials with the 

general formula of ABO3. They exhibit an approximately cubic atomic configuration 

where the A ion is surrounded by eight BO6 corner-sharing octahedra. 
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Figure 2.4 The structure of La2/3-xLi3xTiO3
79 

 

The materials Li+ diffusivity has occurred through vacancy hopping in the lattice, being 

homogeneous and isotropic. Additionally, the diffusion pathways exhibit a 3D network 

in various directions. Notably, this work has also pointed out the potential predictive role 

of atomistic simulations in materials chemistry. Recently, monoclinic LiMnBO3 has been 

investigated80 with respect to the Li+ ion diffusion channels adressing the mechanism to 

the atomic scale using both computational and experimental methods. Here, cation 

disorder strongly affects the intercalation kinetics processes in the material. The species 

transport follows a single dimensional pattern whereas the particle size has a major impact 

as well. Furthermore, the Li / Mn antisite formation leads to the pathways blocking, 

limiting the Li – ion extraction. In addition, the ionic conductivity in alkali nitrides MNO2 

(M=Li+, Na+, K+, Rb+ and Cs+) as potential electrolyte materials has been also reported81 

mainly due to their stability at elevated temperatures. Overall, the systems defect 

processes and intrinsic mechanisms are linked as a function to the M cation size, therefore 

CsNO2 exhibits the highest ionic conductivity among them. Li+ ionic conductivity 
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enhancement in Li4±xSi1-xXxO4 (X = P, Al or Ge) through substitution on Si sites has been 

also recently reported82 to identify the relation of the ionic transport and the local host 

structure through theoretical and experimental techniques. 

 

Notably, the formation of solid electrolyte interface (SEI)83 is among the most important 

features in electrochemical cells. SEI is formed at the interface of anode and electrolyte 

during the first cycle of charge / discharge affecting the charge “loss”, rate capability and 

cyclability. Furthermore, it prevents the graphite anode exfoliation and blocks the 

electron transport through the electrolyte while allowing the ions to travel from cathode 

to anode. In other words, SEI should be ionically conductive but electronically insulating. 

This is among the most important of considerations, as SEI drastically affects the 

chemical reactions in a potential application. Notably, SEI is of great significance for 

safety issues as its possible decomposition (due to overheating of physical abuse)84 will 

lead to combustion and finally expolsion of the battery38. 

 

2.4 Conduction Mechanisms – Electrochemistry  

The electrochemical reactions of energy applications have been extensively investigated. 

The Li+ intercalation / deintercalation in cathodes is strongly connected with electrical 

and ionic conductivity. Optimizing the capacity and overall performance is linked with 

the mechanisms of ionic and electronic conduction in positive (cathode) and negative 

(anode) electrodes85. Notably, the instrinsic mechanisms are linked to the chemical 

bonding of atoms. Figure 2.5 illustrates the conduction phenomena in a cathode olivine 

particle during charge.  
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Figure 2.5 Electronic and ionic conduction phenomena during charge / discharge 

 

When a Li-ion diffuses from the cathode through the electrolyte (ionic coduction), it 

causes a valence state charge for the transition metal ion (electronic conduction) or 

alternatively the Fe2+ ion is oxidized to Fe3+. The diffusivity of cations within the 

electrolyte from cathode and anode and vice-versa corresponds to the maximum charging 

and discharging rates (power density) as well as being a measuring factor of the cells 

tolerance in repeated charging cycles. From the condensed matter approach, ion transport 

will occur through the path that corresponds to the minimum potential energy, or the 

lowest activation energy of migration. Thus, higher diffusivity corresponds to higher 

charge / discharge rates. Electronic conduction in battery materials is also important for 

the intercalation processes, however the exact relation with ionic conduction is not yet 

clarified.  Notably, diffusion in the solid state is an intrinsically atomic process, governed 

by the transport of species leading to a position exchange with neighbours, from one side 
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of an electrochemical cell to another.24 Ionic crystals with a high Frenkel defect 

concentration correspond to low activation energies of migration and higher ionic 

conductivities. Among the most important aspects considered in energy materials such as 

LiBs are the properties of the host structure, the mechanisms of Li+ insertion / extraction 

(transport properties), electronic conductivity and Li+ diffusion, as well as synthesis and 

electrochemical properties43. In addition the intrinsic defect chemistry of electrode 

materials affect the performance of an electrochemical cell (high concentration of antisite 

defects block vacancy diffusion mechanisms of Li+ - ion). The dimensionality of ionic 

diffusion is crucial for the charge / discharge rate capabilities. Layered series / rocksalt 

compounds exhibit 2D diffusion whereas olivines are expected to present a 1D diffusion. 

Additionaly, the insertion / extraction of Li+ ions should not affect the host structure 

stability whereas any phase transformations due to high temperature in operation 

conditions, must be fully reversed. Among other techniques, applied mechanical strain is 

reported as beneficial in the materials behavior. 

 

2.5 Summary 

Understanding defect processes in energy materials is not only important for battery 

applications but also for solid-oxide fuel cells (SOFCs), photocatalytic and nuclear 

applications. This section provided a brief description of the research challenges based 

on previous works as well as future perspectives on the approach to the materials design 

and the links with their defect chemistry and associated mechanisms, such as diffusion 

and electronic conduction. Despite the accurate descriptions of the materials’ behaviour 

through experimental techniques (X-ray Diffraction and Nuclear Magnetic Resonance 

among others), the importance of atomic scale simulations required to determine in detail 
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the intrinsic defect processes and diffusivity mechanisms is particularly highlighted. A 

greater insight into the defect properties of energy materials is crucial to a full 

understanding of their electrochemical behaviour in potential applications. Theoretical 

modelling can complement and interpret experimental results such as cation mixing by 

providing detailed information on the defect chemistry and dynamics. In the present 

thesis, the defect processes of specific structures are investigated, originating from the 

energy materials research agenda whilst highlighting their properties with respect to 

potential energy applications. 
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CHAPTER 3 

Point Defect Processes 

3.1 Introduction 

In this chapter the theoretical background of point defects, intrinsic processes in crystalline 

solids and diffusion mechanisms of ions is described with respect to the fields of condensed 

matter physics whereas the connection with the atomistic simulations’ methodology 

employed for the thesis is highlighted. In crystalline structures, a major category of structural 

imperfections is the point defects. Intrinsic point defects correspond to disordered states in 

an atomic configuration in space or the lattice of system, often described by the anion and 

cation sublattices. The number, nature and concentration of point defects can be described 

by the temperature, pressure, composition and crystallographic information of the host lattice 

as well as the external conditions / environment. This category may include vacancies 

(missing atoms), interstitials (atoms that are in in-between sites and not in a lattice site of the 

solid), antisites (atoms that may occupy another atom position and vice versa) and dopants 

(foreign atoms introduced in the crystal as lattice sites or as interstitial.

Figure 3.1 illustrates the vacancy, interstitial, Schottky and antisite defects in comparison 

with the perfect lattice formed by two different types of atoms.  Point defects can be described 

as isolated species or through the formation of defect clusters1. Understanding the structures, 

energies, concentration of point defects as well as their interactions is crucial to interpret the 

mechanical and electronic properties of solids. Additionally, extrinsic defects such as dopants 
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and their interaction with the host lattice is of crucial significance as they can modify its 

properties2.   

 

Figure 3.1 Schematic representation of (a) The perfect lattice including 2 different types of 

atoms (b) The defect of a vacant site in the crystal (c) The movement of the atom from its 

initial position to an interstitial site (Frenkel mechanism) (d) The antisite defect of two 

neighbouring atoms (e) The Schottky mechanism. 
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The vacancy defect corresponds to the process where an atom of the host lattice leaves its 

initial position of equilibrium and lead to the creation of a vacant site in the crystal. This 

mechanism is strongly combined with the presence of occupied interstitial sites in the crystal 

as a consequence of the atom movement in the empty space in between the fixed 

crystallographic positions. This corresponds to the Frenkel mechanism. In addition, the 

defect chemistry investigation is affected by the general representation of the system in the 

atomic level that depends on the configurational factors such as the space group, structure 

type (perovskite, spinel etc) and crystallographic arrangement. Those defects are the most 

important for the mass transport approach and the dependence with the temperature and 

pressure justifies the characterization of thermodynamically reversible defects. Notably, 

different types of defects in the crystal are correlated and expected to affect its intrinsic 

properties and mechanisms in various ways. As a general principle, the energy that is 

demanded for the formation of each type of disorder in the system varies. Therefore, only 

one type of intrinsic structural disorder is dominant in the crystal as compared to the others. 

This is the characteristic type of disorder in the material and in order to target it, one has to 

examine every single possibility of intrinsic defects separately. The concentration of point 

defects can be described through the assumption that for a given set of ions, their crystal 

structure corresponds to the most stable and energetically favoured arrangement in the space. 

Thus, there is an energy barrier for the defects to be formed3. Defects form by balancing the 

increase of the enthalpy of the system by increasing the configurational entropy, thus point 

defects are entropically stabilized. 



 

37 

  

The Gibbs free energy ΔGf (J) is associated with the entropy ΔSf (J/K) and enthalpy ΔΗf (J) 

where T(K) is the temperature, as follows: 

                                                           Δ𝐺𝑓 = Δ𝛨𝑓 − 𝑇Δ𝑆𝑓                                                      (3.1) 

For our reference, 1 J = 6.24150913 × 1018 electron volts (eV). It is important to highlight 

that the defect formation is a complex procedure not only dependent to the potential energy 

for a configuration of atoms but also on the vibrational energy, electronic and vibrational 

entropy, the external chemical potential and the difference in volume between the defective 

and the perfect crystal4. 

 

3.2. Kr�̈�ger–Vink Notation 

Point defects in crystalline solids are usually represented through the Kröger-Vink notation 

5. The description is according to the nondefective structure chemical formula as well as the 

defect’s effective charge. In addition, the symbolism is in agreement with the position of the 

defect in the crystal. At first, every atom in the perfect non – defective crystal with a given 

oxidation number is described as 𝑨𝑨
𝑿. A vacant site is assigned as ‘V’ by referring to the 

associated atom while an interstitial site is described by ‘i’. An X substitutional at a Y site 

(or antisite) is described as XY (or YX respectively). Figure 3.2 represents the overview of 

Kröger-Vink notation.  
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Figure 3.2 Overview of Kröger–Vink notation. 

Table 3.1 Examples of the Kröger–Vink notation. 

Notation Description Effective Charge 

 

𝑽𝑴
𝑿  

 

Vacancy of a neutral 

charge element 

 

 

0 

 

𝑽𝑶
··  

 

 

Oxygen vacancy 
 

2+ 

 

𝑶𝒊
′′

 

 

Oxygen interstitial 
 

2- 

 

𝑳𝒊𝒁𝒓
′′′  

 

 

Li+ occupying a Zr4+ site 

 

-3 

 

[
𝑳𝒊 ∶ 𝟏 +
𝒁𝒓 ∶ 𝟒 +

] 

 

 

{𝑭𝒆𝑴𝒈
· : 𝑵𝒂𝑴𝒈

′ }
𝐱
 

 

Neutral defect cluster: Fe 

on Mg site and Na on Mg 

site 

 

0 

 

[
𝑭𝒆𝑴𝒈

· ∶ 𝟏 +

𝑴𝒈𝑭𝒆
′ ∶ 𝟏 −

] 
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The defect chemistry reactions considered throughout the thesis are also represented 

similarly. For example, a Li+ Frenkel reaction in Li2CuO2 is described as follows: 

                                                     𝐿𝑖𝐿𝑖
𝑋  →  𝑉𝐿𝑖

′ + 𝐿𝑖𝑖
•                                                            (3.2) 

An antisite formation between two different species, (for example Li+ and Cu2+ in Li2CuO2) 

in the crystal is represented though the following reaction: 

                                             𝐿𝑖𝐿𝑖
𝑋 + 𝐶𝑢𝐶𝑢

𝑋  → 𝐿𝑖𝐶𝑢
′ + 𝐶𝑢𝐿𝑖

•                                                    (3.3) 

Additionally, the charge of an ion is described with respect to the crystallographic site of 

occupation. For a vacancy or antisite defect, both of the ions occupation contributes to the 

complete effective charge of the structure. To represent a defect pair or cluster, one has to 

indicate them by the use of brackets pointing to the total cluster charge. Examples on the 

Kröger–Vink notation are shown in Table 3.1. 

 

3.3. Defect Concentrations and thermodynamics 

The concentration of defects is determined by the law of mass action and the defect formation 

energy1. Originating from the thermodynamics point of view, point defects in a solid can be 

described as a solution where the solid is the solvent and the defects are the solute. The 

thermodynamic concentration of point defects in equilibrium is given by the following 

relation: 

                                                    Cr = C0 exp (−  
ΔGf
kBT
)                                                        (3.4) 
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Where C0 is the concentration of defects at absolute zero temperature (T = 0 K), ΔGf is the 

free Gibbs energy (J) and kB is the Boltzmann constant (1.38064852 × 10-23 m2 kg s-2 K-1). 

The defect formation in the crystal, leads to the general increase of the internal energy and 

the entropy. It is attributed to the various possible configurations for the defect distribution 

in the available lattice positions. Overall, a number of n defects can be arranged in N sites 

though Ω available ways as:  

                                  Ω = 
𝑁 (𝑁−1)(𝑁−2)…(𝑁−𝑛+2)(𝑁−𝑛+1)

𝑛!
                            (3.5) 

And multiplying with 
(𝑁−𝑛)!
(𝑁−𝑛)!

 will lead to: 

                                                         Ω = 
𝑁!

(𝑁−𝑛)!𝑛!
                                              (3.6) 

The configurational entropy is connected with the Ω microscopic configurations of the 

thermodynamic system as follows: 

                                                  S = kBlnΩ = kBln
𝑁!

(𝑁−𝑛)!𝑛!
                                      (3.7) 

A thermodynamic system with n point defects has a free energy F  

                                                           F = n Ef – TS                                                             (3.8) 

Where Ef is the defect formation energy and T is the temperature of the system. Minimizing 

Ef will lead to the equilibrium number of defects. Thus, derivation with respect to n will give: 

                                                    
𝜕𝐹

𝜕𝑛
 = 0                                                                     (3.9) 
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                                                 Ef  − 𝑘𝛣𝑇 (𝑙𝑛
𝑁−𝑛

𝑛
) = 0                                                   (3.10) 

Considering the system is at the dilute limit (i.e. the defects are at low concentrations and 

practically do not interact) it can be assumed that the amount of point defects is significantly 

lower than the available lattice sites in the crystal (or N – n ~ N).  

                                              
𝑛

𝑁
 = exp (−

𝐸𝑓

𝑘𝐵𝑇
)                                             (3.11) 

Overall, the defect concentration (n / N) in a crystalline solid is governed by the temperature.  

 

3.4. Diffusion 

Diffusion in energy materials is a process strongly dependent to the structural disorder of the 

host lattice and the overall concentration of point defects3. It is the main transport mechanism 

caused by the Brownian motion of random species and leads to an associated increase in 

disorder or entropy. In the terms of mass action law, diffusion in condensed matter is 

represented as an ensemble of microscopic jumps and quasichemical interactions of atoms 

and defects.6   

In most materials the ion mobilities are restricted to a system of pathways, these may be 

between identical starting and ending points or not. However, the preferential route will 

correspond to the lowest energy barrier.  
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Figure 3.3 Representation of (a) Interstitial diffusion mechanism (b) Vacancy diffusion 

mechanism. 

 

The ionic transport in solids7 is described by the movement of atoms from their initial 

positions of equilibrium within the empty space / lattice over an energy barrier of migration. 

The interstitial mechanism does not require the presence of additional defects while in the 

vacancy mechanism the atom jumps to the empty space by creating a vacancy that may be 

filled by another atom. The last case is the intersticialcy (the case where an interstitial atom 

disperses another atom from its formal lattice site to an interstitial site). The mechanism 

demands low values for the migration energy as well as low formation energies for the 

associate defects. Based on the fact that there are energy barriers that control the movement 

of ions in the lattice, the jump frequency of defect is described as follows8:  

                                                    ω = ν exp (−  
𝛥𝐺𝑚

𝜅𝛣𝛵
)                                             (3.12) 
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where ν is the vibrational frequency and 𝛥𝐺𝑚 is the free Gibbs energy that is required for the 

transport of the ion from the initial position to a saddle point.  The diffusion coefficient as a 

function of temperature has an Arrhenius form as: 

                                                  D = D0 exp (− 
𝛨𝛼

𝜅𝛣𝛵
)                                              (3.13) 

Where Hα is the activation enthalpy of diffusion (activation energy of migration) and D0 

contain the entropy contributions related to the attempt migration frequency. 

It is crucial to note that from the various possible routes that an atom can take advantage to 

move in a crystal, the one that actually mater corresponds to the one with the lowest migration 

energy. The presence of dopants in the crystal can affect the bulk diffusivity and the overall 

performance of the material, this means that a complex network may be formed driving the 

atoms to and away from the dopants. This leads us to the introduction of the activation energy 

/ enthalpy of diffusion that is the sum of two contributions, the migration energy Em and the 

formation energy Eb. The last is associated with the amount of energy that is required to 

separate the point defect from the dopant ion. The formation energy of the defect is described 

as follows: 

                                        Ef (defect) = E (defect) +qμε – ∑ 𝑛𝑗𝜇𝑗𝑗                                       (3.14) 

Where Ef is the total energy of the supercell including the defect, q is the charge state of the 

defect, με is the electron chemical potential, nj is the type j number of atoms and μjis the type 

j chemical potential respectively.   
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The migration energy Em is described by the energy barrier between two different 

crystallographic positions that contribute to the diffusion mechanism. In many cases, the 

activation energy barrier as well as the total vibrational frequencies is dependent on the 

direction of the ionic transport. Thus, the diffusion coefficients may be anisotropic. 

Regarding the long-range diffusion for a particular system, it is vital to gain insights on the 

dimensionality as well as the preferential pathways (for example 1D ionic transport can be 

blocked by different types of defects)9 The binding energies between different intrinsic 

defects are expressed as follows: 

                           Ebinding = Edefect-cluster – (∑ 𝐸isolated−defectscomponents )                            (3.15) 

As already mentioned the volume of the crystal structure is considered as an important factor 

in ion mobility10. This is directly connected to the potential change of the lattice parameters 

of the crystal under external compressive or tensile stress. The diffusivity is affected by the 

changes in the crystal as the empty space that benefits the ion transport may be increased or 

decreased respectively. In addition, the crystal may be distorted by different approaches such 

as hydrostatic, biaxial and uniaxial applied stress. The defective crystal demands an extra 

amount of energy in comparison with the perfect cell and it varies with the presence of other 

types of defects as well. The variations of the atom configurations may also affect the 

electronic conductivity in semiconductors or mixed ionic – electronic conductors.   
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3.5 Doping 

It is unsurprising that in non-ideal systems in nature, an amount of intrinsic impurities of 

various elements may be trapped in the host crystal as substitutionals or interstitial defects in 

the perfect crystal. In addition, the materials performance is in direct connection with the 

doping processes and properties such as the band gap in semiconductors and migration 

barriers in ionic conductors are extensively investigated. Introduction of dopants is 

interpreted as the solution enthalpy in the solid. Considering isovalent doping ΑΟ in a host 

lattice ΒΟ, this will be described as: 

                                                      AO 𝐴𝐵
𝑋 + 𝑂𝑂

𝑋 + BO                                                   (3.16) 

                                          𝐾𝑆𝑜𝑙𝑢𝑡𝑖𝑜𝑛 = 
[𝐴𝐴
𝑋] [𝑂𝑂

𝑋]

[𝐵𝑂]
 ≈ exp (−

𝛥ℎ𝑠𝑜𝑙

𝑘𝑇
)                                           (3.17) 

where 𝛥ℎ𝑠𝑜𝑙 is the solution enthalpy and 𝐾𝑆𝑜𝑙𝑢𝑡𝑖𝑜𝑛 is the solution equilibrium constant. In 

essence, the rate of a chemical reaction depends on the reactants concentration or the process 

products according to the Mass Action law described as:  

                                                        Αα + bB ↔ cC +dD                                                  (3.18) 

                                              𝐾𝑟𝑒𝑎𝑐𝑡𝑖𝑜𝑛 = 
[𝐶]𝑐 [𝐷]𝑑

[𝛢]𝑎[𝛣]𝑏
 = exp (−

𝛥𝐺

𝑘𝑇
)                                        (3.19) 

For example, the solution enthalpy of Al2O3 in Li2CuO2 is given through the following 

reaction: 

                         𝐴𝑙2𝑂3 + 2𝐶𝑢𝐶𝑢
𝑋 + 2𝐿𝑖𝐿𝑖

𝑋 →  2 𝐴𝑙𝐶𝑢
• + 2 𝑉𝐿𝑖

′ +  2𝐶𝑢𝑂 + 2𝐿𝑖2𝑂                  (3.20)                            
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Dopants may remain as isolated defects or interact with each other forming defect clusters. 

These may migrate through different positions in the host lattice or bind with other types of 

defects such as vacancies. Therefore, the introduction of extrinsic defects is in direct 

connection with different defects concentration.   

3.6 Summary 

In the present chapter the theoretical background of point defect processes has been 

described. The different disorder mechanisms have been introduced and their representation 

in Kröger–Vink notation used for this thesis is explained. The defect concentrations based 

on thermodynamic analysis have been discussed through the defects’ formation energy Ef. 

Furthermore, diffusion of atoms as a fundamental mechanism in materials and its connection 

with the structural disorder of the lattice is presented. The activation energy of migration, the  

diffusion coefficient and the impact of doping processes are discussed.   
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CHAPTER 4 

Methodology 

4.1 Introduction 

Density Functional Theory (DFT) is a method emerging from the Solid State Physics 

principles considered as very promising and famous for calculations since the 1970s. It 

derives the physical properties of an atomic system based on the density of electrons in it. In 

this section we will describe the key ideas of DFT. The main fundamental aspects of this 

method are related to the actual characteristics of the atoms unlike the standard mathematical 

pattern such as wavefunctions. On a basic approach, if we consider a set of atoms we need to 

know how their energy changes if they move from their initial positions. Defining an atom 

corresponds to its nuclei as well as the electron configuration and a configuration of atoms 

in space is considered as a system or crystallographic structure.  

 

4.2 Theoretical background 

One of the most important scientific advances of the 20th century was the development of 

quantum mechanics and the validation of this condensed matter theory through repeated 

experimental observations with high accuracy1. The quantum mechanical formulation offers 

the most complete description of the atomic interactions in the solid state. Quantum 

mechanically, the electronic structure of condensed matter can be described through the non 

– relativistic time independent Schrodinger equation for the many – electrons wavefunction 

Ψ2. 
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          �̂� Ψ = [�̂� + �̂� + �̂�] Ψ = [∑ (− 
ħ2

2𝑚
)  + ∑ 𝑉(𝑟𝑖⃗⃗ 

𝑁
𝑖 )  +  ∑ 𝑈(𝑟𝑖 ⃗⃗  

𝑁
𝑖<𝑗  +  𝑟𝑗 ⃗⃗  ) 

𝑁
𝑖 ] = EΨ       (4.1) 

Where �̂� is the Hamiltonian, E is the total energy (ground state energy) of the electrons, �̂� is 

the kinetic energy of each electron, V̂ is the potential energy from the external field due to 

positively charged nuclei (the interaction energy between each electron and the collection of 

atomic nuclei), and Û is the electron–electron interaction energy. Importantly, atomic nuclei 

are much heavier than individual electrons. Considering that, the lighter electrons move 

considerably faster compared to the much heavier nuclei. Therefore, the nuclei are considered 

to be in fixed positions in space. However, the analytical or direct numerical solution of 

Schrödinger’s equation for a large amount of atoms is intractable due to the correlations of 

multiple electrons. Density Functional Theory is based in two fundamental mathematical 

theorems proved by Kohn and Honenberg as well as the derivation of a set of equations by 

Kohn and Sham. The two K-H theorems are: 

 

 Ground State Density: The total energy E[n(r)] (or any ground state property) of a 

system of electrons is expressed as a unique functional of the total electron density 

n(r)3 

 Variational Principle: The variation minimum of this total energy is exactly 

equivalent to the true ground state energy. In other words, the n(r) that minimizes the 

E[n(r)] corresponds to the electron density of the full solution of Schrödinger’s 

equation  
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DFT overcomes the problem of Schrödinger’s equation for many interacting electrons and 

nuclei to a single particle Kohn-Sham expression4, throughout the correct electron density is 

expressed involving a set of equations referring only to one single electron. The equations 

have the form: 

                                [
ħ2

2𝑚
 ∇2 + 𝑉(𝑟 ) + 𝑉𝐻 (𝑟 ) + 𝑉𝑋𝐶  (𝑟 )]𝜓𝑖(𝑟 ) =  𝜀𝑖 𝜓𝑖(𝑟 )                         (4.2) 

As shown in relation 4.2, the solution of the Kohn–Sham equations depend on only three 

spatial variables, 𝜓𝑖(𝑟 ). The 𝑉(𝑟 ) potential defines the interaction of an electron and a set of 

atomic nuclei, whilst 𝑉𝐻 (𝑟 ) is the Hartree potential defined as: 

                                                        𝑉𝐻 (𝑟 ) = 𝑒2 ∫
𝑛(𝑟′)

| 𝑟− 𝑟′|
𝑑3𝑟′                                                  (4.3) 

𝑉𝐻 (𝑟 ) describes the repulsion between an electron and the total electron density 𝑛(𝑟′). In 

addition, the 𝑉𝑋𝐶  (𝑟 ) potential is the functional derivative of the exchange correlation energy 

𝐸𝑋𝐶 defined as: 

                                                           𝑉𝑋𝐶  (𝑟 ) = 
𝛿  𝐸𝑋𝐶 (𝑟)

𝛿 𝑛(𝑟)
                                                     (4.4) 

Overall the electrons will respond more rapidly to changes in the surroundings than nuclei. 

The approach can be described roughly through two different processes. First, we solve the 

equations that describe motion for fixed positions of the atomic nuclei. Then, for a given set 

of electrons moving in the field of a set of nuclei we find the lowest energy configuration, or 

state, for the electrons. This lowest energy will be the ground state of the electrons (or the 

most stable state of the system) and the separation of the nuclei and electrons in two different 

problems is the Born – Oppenheimer approximation. Overall the problem is managed through 
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continuous iterations as employed through a relative algorithm till the system reach the 

ground state.  

1. Initially, a trial value for the electron density n (r) has to be defined. 

2. Solve the K-S equations using the trial density and find the single particle wave 

functions 𝜓𝑖(𝑟). 

3. Calculate the electron density nKS(r) = 2∑ 𝜓𝜄
∗

𝑖 (𝑟 ) 𝜓𝑖(𝑟 ) by the K-S single particle 

wave functions. 

4. Compare the calculated and trial densities. If the two densities are the same, then the 

true ground state electron density is reached, and the calculation of the ground state 

energy is eligible to proceed. 

Shortcomings in DFT have attracted considerable interest5 due to occasional underestimation 

of complex systems. The inability to predict dispersion interactions with good accuracy is 

often referred within the non-covalent interactions problem. For example, if we consider the 

interaction between two molecules, additional forces along with dispersion occur in their 

non-covalent attraction. Furthermore, the functionals’ errors are connected to the non-

covalent binding as it is weaker than covalent binding. However, recent progress in 

dispersion – corrected DFT methods provide a better agreement for a variety of systems. 

DFT Limitations6 to overcome should be also addressed through: 

1. Delocalization Error: Responsible for non-precise estimation of migration energy 

barriers, electronic band gaps, incorrect long-range interactions among others. 

2. Static correlation error: Responsible for dissociation of chemical bonds, issues with 

magnetic systems. 
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Overall, the delocalization error originates through the linearity breaking of the energy 

described as a function of fractional charge whilst static correlation error is connected with 

the energy constancy deviation with respect to the fractional spins of the system. 

Furthermore, the semiempirical DFT+U approach is an effective technique used for of highly 

correlated systems, which otherwise may lead to delocalized valence electrons7. 

 

4.2.1 The exchange – correlation Functional 

Despite the introduction of the Kohn–Honenberg theorems in DFT, the true form of the 

exchange-correlation functional energy is not known and therefore different approximations 

have to be described.  

The simplest approximation is the local density approximation (LDA). In this case there is a 

functional that can be exactly derived: the uniform electron gas. Here the electron density is 

constant at all points in space, n(𝑟 ) = constant. Thus, the exchange – correlation energy for a 

density n(𝑟 ) at a point r can be approximated through the electron gas: 

                                                  𝐸𝑋𝐶
𝐿𝐷𝐴 [𝑟 ] = ∫𝑛 𝜀𝑋𝐶

𝑢𝑛𝑖𝑓
[n(𝑟 )]d𝑟                                            (4.5) 

where  𝜀𝑋𝐶
𝑢𝑛𝑖𝑓

 is the exchange – correlation energy per particle at each position of a uniform 

electron gas density n(𝑟 ). 

Notably, as in any real system there are variations in electron density that define chemical 

bonding as well as the charge density around atomic cores is highly non-uniform this 

approach is often considered of limited value, however it works for a huge variety of systems.  



 

53 

  

Despite the fact that LDA defines completely the Kohn – Sham equations, the Schrodinger’s 

equation is not exactly solved. An alternative approximation to overcome those limitations 

that has been used in the present thesis is the general gradient approximation (GGA). Here a 

charge gradient is introduced as follows: 

                                                      𝐸𝑋𝐶
𝐺𝐺𝐴 [𝑟 ] = ∫ 𝑓(𝑛, ∇𝑛) d𝑟                                                        (4.6) 

where 𝑓(𝑛, ∇𝑛) is the function of the charge density 𝑛 and its derivative. Considering the 

popularity of LDA / GGA approximations in computational physics and chemistry, it is 

among the biggest challenges to develop functionals that will be applicable and accurate.  

 

4.2.2 Plane wave basis and k-Points 

As DFT is applied in an arrangement of atoms that periodically arranged in space, expressing 

the wavefunction as a summation of plane waves will simplify the calculation. The solution 

of Schrödinger’s equation for a periodic system must satisfy Bloch’s theorem8 

                                                        𝛹𝑛,𝑘 (𝑟 ) = 𝑢𝑛(𝑟 )𝑒(𝑖𝑘𝑟 )                                                     (4.7) 

where 𝑢𝑛(𝑟 ) is a function that possesses the periodicity of the supercell / potential and the 

wavefactor k corresponds to the position in the Brillouin zone (reciprocal space). Functions 

𝑒(𝑖𝑘𝑟 ) are called plane –waves and the complete wavefunction for state n is described as: 

                                                       𝛹𝑛,𝑘 (𝑟 ) =  ∑ 𝛹𝑛,𝑘 (𝑟 )𝑘                                                  (4.8) 

Additionally, the 𝑢𝑛(𝑟 ) function is expanded for a periodic system in a plane-wave basis as 

follows: 
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                                                        𝑢𝑛(r) = ∑ 𝑐𝑔𝑔 𝑒[𝑖𝑔𝑟 ]                                                    (4.9) 

Leading to the following expression: 

                                               𝛹𝑖,𝑘(r) = ∑ 𝑐𝑖,𝑘+𝑔𝑔 𝑒[𝑖(𝑘+𝑔)𝑟 ]                                             (4.10) 

Where g, corresponds to the reciprocal lattice vectors of the lattice considered. According to 

this expression, the summation over g could be over an infinite amount of values. However, 

it is logical to assume that solutions with low energies are more physically justified than 

energies of very high values, as the expression 4.10 includes the kinetic energies of the 

wavefunction. 

                                                               E =
ℎ2

2𝑚
 |𝑘 + 𝑔|2                                                    (4.11) 

Thus, the sum over 𝑔 is truncated to a cutoff value (gcutoff) to include solutions with low 

kinetic energies only. Eventually this will introduce the parameter of the equivalent energy 

Ecutoff expressed as follows: 

                                                         𝐸𝑐𝑢𝑡𝑜𝑓𝑓 = 
ħ2 𝑔𝑐𝑢𝑡𝑜𝑓𝑓

2

2𝑚𝑒
                                                   (4.12) 

where ħ is Planck’s constant divided by 2π, and 𝑚𝑒 is the mass of the electron. Notably, 

𝐸𝑐𝑢𝑡𝑜𝑓𝑓 should efficiently describe the wavefunction and correspond to a sufficiently large 

value in order to include enough plane-waves 𝑒[𝑖𝑘𝑟]. This is among the main reasons to 

constantly confirm if the calculations are fully converged. 

Among the main concerns has been also the balance between efficiency and computational 

resources of the calculations. The k factor of the plane-wave should be summed over the 
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Brillouin zone, defined as the primitive cell in k space. The approach by Monkhorst and Pack9 

successfully reduce the computational demands to a manageable way as the wavefunction is 

evaluated for a special set of high symmetry k-points. In the present thesis, this scheme is 

applied to form a uniform grid in k-space that will effectively represent the Brillouin zone of 

the crystallographic structures.  

 

4.3 Density of States 

In quantum mechanics, a system is characterized by wave-like particles that can occupy states 

with specific wavelengths and propagation directions. The electronic structure of a 

crystallographic configuration varies, depending on the available states for occupation at an 

energy level as well as the topological properties of the material. Notably, DOS is described 

as the number of electron states in an interval (E, E+dE): 

                                                             D = ∫ 𝑃(𝐸)𝑑𝐸
𝐸+𝑑𝐸

𝐸
                                              (4.13) 

Where D is the total amount of states per unit volume and P(E) is the density of states per 

unit energy per unit volume. In the present thesis the energy dispersion and electronic band 

structure is investigated with respect to the defect chemistry and doping processes. From the 

experimental viewpoint, the similar insights can be extracted using advance techniques such 

as Angle - Resolved Photoemission Spectroscopy (ARPES). For every chemical formula, the 

wave-like behaviour of electrons for an element is represented by the atomic orbitals. Thus, 
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the electronic DOS is determined through the resulting electron density in k –space. The 

probability for an orbital at energy E to be occupied by an electron in thermal equilibrium is 

represented by the Fermi – Dirac distribution10: 

                                                          𝑓0(E) = 
1

𝑒

(𝐸−  𝐸𝐹)
𝑘𝐵𝑇 +1

                                       (4.14) 

Notably, the valence band corresponds to the total of all occupied states while at T = 0 K the 

states in the conduction band are unoccupied. Additionally, the energy of the highest 

occupied electronic state (the largest Fermions such as electrons and holes in the ground state 

of the system) corresponds to the Fermi energy or the chemical potential. Introduction of 

extrinsic defects (dopants) in the pristine material is expected to introduce additional states 

in the DOS affecting the materials behaviour (e.g. electronic band gap reduction in doped 

semiconductors). Figure 4.1 illustrates the DOS for different types of materials with respect 

to their electronic conduction. The systems investigated for this thesis are semiconductors 

and insulators. 

 



 

57 

  

 

Figure 4.1 Density of States for different types of materials. 

 

 

4.4 CASTEP – Calculations 

The calculations performed for this thesis were employed through the plane wave density 

functional theory code CASTEP11, 12. The atomic configurations for every structure within 

the general gradient approximation using the Perdew, Burke and Ernzerhof (PBE)13 using 

ultrasoft pseudopotentials14. Conceptually, pseudopotentials represent the electron density 

from a chosen set of core electrons considering that chemical interatomic bonding is 

characterized mainly by valence (outer shell) electrons. Additionally, ultrasoft 

pseudopotentials as applied through CASTEP require fewer plane waves for a high 

computational accuracy. The atomic configurations of the systems have been tested in order 
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to set the appropriate plane-wave basis set and k-points in the Brillouin zone. 𝐸𝑐𝑢𝑡𝑜𝑓𝑓 is 

converged in the range of 100 eV to 800 eV using a step of 50 eV whereas the high symmetry 

k – points were chosen with respect to the supercell structure targeting the minimum 

divergence on the ground state energies. For all structural and electronic calculations, the 

cells were initially geometrically optimized. The cell parameters and atomic coordinates are 

allowed to relax using energy minimization under constant pressure conditions unless 

specified. In CASTEP code, the cell is optimized through the Broyden-Fletcher-Goldfarb-

Shanno (BFGS) minimizer15 geometry method16. Initially, the ionic positions may be 

specified in fractional coordinates as relative to the lattice vectors of the unit cell or through 

absolute coordinates. The scheme implementation uses a Hessian matrix which constantly 

updated until the optimization of the atomic coordinates and lattice parameters. The defect 

chemistry of the system is investigated through the different ground state energies of the 

perfect and defective structures, whereas the approach is based on charge–neutral defects. 

For the Density of States (DOS) investigation and visualization, the OPTADOS17, 18 sub-

code is employed. The electronic eigenvalues along the Monkhorst-Pack grid in the Brillouin 

zone are calculated non-self-consistently for both the valence and conduction bands, using 

electronic charge densities and potentials that are generated during the simulation. For every 

structure presented and investigated in the present thesis, a description of the calculation 

details is provided in the associated chapter.  
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CHAPTER 5 
 

Intrinsic defect processes in lithium zirconate 

 
Part of the results presented here has been published in the Journal of Materials 

Science: Materials in Electronics 28, 11789 -11793 (2017) 

 

 

5.1  Introduction 

Lithium zirconate, Li2ZrO3, is presently being considered as a material in energy storage 

applications such as a solid sorbent for the reversible capture of CO2, as a ceramic breeder 

for helium-cooled pebble bed blankets in reactors, as an anode in lithium batteries1 as 

well as a coating for anodes and cathodes. Controlling the potential formation of defects2 

such as vacancies is very important and the introduction of dopants with respect to 

oxidation characteristics can effectively maintain the charge balance in the crystal. In this 

chapter, the intrinsic defect processes and doping in Li2ZrO3 through Density Functional 

Theory (DFT) are investigated. Atomistic simulation is an efficient way to gain 

understanding of the point defect energetics as well as further insights into the materials 

performance. There are only limited DFT studies in Li2ZrO3
 wherein the recent study by 

Ferreira et al.3 focused on the diffusion of Li+ ions, in conjunction with experimental 

technique (Nuclear Magnetic Resonance (NMR)) to determine the pathways of the Li+ 

ion conduction. Specifically, the calculation of Li+ ions migration energy barriers as well 

as the relevance of Li+ vacancies in the host lattice of the pristine material is reported, 

whilst the demand for a deeper understanding on the material’s defect chemistry is 

highlighted. In this chapter, DFT is applied to investigate the defect mechanisms, 

electronic structure and doping processes in Li2ZrO3.  
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5.2  Intrinsic Defects 

5.2.1 Methodology 

In the atomistic simulation approach, the plane DFT code CASTEP4, 5  is employed. The 

exchange and correlation interactions were formulated with the corrected density 

functional of Perdew, Burke and Ernzerhof (PBE)6 within the generalized gradient 

approximation (GGA) in conjunction with ultrasoft pseudopotentials7.  The plane wave 

basis set was tested with respect to convergence criteria and has been set to a cut-off of 

400 eV. A 4 x 2 x 4 Monkhorst-Pack (MP)8 K-point grid was used with a 96-atomic site 

supercell.  All the calculations were under constant pressure conditions, which is an 

established way to perform DFT calculations in defective lattices. Under constant 

pressure conditions the crystal structure relaxes to the most energetically favourable 

configuration. Applying the same criteria to all calculations ensure the validity of outputs. 

Convergence was tested by increasing the cut-off up to 800 eV, the MP grid to 2x2x2 and 

by considering up to 4x2x4. These resulted in energy changes of less than 0.01 eV. This 

deviation is within the high levels of accuracy providing the ability to use less dense K-

Point grid whilst not affecting the ground state energies and trends. Furthermore, the 

selected cut-off is the optimum point of convergence since 100-350 eV is not realistic 

when it comes to the ground state energies whereas no considerable deviations are evident 

over 500 eV. Notably, higher cut-off will demand additional computational resources and 

require much more time to complete the calculations with no meaningful contribution to 

the overall accuracy. All supercells have been relaxed from the ideal configurations in 

order to effectively represent the interatomic forces of attraction and repulsion within the 

different types of atoms in the Li2ZrO3 structure. 
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5.2.2 Crystallography 

Li2ZrO3 considered in the present study is monoclinic within the C2/c space group (space 

group number 15). The calculated lattice parameters a = 5.4264 Å, b = 9.0258Å and c = 

5.4211 Å (unit cell volume 244.9 Å3) are in good agreement with the experimental 

results9.  

 

 

Figure 5.1 A schematic representation of (a) the monoclinic Li2ZrO3 unit cell (lattice 

parameters a = 5.4218 Å, b = 9.0216 Å and c = 5.4187 Å), (b) the Dopant (D) − VO
··  

defect cluster for a VO
·· at the O1 site and (c) the Dopant (D) − VO

··  defect cluster for a VO
··  

at the O2 site. 

 

The unit cell contains 24 atomic sites (refer to Figure 5.1 (a)). There are two non-

equivalent Li+ ions and two Zr4+ residing at the Oc and 4e Wyckoff positions. The O2- 

ions reside in the 4d and 8f positions. In addition, the representation of the dopant (D) 

occupation in the lattice is shown in Figure 5.1 (b)-(c).  
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5.2.3 Point defects  

The associated energetics of Frenkel defects, are important in the consideration of point 

defect related processes in energy materials (e.g. diffusion mechanism). Furthermore, in 

terms of nuclear applications, low formation energies can be associated with an increased 

concentration of point defects that can eventually lead to the distortion of the material 

crystal structure (e.g. phase transformation). In this respect, radiation damage can be 

described as an accumulation of defects formed by displacement sources10, 11. The three 

key Frenkel reactions in Kröger–Vink notation12 are 

 

ZrZr
x  → VZr

′′′′ + Zri
••••                                                                                                   (5.1)     

  

LiLi
x  → VLi

′  + Lii
•                                                                                                          (5.2)    

 

OO
x   → VO

•• + Oi
′′                                                                                                          (5.3)    

 

 

The oxygen Frenkel energy (Eq. 5.3) was calculated to be 7.35 eV, which corresponds to 

a high value. In addition, concerning the cation Frenkel energies it is calculated that the 

Li+ Frenkel energy is significantly lower (5.77 eV) as compared to the Zr4+ Frenkel energy 

(19.56 eV). In essence, these Frenkel defect formation energies reflect that it would be 

energetically unfavourable to introduce highly charged defects (e.g. such as 𝑍𝑟𝑖
••••) in the 

Li2ZrO3 lattice. Overall, these defects will be not beneficial for the host structure when it 

comes to the good structural stability under radiation damage or good charge / discharge 

cycle ratio. The lattice may experience phase transformations that may not be reversible, 

thus the high Zr4+ Frenkel energy shows that Li2ZrO3 is a stable material appropriate for 

energy applications, even in high temperatures. 
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This is also the case when we refer to the formation of Schottky and antisite defects in 

the crystallographic structure. The formation of Schottky defects in Li2ZrO3 is given by:  

 

2LiLi
x  +ZrZr

x + 3OO
x  → 2VLi

′  + VZr
′′′′+ 3VO

••                                                                      (5.4)  

                                                                                    

 

The Schottky defect formation is calculated to be 28.55 eV. 

Considering the process of radiation damage, the point defects can recombine or occupy 

an alternative lattice site and form an antisite defect.  Low antisite formation energies in 

the lattice imply that a concentration of residual defects will be present in the material12.  

The antisite formation mechanisms are given by: 

 

ZrZr
x  + LiLi

x  → ZrLi
••• + LiZr

′′′                                                                                            (5.5) 

 

ZrZr
x  + OO

x  → ZrO
•••••• + OZr

′′′′′′                                                                                       (5.6) 

 

LiLi
x  + OO

x   → LiO
•••+ OLi

′′′                                                                                                (5.7) 

 

 

It is calculated here that the antisite defect energies are 12.88 eV for Eq. 5.5, 23.35 eV 

for Eq. 5.6 and 12.59 eV for Eq. 5.7. Defects such as Zr4+ at a Zr4+ site and O-2 at a O2- 

site are neutrally charged. Here we consider for completeness the highly unlikely case of 

having a cation at an anion site. Overall, it is logical that Eq. 5.6 is the most energetically 

unfavourable as it displays the highest difference in effective charges of elements (i.e. the 

Zr4+ atom will not be accommodated in the O2− site and vice versa). Additionally, the 

energies from Eq. 5.5 and Eq. 5.6 (above 12 eV) lead to very high formation values and 

this in turn implies that the total concentration of antisite defects in Li2ZrO3 will be very 

limited. 
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5.3 Doping – Binding Energies  

5.3.1 Divalent Dopants 

Here the doping effect in Li2ZrO3 with divalent dopants (M = Mg2+, Zn2+, Ca2+, Cd2+, 

Sr2+, and Ba2+) is considered via the relation: 

MO 
Li2ZrO3
→      MZr

′′  + VO
·· + OO

x                                                                                           (5.8) 

 

It can be observed through relation 5.8, that the introduction of divalent dopants as 

substitutionals in Zr4+ sites leads to the formation of oxygen vacancies.  

 

 

 

Figure 5.2 The binding energies of the Dopant − VO
··  defect clusters with respect to (a) 

the divalent dopant ionic radii and (b) the electronegativity of the divalent dopant. 
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Figure 5.2 (a) represents the dependence of the binding energies with respect to the 

divalent dopant ionic radius. From a physical point of view, this is to charge balance the 

divalent dopant substitutional at a Zr4+ site (MZr
′′ ) of an effective double negative charge 

with an oxygen vacancy (VO
··) that corresponds to an effective double positive charge. 

Here the association of MZr
′′  with the nearest neighbour oxygen vacancies at the O1 and 

O2 sites (refer to Figure 5.1(b)-(c) for the configurations) is considered. Next nearest 

neighbour configurations or defect clusters where the two defects are formed further 

apart, were calculated to be less energetically favourable.  Irrespective of the oxygen 

vacancy site, a similar trend is observed. The binding energies decrease with the increase 

of the dopant ionic radius (except for Mg2+) is observed. The binding energy difference 

between the highest and lowest points is about 1.01 eV. Figure 5.2 (b) represents the 

dependence of the binding energies with respect to the electronegativities of the divalent 

dopants. Furthermore, it is observed that there is an increase in the binding energies as 

the electronegativity of the substitutional divalent dopants is increased (with the 

exception of Cd2+).  Overall the increasing / decreasing behavior for trivalent dopants is 

not followed by Mg2+ and Cd2+ with respect to dopant ionic radius and electronegativity. 

Binding energies in oxides depend upon the relaxation of the substitutional dopant in the 

O2- vacant site and coulombic attraction as well since the substitutional dopant has an 

effective double negative charge and the oxygen vacancy has an effective double positive 

charge. These two contributions result in non-linear trends as it has been previously 

demonstrated in other oxides13, 14. 
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5.3.2 Trivalent Dopants 

In order to extend our investigation, the doping process of Li2ZrO3 with trivalent dopants 

(Al3+, Ga3+, Sc3+, In3+, Y3+) is investigated. This will lead to the formation of one oxygen 

vacancy for every two trivalent atoms substituting for Zr4+ atoms. The associated reaction 

can be described as follows: 

 

R2O3 
Li2ZrO3
→      2RZr

′  + VO
·· + 3OO

x                                                                                     (5.9) 

 

 
 

 
 

Figure 5.3 Binding energies of the Dopant − VO
·· defect clusters with respect to (a) the 

trivalent dopant ionic radii and (b) the electronegativity of the trivalent dopant. 
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Here, the binding energies between O2- vacancies and trivalent dopants that substitute 

Zr4+ sites correspond to lower values as compared to divalent dopants. One should 

consider that introduction of two substitutional atoms to the Li2ZrO3 lattice will result to 

additional structural modifications. However trivalent dopants will strongly bind with 

oxygen vacancies and form defect clusters in the material, this should be considered as 

crucial when considering energy materials and should be further investigated. Figure 5.3 

shows the binding energies of the Dopant − VO
·· defect clusters exhibiting lower values 

than divalent dopants. Interestingly, the defect clusters with Al3+ and Y3+ correspond to 

similar binding energies despite their ionic radius difference of about 0.35 Å (refer to 

Figure 5.3(a)). Figure 5.3(b) corresponds to the dependence of the binding energies with 

the substitutional trivalent dopant electronegativity. No clear trend is observed as in the 

case of the divalent ions. 

 

5.3.3 Tetravalent Dopants 

The Li2ZrO3 doping with tetravalent dopants (D = Si4+, Ge4+, Ti4+, Sn4+, Ce4+) can also 

lead to an association with oxygen vacancies, however in this case mainly due to the 

relaxation of the dopant near the oxygen vacancy.  

 

As expected, the binding energy values are lower when compared to divalent and trivalent 

dopants, where there is an element of Coulombic attraction that leads to the increase of 

the binding energies. With the exception of Pb, it is observed that the binding energies 

exceed a maximum of 2.4 eV, a relatively low level that reveals the weaker interaction of 

the dopant as already reported in literature13, 14. However, for this particular category the 

dopants of maximum (Ce) and minimum (Si) ionic radius correspond to similar binding 



 

70 

  

energies. Recent experimental work by Zhan et al.15 investigated the role of oxygen 

vacancies in Li2ZrO3 and Li - ion transport whereas in consistency with our results, 

introduction of dopants will increase the concentration of oxygen vacancies. In addition, 

Chattaraj et al.16 extend the investigation in the material by theoretical modelling referring 

to the doping processes as a way to control the formation of oxygen vacancies.  

 

 
 

Figure 5.4 Binding energies of the Dopant − VO
··  defect clusters with respect to (a) the 

tetravalent dopant ionic radii and (b) the electronegativity of the tetravalent dopant. 
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5.4  Dopant Vacancy Interactions – Density of States 

In this section, DFT is employed to systematically investigate the impact of doping in the 

electronic structure of Li2ZrO3. In particular, the impact of divalent (Mg, Ca, Sr) and 

trivalent (Al, In, Y) substitutionals and their association with oxygen vacancies on the 

electronic properties of Li2ZrO3 is considered, mainly by calculating their density of states 

(DOS).  The densities of states of the undoped Li2ZrO3 are shown in Figure 5.5. All 

elements contribute significantly in the valence and the conduction band. The p-orbitals 

of oxygen correspond to the dominant DOS in the valence band, whereas the d-orbital of 

zirconium and the s and p orbitals of lithium dominate the conduction band. For the exact 

contribution of the orbitals, refer to Figure 5.6. The band gap is 3.85 eV, in agreement 

with the 3.9 eV value that has been previously calculated with DFT.17
 Notably, no 

experimental value of the Li2ZrO3 band gap has yet been reported.  

 

 
 

Figure 5.5 Densities of states in undoped Li2ZrO3.  
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Figure 5.6 Li2ZrO3 density of states for (a) All orbitals (b) Li+ orbitals (c) O2- orbitals 

(d) Zr4+ orbitals. 
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Figure 5.7 represents the densities of states of substitutional dopants in Li2ZrO3 (refer to 

Figure 5.1 (b) for the structure). The DOS of the divalent dopants examined (Ca, Mg, Sr) 

are shown in Figure 5.7 (a)-(c) while the DOS of the trivalent dopants (Al, In, Y) are 

shown in Figure 5.7 (d)-(f). These calculations show that the dopants in the substitutional 

position do not introduce energy levels in the band gap, nor do they significantly alter the 

DOS of the material. In these cases, the DOS of Li+ are similar, implying that the 

substitution of Zr4+ with these dopants does not introduce midgap levels. Figure 5.8 

represents the densities of states of substitutional dopants-oxygen vacancy pairs in 

Li2ZrO3. Again, in Figure 5.7 (a)-(c) the DOS of the MZr
′′ VO

·· pairs (where M = Ca, Mg, 

Sr) are shown whereas in Figure 5.7 (d)-(f) the DOS of the RZr
′ VO

·· pairs (where R = Al, 

In, Y) are shown. Doping in this case introduces energy levels in the bandgap (deep 

levels).  

 
 

Figure. 5.7 Densities of states of substitutional dopants in Li2ZrO3 (a)-(c) divalent 

dopants Ca, Mg, Sr (d)-(e) trivalent dopants, Al, In, Y. 
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The effect of the MZr
′′ VO

·· pairs is pronounced in the case of divalent atoms. The calculated 

energy bandgap decreased to 2.75eV for CaZr
′′ VO

··, 2.85eV for MgVO
·· and 3.2 eV for SrZr

′′ VO
·· 

owing to a wide tail at the conduction band edge which is related to the Zr and O 

contribution. Midgap states attributed mainly to Zr are present at approximately 0.8 eV, 

2.15 eV and 2.3 eV above the Fermi level for the CaZr
′′ VO

·· pairs, similar to the case of 

MgVO
·· pairs that exhibit states at 0.85 eV, 2.3 eV and 2.4 eV. In the case of SrZr

′′ VO
·· pairs, 

additional energy levels that can be attributed to O are present at 0.7 eV, 0.85 eV and 1.45 

eV above the valence band, whereas the energy levels at 2.7eV and 2.8 eV can be 

attributed mainly to Zr (refer to Figure 5.8(a)-(c)). In the case of RZr
′ VO

·· pairs, a single 

deep level is introduced near the middle of the bandgap, at around 1.8 eV above the Fermi 

level (refer to Figure 5.8(d)-(f)). The Li2ZrO3 band gap for the RZr
′ VO

·· pairs, is calculated 

at 3.4 eV for AlZr
′ VO

··, 3.3 eV for  InZr
′ VO 

·· and 3.45 eV for YZr
′ VO

··. 

Consequently, in the case of the dopant-oxygen vacancy pairs, there is a significant effect 

on the electronic structure of the Li2ZrO3 via the introduction of midgap states and the 

reduction of the band gap. The effect of doping and defects on the electrochemical 

behaviour of Li2ZrO3 (and similar Li-based materials) is strong as they significantly affect 

the ionic and electronic charge carriers and as a result, the conductivity of the material. 

The deep levels present when defects are paired with an oxygen vacancy will have an 

effect on the charge transfer and will therefore need to be taken into consideration when 

designing an application for Li2ZrO3.   

Although in the case of batteries, the ionic conduction is the leading mechanism of 

conduction, the concentration of both ionic and electronic charge carriers will need to be 

further investigated. In essence, experimental work is needed to determine the electronic 

structure of Li2ZrO3. Finally, given the applications of Li2ZrO3, the influence of 
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temperature and pressure on the physical and defect processes of the material should be 

studied. In this framework, thermodynamic modelling and mass action analysis can also 

be employed synergetically with computational modelling and experimental studies. 

 

 
 

Figure 5.8 Densities of states of substitutional dopants-oxygen vacancy pairs in 

Li2ZrO3 (a)-(c) divalent dopants (d)-(e) trivalent dopants. 
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5.5  Conclusions  

In the present chapter, the intrinsic defect processes in Li2ZrO3 were investigated. It is 

calculated through the defect chemistry reactions that the Li+ Frenkel corresponds to the 

lowest energy and thus, will be the dominant intrinsic defect process. Antisite defects 

formation were calculated to demand very high energies and therefore it is expected that 

under most conditions there will be only a very small concentration of antisites in the 

crystal. In Li2ZrO3, it is energetically costly to form oxygen vacancies via the Frenkel 

intrinsic defect process and an effective way to overcome this and form oxygen deficient 

structure is to dope with divalent or trivalent cations as these will substitute at Zr4+ lattice 

sites. It is calculated that the dopant atoms will strongly bind with nearest neighbour 

oxygen vacancies. For the divalent dopants the strongest association is with dopants of 

the largest ionic radius (i.e. Ca, Sr, and Ba). This can be explained by the relaxation 

offered by the nearest neighbour vacancy.   Tetravalent dopants will also associate with 

oxygen vacancies however, with lower binding energies. Doping with divalent and 

trivalent atoms can prove to be a defect engineering strategy to form oxygen vacancies, 

which can be controlled by the dopant concentration. The impact of dopant-oxygen 

vacancy pairs on the electronic structure of Li2ZrO3 has been also investigated. It was 

shown that dopant-oxygen vacancy pairs have a significant effect on the electronic 

structure of the Li2ZrO3 via the introduction of deep levels and a reduction of the band 

gap due to the appearance of wide band tails at the conduction band edge. As oxygen 

vacancies can have an impact on the diffusion mechanisms and the electronic properties 

of Li2ZrO3, this will need to be investigated in further experimental (using Secondary Ion 

Mass Spectrometry (SIMS), X-ray Photoelectron Spectroscopy (XPS), NMR) and 

computational work. 
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CHAPTER 6 

Intrinsic defect processes in Li2CuO2  

Part of the results presented here has been published in Scientific Reports 8, 6754 

(2018) 

 

6.1 Introduction 

Li2CuO2 is considered as an important candidate material as a cathode in lithium ion 

batteries as it exhibits many interesting characteristics and has already been investigated 

for applications such as CO2 chemisorption1, 2.   In battery applications however, a phase 

transition during the first circle of charge / discharge has been confirmed and attributed 

to oxygen loss and partial delithiation. Ramos-Sanchez et al.3, have recently reported on 

this phase transition control and proposed Li2CuO2 for future battery applications due to 

its high capacity in pre-charge conditions as well as its fast Li+ ion mobility. The partial 

pressure chemisorption has been also investigated by Lara-Garcia and Pfeiffer4. In 

essence, it was reported that for low pressures the material’s behaviour is not affected 

while for the increase of pressure combined with additional oxygen, the CO2 

chemisorption is enhanced. Furthermore, the Li+ and O2- ion-diffusion can also affect the 

CO2 chemisorption by means of an extra layer that forms on the surface and limits the 

process as the CO2 cannot easily reach the bulk material. In this chapter, atomistic 

simulation methods are used to investigate the defect processes, electronic structure and 

lithium migration mechanisms in Li2CuO2. Overall, a detailed survey of the relative 

energetics of the formation of intrinsic defects, the solution of trivalent dopants (Al3+, 

Co3+, Sc3+, In3+, Y3+, Gd3+ and La3+) is carried out, and the possible lithium ion migration 

pathways in Li2CuO2.  
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6.2. Defect chemistry and Dopants 

6.2.1 Methodology 

To calculate the defect processes and DOSs for pure and defective Li2CuO2, density 

functional theory simulations were employed using the plane wave code CASTEP5, 6. 

The exchange and correlation interactions were modelled by using the corrected density 

functional of Perdew, Burke and Ernzerhof (PBE)7 in the generalised gradient 

approximation (GGA), with ultrasoft pseudopotentials8. The kinetic energy cut-off of 

the plane wave basis is 500 eV, in conjunction with a 3 x 2 x 3 Monkhorst-Pack (MP)9 

k-point grid and a 60-atomic site supercell.  To consider correlation effects of localized 

electrons onsite Coulomb repulsions of 6 eV were set for the Cu 3d orbitals. This value 

has been tested to establish that the trends are not affected by the specific choice of U-

parameter. The calculations were under constant pressure conditions. The system has 

been treated as spin polarized, in agreement with Ramos-Sanchez et al.3, as an efficient 

way to correctly calculate the electronic structure of the material. Spin polarized DFT 

calculations are recommended for structures like transition metal oxides and metallic 

systems, indicating that different wavefunctions will be used for different spins. The 

ground state energies though, present minimum deviations as compared to the non-spin 

polarized system indicating that for Li2CuO2 the trends of the defect prosesses are not 

affected.   

 

6.2.2 Crystallography 

In order to investigate the materials defect chemistry, the structural configuration of the 

perfect cell is initially represented. Figure 6.1 presents the crystallographic structure of 

Li2CuO2. As reported by Sapiña et al.10, it is characterised by the body centered 



 

81 

  

orthorombic (bcc) structure of the Immm space group (lattice parameters a = 3.6544 Å, b 

= 2.8602 Å and c = 9.3774 Å) whereas four O-2 atoms reside around each Cu+2 atom for 

the bc-plane, while for the square-shaped CuO2, a shared edge on the b-axis is presented. 

The calculated crystallographic configurations are in good agreement with the 

experimental lattice parameters, angles and bond lengths to within 2.6% (refer to Table 

6.1). All cells were modelled according to the convergence criteria and allowed to relax 

to the most energetically favoured atomic configuration.  

 

Figure 6.1 The crystallographic structure of Li2CuO2 (space group Immm) showing Li+ 

(green spheres), Cu2+ (blue spheres), and O2- (red spheres). 
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As observed from Table 6.1, the divergence between the calculated and experimental 

lattice parameters is not negligible, however similar deviations are not uncommon for 

DFT studies (even well converged), when reproducing complicated crystal structures. 

The calculated lattice parameters are in good agreement with previous results however a 

deviation also reported in experimental previous studies3, 11 is evident. Only limited 

theoretical work has been done in Li2CuO2  so far, where the calculated parameters are 

presenting a similar divergence12, 13 whereas in the recent study of Johannes et al.14 where 

the electronic structure in investigated, no discussion on the calculated lattice parameters 

is provided. 

 

Table 6.1. Calculated and Experimental10 Structural Parameters and Bond Distances. 

 

 

 

 

 

 

 

 

 

 

6.2.3 Intrinsic Defects 

Investigation of the intrinsic defect processes in energy materials is important to acquire 

insights into the atomic phenomena and understand their electrochemical behavior and 

Parameter Calc Expt |∆|(%) 

a (Å) 3.654 3.6615 0.20 

b (Å) 2.860 2.7887 2.56 

c (Å) 9.377 9.5734 1.92 

α = β = γ (°) 90.00 90.00 0.00 

Li – O (Å) 1.944 1.9610 0.25 

Cu – O (Å) 1.956 1.9577 2.12 
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their propensity to form intrinsic states of disorder. This is in direct connection with the 

material’s potential applications and performance. The intrinsic defect reactions in 

Kröger-Vink notation are described through the following relations: 

 

𝐿𝑖 𝐹𝑟𝑒𝑛𝑘𝑒𝑙:  𝐿𝑖𝐿𝑖
𝑋  →  𝑉𝐿𝑖

′ + 𝐿𝑖𝑖
•                  (6.1) 

𝑂 𝐹𝑟𝑒𝑛𝑘𝑒𝑙: 𝑂𝑂
𝑋  →  𝑉𝑂

•• + 𝑂𝑖
′′                (6.2) 

𝐶𝑢 𝐹𝑟𝑒𝑛𝑘𝑒𝑙: 𝐶𝑢𝐶𝑢
𝑋  →  𝑉𝐶𝑢

′′ + 𝐶𝑢𝑖
••                                      (6.3) 

𝑆𝑐ℎ𝑜𝑡𝑡𝑘𝑦: 2 𝐿𝑖𝐿𝑖 
𝑋 + 𝐶𝑢𝐶𝑢

𝑋  + 2 𝑂𝑂
𝑋 →  2 𝑉𝐿𝑖

′ + 𝑉𝐶𝑢
′′ + 2 𝑉𝑂

•• + 𝐿𝑖2𝐶𝑢𝑂2                  (6.4) 

𝐿𝑖2𝑂 𝑆𝑐ℎ𝑜𝑡𝑡𝑘𝑦: 2 𝐿𝑖𝐿𝑖
𝑋 + 𝑂𝑂

𝑋  → 2 𝑉𝐿𝑖
′ + 𝑉𝑂

•• + 𝐿𝑖2𝑂             (6.5) 

𝐿𝑖/𝐶𝑢 𝑎𝑛𝑡𝑖𝑠𝑖𝑡𝑒: 𝐿𝑖𝐿𝑖
𝑋 + 𝐶𝑢𝐶𝑢

𝑋  → 𝐿𝑖𝐶𝑢
′ + 𝐶𝑢𝐿𝑖

•                              (6.6) 

𝐿𝑖/𝑂 𝑎𝑛𝑡𝑖𝑠𝑖𝑡𝑒: 𝐿𝑖𝐿𝑖
𝑋 + 𝑂𝑂

𝑋  → 𝐿𝑖𝑂
••• + 𝑂𝐿𝑖

′′′                                                               (6.7) 

𝐶𝑢/𝑂 𝑎𝑛𝑡𝑖𝑠𝑖𝑡𝑒: 𝐶𝑢𝐶𝑢
𝑋 + 𝑂𝑂

𝑋  → 𝐶𝑢𝑂
•••• + 𝑂𝐶𝑢

′′′′                                                         (6.8) 

 

The reaction energies for these intrinsic defect processes are reported in Table 6.2. These 

have been calculated based on the lowest ground state energies of the system. Typically, 

the formation of Frenkel and Schottky defects is unfavourable for most oxides. This in 

turn suggests that the formation of vacancies and interstitial defects will be limited at 

equilibrium conditions. Therefore, it is expected these intrinsic defects to be present only 

at low concentrations in undoped Li2CuO2. Overall, the lithium Frenkel mechanism is the 

lowest energy process compared to the other Frenkel and Schottky defects that have been 

considered. In addition, the formation enthalpy of Li2O via the Li2O Schottky-like 

reaction (relation 5) is a process that requires an amount of 1.75 eV per defect (refer to 

Table 6.2). This process can lead to the formation of additional 𝑉𝐿𝑖
′  and 𝑉𝑂

•, although at 

temperatures elevated far from room temperature. The formation of antisite defects (𝐿𝑖𝐶𝑢
′   
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and 𝐶𝑢𝐿𝑖
• ) have also been considered corresponding to 0.07 eV, significantly lower than 

other intrinsic processes mainly due to the binding of the opposite charged defects and 

relaxation effects. The 𝐿𝑖𝑂
•••/ 𝑂𝐿𝑖

′′′ and 𝐶𝑢𝑂
•••• / 𝑂𝐶𝑢

′′′′  antisite formations have been also 

considered through DFT. However, these correspond to even higher energies as compared 

to the Frenkel mechanisms as it is energetically unfavourable to let the Cu2+ atoms be 

accommodated at O2- sites and vice-versa.  

 

Table 6.2. Reaction energies for the intrinsic defect processes in Li2CuO2. 

 

Defect Process Equation Defect energy (eV) 

Li Frenkel 1 1.75 

O Frenkel 2 2.33 

Cu Frenkel 3 2.96 

Schottky 4 3.9 

Li2O Schottky- like 5 1.75 

Li/Cu antisite  6 0.07 

Li/O antisite 7 6.99 

O/Cu antisite 8 6.14 

 

 

6.3 Lithium self-diffusion. 

It is noted that Li2CuO2 presents an attractive and fast Li+ – ion mobility. This is a key 

component when designing battery materials as it corresponds to higher charge / 

discharge rates as well as better structural stability. Atomistic simulations have been used 
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for the examination of possible Li+ vacancy migration pathways as well as for the 

estimation of the corresponding activation energies of migration. Three different paths 

between adjacent Li+ sites were investigated for the Li+ vacancy migration mechanism 

(as shown in Figure 6.2).  

 

 

Figure 6.2 The possible lithium ion migration paths considered. Li+, Cu2+, and O2- 

atoms are shown as green, blue and red spheres respectively. 

 

 

The zig-zag Li+ ion diffusion path (path A in Figure 6.2) in the ab-plane corresponds to 

the lowest energy process with an activation energy of migration of 0.11 eV.  Here the 

activation energy of migration is defined as the position of the highest potential energy 
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along the migration path and is calculated for a vacancy transfer of approximately 2.35 

eV. The alternative Li+ pathways (B and C) present higher activation energies of 

migration as shown in Figure 6.2 therefore they are not considered as favourable 

configurations of ion hopping. 

 

Table 6.3. Three different energy profiles are shown in Figure 6.2 [for Li+ diffusion 

paths (A, B and C)] of Li+ vacancy hopping between two adjacent Li+ sites in Li2CuO2. 

Emig corresponds to the activation energy for the Li+ ion migration. 

 

Migration path Li-Li separation (Å) Activation energy (eV) 

A 2.35 0.11 

B 2.79 1.43 

C 3.58 4.58 

 

 

6.4. Trivalent doping.  

Despite the significantly low activation energy of migration for the lithium diffusion in 

Li2CuO2, this will be constrained mainly due to the high Li+ Frenkel energies. This is 

because there will be a limited concentration of 𝑉𝐿𝑖
′  that will act as vehicles / 

accommodating sites and will mediate for Li self-diffusion via the vacancy mechanism. 

A defect engineering strategy is to introduce a high 𝑉𝐿𝑖
′  concentration through doping with 

trivalent ions. This process has been successfully employed in other energy materials15 16 

and can be described in the Kröger-Vink notation as: 

 

𝑅2𝑂3 + 2𝐶𝑢𝐶𝑢
𝑋 + 2𝐿𝑖𝐿𝑖

𝑋 →  2 𝑅𝐶𝑢
• + 2 𝑉𝐿𝑖

′ +  2𝐶𝑢𝑂 + 2𝐿𝑖2𝑂                                     (6.9) 
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To identify the oxide (𝑅2𝑂3,  R = Al, Sc, In, Y, Gd and La) of the minimum solution 

enthalpy in Li2CuO2, the solution enthalpy for every dopant versus the ionic radii is given 

in Table 6.417. The solution energy of Al2O3 is the lowest energy process (0.97 eV/Al3+) 

and therefore, doping Li2CuO2 with Al3+ is a promising technique that will result in the 

𝑉𝐿𝑖
′  formation, with energies significantly lower than those required by the Li+ Frenkel 

reaction in the undoped material. This will eventually lead to a non-equilibrium 𝑉𝐿𝑖
′  

concentration which in turn will provide additional dynamics for Li+ self-diffusion 

increasing the total Li+ diffusivity of the material.   

 

Table 6.4. Solution enthalpy of  𝑅2𝑂3 (R = Al, Sc, In, Y, Gd and La) in Li2CuO2 using 

atomistic simulations17. 

Dopant Solution Enthalpy (eV) Ionic Radii (A) 

Al 0.97 0.535 

Sc 2.09 0.745 

In 2.31 0.8 

Y 3.14 0.9 

Gd 3.54 0.938 

La 4.00 1.032 

 

It is shown that the Al2O3 solution enthalpy in Li2CuO2 is considerably lower than the 

enthalpies for the Schottky and Frenkel disorders. This in turn indicates that vacancy and 

interstitial concentrations will primarily be due to the extrinsic impurity compensation 

processes.  



 

88 

  

 

Figure 6.3 The chemical bonding of the substitutional dopant with nearest oxygen 

atoms in Li2CuO2. 

 

It is also expected that the introduction of substitutional dopants in the perfect lattice may 

also affect the activation energies of migration for lithium. The introduction of dopants 

in the vicinity of the migrating 𝑉𝐿𝑖
′  will result in the increase of the migration energy 

barriers from 0.22 eV (for the smallest dopant, Al) to 0.88 eV (for the largest dopant, La). 

In essence, it is observed that the largest increase of the migration energy barrier 

corresponds to the dopant of the largest ionic radii, in consistency with the stronger 

association (i.e. relaxation of the large dopant in the vacant space). Overall, these 

interactions will introduce an increase in the energetic barrier that needs to be overcome. 

Figure 6.3 represents the chemical bonding of the substitutional trivalent dopants with 

the surrounding oxygen atoms. 
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6.5. Density of states 

Here, density of states (DOS) calculations are performed whereas the individual 

contribution of each element (partial-DOS) is plotted in Figure 6.4, for the cases of (a) 

perfect cell (b) VLi
′   (c) AlCu

•  and (d) {AlCu
• : VLi

′ }X. The valence band maximum (VBM) is set 

at zero energy level.  The perfect structure of Li2CuO2 is shown in Figure 6.4 (a), where 

the band gap is calculated at 1.05 eV. It is also shown that Cu2+ and O2- mainly contribute 

to the DOS of the valence band, driven by the Cu-d and O-p orbitals, while Li+ and Cu2+ 

are the main contributors to the conduction band, driven by the Li-p and Cu-p orbitals as 

presented in Figure 6.5. It is also observed that the high states of Cu2+ and O2- just below 

the VBM and the non-uniformity of the band as presented by two separated contributions. 

The effect on the DOS of the introduction of a lithium vacancy in the supercell is minimal 

(refer to Figure 6.4(b)) as no additional states are created into the band gap, whereas only 

a small increase is observed in the DOS in the conduction band due to Lithium.  

 

Figure 6.4 The densities of states for Li2CuO2 (a) perfect cell (b) 𝑉𝐿𝑖
′  (c) 𝐴𝑙𝐶𝑢

•  (d) 

{𝐴𝑙𝐶𝑢
• : 𝑉𝐿𝑖

′ }X. 
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Figure 6.5 The contribution of the atomic orbitals to the partial densities of states of 

the perfect Li2CuO2 supercell shown in Figure 6.4 (a). 
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The impact of the 𝐴𝑙𝐶𝑢
•  and {𝐴𝑙𝐶𝑢

• : 𝑉𝐿𝑖
′ }X

 pairs on the densities of states of Li2CuO2 was 

also considered and illustrated in Figure 6.6 (c) – (d). It is shown that the 𝐴𝑙𝐶𝑢
•   defect 

introduces a distribution of states in the band gap with a simultaneous minor narrowing 

of the gap itself to 0.80 eV. A similar picture is observed in Figure 6.4(d) for the 

{𝐴𝑙𝐶𝑢
• : 𝑉𝐿𝑖

′ }X
 case. The 𝑅𝐶𝑢

•   and  {𝑅𝐶𝑢
• : 𝑉𝐿𝑖

′ }X doping configurations in Li2CuO2 are 

presented in Figure 6.6. Therefore, it is expected the introduction of Al3+ (and other) 

dopants to have an effect on the electronic structure, mainly with the introduction of states 

in the band gap but also with a minor narrowing of the gap. Although the leading 

conduction mechanism for battery applications is ionic diffusion, the effect of the energy 

levels in the band gap has to be considered as well. 
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Figure 6.6 The densities of states for (a) 𝐴𝑙𝐶𝑢
•  (b) {𝐴𝑙𝑪𝒖

• : 𝑉𝑳𝒊
′ }X (c) 𝐼𝑛𝐶𝑢

•  (d) {𝐼𝑛𝑪𝒖
• : 𝑉𝑳𝒊

′ }X 

(e) 𝐿𝑎𝐶𝑢
•  (f) {𝐿𝑎𝑪𝒖

• : 𝑉𝑳𝒊
′ }X (g) 𝑆𝑐𝐶𝑢

•  (h) {𝑆𝑐𝑪𝒖
• : 𝑉𝑳𝒊

′ }X (i) 𝑌𝐶𝑢
•  (j) {𝑌𝑪𝒖

• : 𝑉𝑳𝒊
′ }X. 
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6.6 Conclusions 

In the present chapter, the intrinsic defect processes and the Li+ vacancy diffusion 

mechanisms in Li2CuO2 were investigated. Lithium vacancy diffusion presents a low 

migration energy barrier (0.11 eV) along zig-zag diffusion path in the ab-plane. However, 

in essence the relatively high lithium Frenkel energy implies a low concentration of 

lithium vacancies. Doping Li2CuO2 with aluminum is proposed to introduce a higher 

concentration of lithium vacancies in the lattice. The aluminum dopants will impact the 

activation energy of migration increasing the barrier to 0.22 eV. The combination of low 

solution enthalpy and low increase in the migration energy of lithium constitutes doping 

with aluminum to be the preferential doping strategy to increase the total lithium 

diffusivity in Li2CuO2, as compared to the intrinsic processes or the other considered 

dopants. Furthermore, the DOS analysis reveals that the introduction of aluminum will 

introduce electronic states into the energy band gap but with the lowest intensity when 

compared with alternative doping elements. So far, Li2CuO2 has been mainly considered 

as a promising material for CO2 chemisorption and it is anticipated that the present 

investigation will motivate further experimental and theoretical work to determine the 

materials behaviour with respect to the diffusion properties of Li2CuO2 and its potential 

application in batteries. Additionally, it will generate further interest in lithium cuprate 

materials for energy storage applications. In the published version of the chapter17, the 

defect chemistry and Li+ – ion diffusion mechanisms and energetics are reported for the 

first time to my knowledge and should be further investigated through experimental 

techniques. This work has been recently cited by Aguilar-Eseiza et al.18 showing the 

validity of theoretical modelling to complement with experimental methods. 
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CHAPTER 7 

Li2SnO3 and Li2RuO3 as battery materials: Intrinsic Defect Processes 

Part of the results presented here has been published in Scientific Reports 8, 12621 

(2018) and Scientific Reports, 9, 550, (2019). 

7.1. Introduction 

In this chapter, the defect processes in Li2SnO3 and Li2RuO3 are investigated, with respect 

to their potential application as Li+ – ion battery components.  A key feature of these 

materials is that in principle, the extraction of more than one lithium ion per formula unit 

is possible and thus, a greater insight into the defect properties is crucial to gain a better 

understanding of their electrochemical behaviour. Tin-based oxide Li2SnO3 has already 

attracted considerable interest as a promising cathode material for potential use in 

rechargeable Li+- ion batteries due to its attractive high capacity (510.2  mA·h g−1)1. It 

has been proposed as an alternative to Li2MnO3, a material that despite its high capacity 

(>200 mA·h g−1) and energy density (934 W·h kg−1)2, 3, 4, 5 is also characterized by poor 

structural stability during cycling as well as electronic conductivity. As both Li2MnO3 

and Li2SnO3 crystallise in a monoclinic layered structure, it was suggested that the 

replacement of Mn by Sn could be a possible strategy to improve structural stability and 

thus cyclic performance and so consider Li2SnO3 as a viable cathode material for lithium 

ion batteries. Recently, Wang et al.1, 6 have used X-ray diffraction to determine the 

structure of Li2SnO3 as well as a hydrothermal route to prepare Li2SnO3 where an 

electrochemical performance with high capacity and good cycling stability was observed. 

Additionally, layered Li2RuO3 is a promising candidate cathode material in rechargeable 

Li+ – ion batteries due to its novel anionic redox process and high reversible capacity 

(230  mA·h g−1)7. A key feature of Li2RuO3 is that the lithium ion can be extracted with 
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the concomitant oxidation of ruthenium from a tetravalent to hexavalent state. Moore et 

al.8 have studied the electrochemical properties of Li2RuO3 whereas, a novel hybrid 

Na+/Li+ battery has recently been assembled using Li2RuO3 as a cathode material because 

of its unique structure accommodating both Li+ and Na+ ions9. Li2RuO3 was also 

suggested as an additive to improve the energy density in the high energy lithium-ion 

capacitors due to its high reversible characteristics for Li+ ion intercalation/de-

intercalation and structural stability10. In this chapter, the relative energetics of the 

formation of intrinsic defects in Li2SnO3 and Li2RuO3 are investigated, as well as the 

solution of trivalent dopants and the possible lithium ion migration pathways. 

 

7.2 Defect chemistry  

7.2.1 Methodology 

The supercells were modelled though the plane wave density functional theory (DFT) 

code CASTEP11, 12. The plane wave basis set was set to a cut-off of 480 eV and a 2x2x2 

Monkhorst-Pack (MP)13 k-point grid was used with a 98-atomic site supercell.  For the 

exchange and correlation interactions in the crystal, we use the formulation with the 

corrected density functional of Perdew, Burke and Ernzerhof (PBE)14, within the 

generalized gradient approximation (GGA) with ultrasoft pseudopotentials 15.  All the 

calculations were under constant pressure conditions and the cells were relaxed in the 

minimum energy configuration before the investigation of the electronic structure. The 

Partial Density of States (PDOS) for the perfect and defective / doped structures was 

visualised through the OPTADOS tool16, 17. 
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7.2.2 Crystallographic structure of Li2SnO3 and Li2RuO3 

The structure of Li2SnO3 as presented in Figure 7.1 (a) exhibits a monoclinic 

crystallographic configuration with space group C2/c (lattice parameters a = 5.2900 Å, b 

= 9.1900 Å, c = 10.0300 Å, α = 90°, β = 100.1° and γ=90°) as reported by Lang18. where 

the Sn4+ and Li+ atoms tend to form octahedra with six O2- neighboring atoms.  

 

Figure 7.1 The crystal structure (space group C2/c), atomic configuration and chemical 

environment of (a) Li2SnO3 and (b) Li2RuO3.  
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Li2RuO3 also crystallises in a monoclinic layered structure (Figure 7.1 (b)) with space 

group C2/c (lattice parameters a = 4.9230 Å, b = 8.7746 Å, c = 9.8776 Å, α = 90°, β = 

100.073° and γ=90°) as reported by Kobayashi et al.19 with the Ru4+ and Li+ atoms 

forming octahedra as well.  

 

Table 7.1 Calculated and Experimental Structural Parameters and Bond Distances for 

Monoclinic (c2/c) Li2SnO3 and Li2RuO3. 

 

Li2SnO3 Calc Expt18 |∆|(%) 

a (Å) 5.3029 5.2900 0.24 

b (Å) 9.2563 9.1900 0.72 

c (Å) 10.0598  10.0300 0.30 

α (°) 90.0 90.0 0.00 

β (°) 100.85 100.10 0.75 

γ (°) 90.0 90.0 0.00 

Li2RuO3 Calc Expt19 |∆|(%) 

a (Å) 5.0622 4.9230 2.83 

b (Å) 8.7521 8.7746 0.26 

c (Å) 9.9749  9.8776 0.99 

α (°) 90.0 90.0 0.00 

β (°) 99.593 100.073 0.48 

γ (°) 90.0 90.0 0.00 
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The modelled structural parameters of Li2RuO3 are in fair agreement with experiment20, 

21, particularly for a complicated crystal structure. The 3% difference in the volume is 

consistent  with recent theoretical22 work. The differences in the lattice parameters with 

this theoretical study are due to the different parameters used (pseudopotentials and 

exchange correlation conditions). The aim of the present thesis is to examine trends and 

as such these differences in the structural parameters will not have an impact. 

 

7.2.3 Intrinsic Defect Processes 

In order to gain insights into the electrochemical behavior of Li2SnO3 and Li2RuO3, a 

series of isolated point defect energies (vacancy, antisite and interstitial) are calculated 

and combined to assess the formation energies for Frenkel, Schottky and antisite defects. 

Here atomistic simulations were employed in Li2SnO3. The following equations represent 

the reactions involving these defects as written using Kröger-Vink notation27.  

 

Li Frenkel:  LiLi
X  →  𝑉Li

′ + Lii
•                (7.1) 

O Frenkel: OO
X  →  𝑉O

•• + Oi
′′                 (7.2) 

Sn Frenkel: 𝑉Sn
X  →  𝑉Sn

′′′′ + Vi
••••                           (7.3) 

Schottky: 2 LiLi 
X + SnSn

X  + 3 OO
X →  2 𝑉Li

′ + 𝑉Sn
′′′′ + 3 𝑉O

•• + Li2SnO3           (7.4) 

Li2O Schottky: 2 LiLi
X + OO

X  → 2 𝑉Li
′ + 𝑉O

•• + Li2O                         (7.5) 

Li/Sn antisite: LiLi
X + 𝑉Sn

X  → LiSn
′′′ + SnLi

•••                                     (7.6) 
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Overall, the most favorable intrinsic disorder is Li+ Frenkel whereas the formation of 

other Frenkel and Schottky defects corresponds to higher energies. This will result to high 

Li+ – ion mobility rates within the crystal lattice, an important factor when investigating 

potential cathode materials. In addition, high Sn4+ Frenkel energy indicates the material's 

good structural stability as a system for energy applications.  Furthermore, the Li+/Sn4+
  

antisite defect process energy is calculated to be considerably high, indicating that a small 

percentage of Li on Sn sites (LiSn
′′′ ) and Sn on Li sites (SnLi

•••) is expected particularly at 

higher temperatures. This is in agreement with the intralayer intermixing between Li+ and 

Sn4+ found in the experiment6. Cation antisite defect formation in ionic conductors may 

limit or block Li+ – ion diffusion and have been already observed in a variety of other Li+ 

ion battery materials during cycling23, 24. Wang et al. highlights the demanded 

optimization of the cation site occupation during the material’s synthesis. The defect 

processes’ reaction energies are reported in Table 7.2. 

 

Table 7.2 Reaction energies for the intrinsic defect processes in Li2SnO3. 

Defect Process Equation 

 

Defect Energy (eV) 

 

Li Frenkel 1 4.74 

O Frenkel 2 5.56 

Sn Frenkel 3 15.46 

Schottky 4 21.69 

Li2O Schottky- like 5 8.17 

Li/Sn antisite  6 10.41 
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Considering Li2RuO3, the associated defects through atomistic simulations25 are 

represented through the following relations : 

  

Li Frenkel:  LiLi
X  →  𝑉Li

′ + Lii
•                    (7.7) 

O Frenkel: OO
X  →  𝑉O

•• + Oi
′′                     (7.8) 

Ru Frenkel: 𝑉Ru
X  →  𝑉Ru

′′′′ + Vi
••••                    (7.9) 

Schottky: 2 LiLi 
X + RuRu

X  + 3 OO
X →  2 𝑉Li

′ + 𝑉Ru
′′′′ + 3 𝑉O

•• + Li2RuO3             (7.10) 

Li2O Schottky: 2 LiLi
X + OO

X  → 2 𝑉Li
′ + 𝑉O

•• + Li2O                           (7.11) 

Li/Ru antisite: LiLi
X + 𝑉Ru

X  → LiRu
′′′ + RuLi

•••                                                             (7.12) 

 

Here, the Li+ Frenkel is the most favourable intrinsic disorder followed by Li+ / Ru4+ 

antisite defect whereas the formation of other Frenkel and Schottky defects is less 

favourable. The second most favorable defect process indicates that there will be a small 

percentage of Li on Ru sites (LiRu
′′′ ) and Ru on Li sites (RuLi

•••). The reaction energies for 

these intrinsic defect processes are reported in Table 7.3. 

 

Table 7.3 Reaction energies for the intrinsic defect processes in Li2RuO3. 

Defect Process Equation 

 

Defect Energy (eV) 

 

Li Frenkel 1 1.56 

O Frenkel 2 7.86 

Ru Frenkel 3 11.54 

Schottky 4 5.80 

Li2O Schottky- like 5 5.70 

Li/Ru antisite  6 1.89 
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7.3 Lithium self-diffusion 

High-rate cathode materials in lithium ion batteries require lithium ion diffusion with low 

activation energy, typically below 0.6 eV. Using atomistic simulations, it is possible to 

examine various possible diffusion paths for lithium ion diffusion and act synergetically 

with experiment providing complementary information. For the Li+ vacancy migration 

mechanism, eight different local hopping routes in Li2SnO3 are investigated as 

represented in Figure 7.2.  

 

Notably, the activation energy of migration is defined as the position of the highest 

potential energy along the migration path. Migration energies are reported in Table 7.4 

together with the Li-Li separation. Long range paths have been also considered where the 

first path exhibits a zig-zag pattern (A→B→C→B→A) where the local Li+ hopping 

corresponds to a calculated low activation energy of migration of 0.16 eV (local hop C). 

However, the complete mechanism exhibits an activation energy of 0.65 eV. 

Furthermore, the second pathway follows a straight line (X→Y) with an activation energy 

of 0.63 eV between two adjacent sites. Several different possible long-range Li+ diffusion 

pathways have also been considered along the c-axis.  
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Figure 7.2 Possible long-range lithium vacancy migration paths considered. Green, blue 

and red colors correspond to Li+, Sn4+, and O2- atoms respectively. 

 

Overall, the lower activation energy long range path along the c-axis plane is L→L→L 

with the activation energy of migration to be 0.61 eV, very close to the ideal values as 

introduced earlier. Other long-range paths will exhibit activation energies higher than 

0.61 eV in this direction indicating the local Li hops limitations along these pathways. 

The activation energy of Li-vacancy migration along the c axis has been reported to be 

0.30 eV by Howard and Holzwarth26, whereas here the calculated value is 0.61 eV. This 

divergence may be connected to the difference between their calculated c-lattice 
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parameter (9.78 Å), and our estimated value (10.059 Å). The experimental c-lattice 

parameter is reported to be 10.03 Å18.  

 

Table 7.4. Eight different energy profiles (as shown in Figure 7.2) of Li+ vacancy hopping 

between two adjacent Li sites in Li2SnO3. 

Migration path Li-Li separation (Å) Activation energy (eV) 

A 3.118 0.65 

B 3.055 0.42 

C 2.968 0.16 

L 3.023 0.61 

M 3.000 0.62 

N 3.053 0.65 

X 3.049 0.41 

Y 3.159 0.63 

 

Following on from our investigation of the Li+ vacancy migration mechanisms, six 

different local Li+ hopping configurations in Li2RuO3, have been considered as illustrated 

in Figure 7.3. As it can be observed from the figure these mechanisms cover all possible 

nearest neighboring hops of the lithium vacancy in the lattice. Overall, five long-range 

pathways of local Li+ hops are constructed aiming for the lower activation energy of 

migration amongst them all. The first long range path exhibits a linear orientation 

(A→B→A→B) along the b axis including the local Li+ hop with the lowest activation 

energy of migration of 0.65 eV (local hop B). However, the total activation energy for the 

complete transition will be 0.76 eV. Furthermore, the second pathway exhibits a zig-zag 

pattern (C→C→C→C) with an activation energy of 1.09 eV, while both the third and 
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fourth migration routes [D→E→D→E and E→E→E→E] exhibit a linear path along ab 

plane with an activation energy of 0.73 eV. Finally, the fifth migration path 

(F→F→F→F) which is constructed along the ac plane corresponds to the highest 

activation energy of Li+ migration, calculated to be 1.13 eV. Overall Li2RuO3 will exhibit 

similar activation energies of migration along the different pathways as compared to 

Li2SnO3. 

 

 

Figure 7.3 Possible long-range lithium vacancy migration paths considered. Green, 

grey and red colors correspond to Li, Ru, and O atoms respectively. 
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Table 7.5 Six different energy profiles as shown in Figure 7.3 of Li+ vacancy hopping 

between two adjacent Li+ sites in Li2RuO3. 

Migration path Li-Li separation (Å) Activation energy (eV) 

A 2.8978 0.76 

B 2.9565 0.65 

C 2.9786 1.09 

D 2.9020 0.73 

E 2.9312 0.73 

F 2.9923 1.13 

 

7.4 Doping 

The incorporation of additional lithium into the as-prepared host material will enhance 

the capacity and thus, increase the applicability of Li2SnO3 and Li2RuO3 as component 

materials for rechargeable lithium batteries. A promising technique that has been already 

applied27 to increase the amount of lithium is through doping with trivalent cations as 

substitutionals on Sn sites, which eventually leads to the creation of Li+ interstitials. Here 

the solution of 𝑅2𝑂3 (R = Al, Sc, In, Y, Gd and La) in Li2SnO3 is considered via the 

following process (in Kröger-Vink notation): 

 

R2O3 + 2SnSn
X + Li2O →  2 RSn

′ + 2 Lii
• +  2 SnO2                                 (7.13) 

 

The calculated solution energies of 𝑅2𝑂3 are shown in Table 7.6 where it can be observed 

that the most favorable dopant solution energy (0.6 eV) is for Al3+. This in turn is 

considered as a possible synthesis-doping strategy to introduce additional lithium into 

Li2SnO3. Although the exact amount of Al3+ incorporation in the perfect lattice cannot be 
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predicted in detail, an effective composition for Al-doped Li2SnO3 would be Li2+xSn1-

xAlxO3 (x= 0.0 – 1.0). Furthermore, the second most favorable doping process would be 

substituting the Sn4+ site with Sc3+, where the solution energy would increase to 1.02 eV. 

Notably, the solution energy for alternative substitutional atoms will further increase in 

dependence with the dopant ionic radius.  

 

Table 7.6. Enthalpy of solution of R2O3 (R = Al, Sc, In, Y, Gd and La) with respect to 

the R3+ ionic radius in Li2SnO3. 

Dopant Solution Enthalpy (eV) Ionic Radii (A) 

Al 0.61 0.535 

Sc 1.02  0.745 

In 1.79 0.8 

Y 2.00  0.9 

Gd 2.27 0.938 

La 2.81 1.032 

 

Figure 7.4 represents the local coordination (including bond lengths and angles) of 

oxygen atoms and dopants occupying the Sn4+ site (Refer to Figure 1(a) for the octahedral 

SnO6 unit in the relaxed structure of undoped Li2SnO3). The ionic radius of Sn4+ in 

octahedral coordination is 0.69 Å while he ionic radius of Al3+ corresponds to a smaller 

value of 0.16 Å. This will affect the coordination of the AlO6 unit, as all of the six Al-O 

bonds will be shorter when compared to the Sn-O bonds presented in the undoped 

Li2SnO3 and the rest of the R-O bonding as well. It is mainly due to the smaller cation 

ionic radius of Al3+ which will strongly polarise with the oxygen ions leading to a strong 

interatomic ionic bonding. The second lowest solution energy is for Sc3+ whose ionic 

radius is 0.05 Å and 0.20 Å larger than those of Sn4+ and Al3+ respectively. Thus, the 
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bigger size of the Sc3+ atom as compared to Al3+ leads to a higher solution energy in doped 

Li2SnO3. For In3+ to La3+, the dopant-oxygen bond distance will increase while the bond 

angles will gradually decrease, indicating the generalised structural distortion that reflects 

on the solution energies. Notably, for the relaxed structure of LaO6 unit, the La–O bond 

lengths are approximately equal, but ~0.30 Å longer than the Sn–O bonding in the SnO6 

unit. Furthermore, the ionic radius of La3+ is 0.35 Å bigger than Sn4+ leading to the highest 

solution energy of all cases. Thus, the solution energy values that correspond to the bigger 

substitutional atoms point out that they will drastically affect the structural configurations 

indicating that their introduction in Li2SnO3 and their accommodation to Sn3+ sites will 

be unfavorable. 

 

 

Figure 7.4 Octahedral SnO6 unit in the relaxed structure of doped Li2SnO3 and the 

coordination formed by the dopants on the Sn4+ site with neighbor oxygen atoms. 
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A similar approach is also applied in Li2RuO3 to increase the amount of lithium by doping 

trivalent cations on Ru4+ sites. This will lead to the formation of Li+ interstitials as 

expected. Arunkumar’s et al. 28 recent experimental study on Co3+ doped Li2RuO3 reveals 

that the resultant Li2.1Ru0.9Co0.1O3 exhibits a significant reversible Li+ extraction as 

compared to an undoped structure. Based on this mechanism, the solution of 𝑅2𝑂3 (R = 

Al, Co, Sc, In, Y, Gd and La) is considered via the following process (in Kröger-Vink 

notation): 

 

R2O3 + 2RuRu
X + Li2O →  2 RRu

′ + 2 Lii
• +  2 RuO2               (7.14) 

 

Table 7.7 presents the solution energies of 𝑅2𝑂3 versus the substitutional ionic radius, 

where it is shown that doping with Al3+ will be the most favorable process as it 

corresponds to the lowest solution energy amongst them all. Additionally, the solution 

energy for Co2O3 is slightly higher by only 0.05 eV suggesting that Co3+ is also a 

promising candidate dopant to increase the Li+ concentration in Li2RuO3. This 

investigation is in agreement with the experimental results reported for Co3+ doping and 

suggests that substituting Ru4+ with Al3+ will be also a considerable process for 

introducing additional lithium into the host structure, although the exact amount of Al3+ 

incorporation needs to be further explored. The calculated solution energies are positive 

for both Al2O3 and Co2O3 suggesting that these doping processes can be carried out only 

at high temperatures. The hypothesis is also supported by the higher temperature 

conditions (~1100°C for 12 hours) applied for the synthesis of Co-doped Li2RuO3.  
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Table 7.7 Enthalpy of the solution of R2O3 (R = Al, Co, Sc, In, Y, Gd and La) with 

respect to the R3+ ionic radius in Li2RuO3. 

Dopant Solution Enthalpy (eV) Ionic Radii (A) 

Al 2.8 0.535 

Co 2.85 0.55 

Sc 3.68 0.745 

In 4.20 0.8 

Y 5.24 0.9 

Gd 5.80 0.938 

La 6.90 1.032 

 

The local coordination and bonding of R-O in Li2RuO3 are represented in Figure 7.5. 

Here, the ionic radius of Ru4+ in octahedral coordination is 0.62 Å. whereas the ionic 

radius of Al3+ is 0.08 Å smaller (0.54 Å). In the AlO6 unit formation, all six Al-O bonds 

are slightly shorter as compared to the Ru-O bonds in the undoped atomic configuration.  

This is due to the smaller cation size of Al3+ which strongly polarises with the oxygen 

ions forming strong ionic bonds. In addition, the ionic radius of Co3+ (0.55 Å) is very 

close to that of Al3+ as reflected in the similar bond lengths and angles. From Sc3+ to La3+, 

the dopant-oxygen interatomic distance gradually increases and the bond angles decrease 

leading to a structural distortion as well as higher solution energies. In the relaxed 

structure of the LaO6 unit, the La–O bond lengths correspond to approximately similar 

values but are ~0.30 Å longer than the Ru–O bond lengths presented in RuO6 unit. 

Furthermore, the ionic radius of La3+ is 0.28 Å larger than Ru4+ leading to extremely high 

solution energy. 
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Figure 7.5 Octahedral RuO6 units of the relaxed structure in undoped Li2RuO3 and the 

coordination formed by dopants on the Ru site with neighbor oxygen atoms. 

 

7.5. Density of States 

7.5.1 Li2SnO3 

For the considered trivalent dopants density of states (DOS) calculations have been 

performed plotting the individual contribution of each element (partial-DOS). In Figure 

7.6, the PDOS for the cases of (a) perfect cell (b) Lii
• (c) AlSn

′  and (d) {AlSn
′ : Lii

•}X are 

reported with the valence band maximum (VBM) being set at zero energy level. The 

electronic structure is characterised by the dominant O2- p - states in the valence band 

near the Fermi level, where a band gap of approximately 3.1 eV is formed.  The Li+ p -

states and Sn4+ d-states are also contributing to the valence bands but with lower 

intensities compared to O2-. On the edge of the conduction band, the main contributions 

in the total DOS are attributed to the Li+ states and specifically to the Li+ - s orbitals.  The 

O2- p - states in the conduction band correspond to a similar profile as the Li+ p – states, 
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whereas the Sn4+ orbitals are presented not to have a primary role in the total electronic 

structure of the material as shown in Figure 7.7 

 

Figure 7.6 The PDOS calculated using DFT for the (a) Li2SnO3 perfect cell (b) Li2SnO3 

with Li+ interstitial (c) Al – Doped Li2SnO3 and (d) Al - Doped Li2SnO3 with Li+ 

interstitial. 

 

Figure 7.7 (a) The complete contribution of the atomic orbitals in the Densities of 

States for the undoped Li2SnO3 (b) The contribution of Li+ orbitals (c) The contribution 

of O2- orbitals and (d) The contribution of Sn4+ orbitals. 
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In addition, the effect on the total DOS of the introduction of a lithium interstitial in the 

supercell is minimal. Specifically, no additional states are formed into the band gap, 

whereas the contribution of every element is not affected as shown in Figure 7.6 (b). The 

doping effect of trivalent dopants has been also considered and the impact of the 𝐴𝑙𝑆𝑛
′  and 

{𝐴𝑙𝑆𝑛
′ : 𝐿𝑖𝑖

•}X pairs on the densities of states on Li2SnO3 is presented in Figure 7.6 (c)-(d). 

Overall, the introduction of Al3+ does not significantly impact the electronic structure as 

the Al – states contribution in the DOS is very weak. Furthermore, the cases of  𝑆𝑐𝑆𝑛
′  and 

{𝑆𝑐𝑆𝑛
′ : 𝐿𝑖𝑖

•}X,  𝐼𝑛𝑆𝑛
′  and {𝐼𝑛𝑆𝑛

′ : 𝐿𝑖𝑖
•}X, 𝑌𝑆𝑛

′  and {𝑌𝑆𝑛
′ : 𝐿𝑖𝑖

•}X, 𝐺𝑑𝑆𝑛
′  and {𝐺𝑑𝑆𝑛

′ : 𝐿𝑖𝑖
•}X as well as 

𝐿𝑎𝑆𝑛
′  and {𝐿𝑎𝑆𝑛

′ : 𝐿𝑖𝑖
•}X pairs have also been examined. Despite the dopants having 

stronger contributions compared with Al3+, the electronic structure presents no 

considerable variations. However, for the 𝐺𝑑𝑆𝑛
′  and {𝐺𝑑𝑆𝑛

′ : 𝐿𝑖𝑖
•}X as well as the 𝐿𝑎𝑆𝑛

′  and 

the {𝐿𝑎𝑆𝑛
′ : 𝐿𝑖𝑖

•}X pairs that correspond to the dopants of a large ionic radius, the DOS 

includes in-gap states and a minor additional contribution next to the valence band. All 

DOS for the considered doping processes are shown in Figure 7.8.  
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Figure 7.8 The Li2SnO3 Densities of States for (a) Sc – doped supercell (b) Sc – doped 

supercell with one Li interstitial (c) In – doped supercell (d) In – doped supercell with 

one Li interstitial (e) Y – doped supercell (f) Y – doped supercell with one Li interstitial 

(g) Gd – doped supercell (h) Gd – doped supercell with one Li interstitial (i) La – doped 

supercell (j) La – doped supercell with one Li interstitial. 
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7.5.2 Li2RuO3 

The electronic structure for the trivalent doping processes in Li2RuO3 has been also 

investigated using DFT. In particular, the contribution of every element in the Li2RuO3 

crystal is visualised through the partial Density of States (PDOS). Figure 7.9 presents the 

cases for (a) The non – defective structure (b) The Li+ interstitial (c) The Al – doped 

supercell and (d) The Al – doped supercell with one Li+ interstitial.  

 

 

Figure 7.9 Li2RuO3 PDOS for (a) The non – defective cell (d) The Li interstitial (c) The 

Al – doped cell (d) The Al – doped cell with one Li interstitial (e) The Co – doped cell 

(f) The Co – doped cell with one Li interstitial. 
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Overall, the material presents the formation of the valence band governed by the strong 

O2- p-states at the Fermi level which is set to 0.0 eV. Additionally, the conduction band 

is mainly characterised by the major contribution of Li+ p-states leading to a band gap of 

approximately 7.2 eV.  The exact contribution of orbitals for each element has been 

plotted separately in Figure 7.10.  

 

Figure 7.10 Li2RuO3 PDOS for (a) The total contribution of orbitals in the non – 

defective cell (b) The contribution of Li+ orbitals (c) The contribution of O2- orbitals (d) 

The contribution of Ru4+ orbitals. 

 

The presence of in gap states is mainly attributed to the Ru4+ d-states and O2- p-states as 

well. This should be addressed and experimentally investigated as the properties of 

electronic conduction have to be controlled in terms of future energy applications. The 

last in-gap contribution is located at 1.66 from the valence band, however this non-

uniformity points to an interesting behaviour that originates from electronic configuration 

parameters and must be considered for the oxidation and reduction reactions. The 

presence of a Li+ interstitial does not affect the total DOS in a considerable way. Doping 
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Li2RuO3 with trivalent dopants that substitute the Ru4+ site introduces additional 

contributions in the electronic structure. Regarding the lowest solution enthalpies, these 

correspond to the Al3+ and Co3+ doping processes. The dopant is initially introduced as 

substitutional in a Ru4+ site presenting minor distortions in the crystal even combined 

with a Li+ ion in an interstitial site. Al3+ doping presents a low contribution at the 

conduction band with no additional states. However, additional contribution is observed 

for Co – doping, governed by the Co3+ d – states and O2- p-states, whereas a weaker 

contribution due to the Ru4+ d-states is also observed. The orbitals profile is illustrated in 

Figure 7.11. Furthermore, doping with elements of bigger radius introduce intense states 

in the electronic structure except for In3+ as shown in Figure 7.12. 

 

Figure 7.11 The Co – doped Li2RuO3 PDOS for (a) The contribution of elements in the 

doped cell (b) The total contribution of orbitals (c) The contribution of Li+ orbitals (d) 

The contribution of O2- orbitals (e) The contribution of Co3+ orbitals (f) The 

contribution of Ru4+ orbitals. 
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Figure 7.12 The Li2RuO3 PDOS for (a) The Sc - doped supercell (d) The Sc - doped 

supercell with a Li interstitial (c) The In - doped supercell (d) The In - doped supercell 

with a Li interstitial (e) The Y - doped supercell (f) The Y - doped supercell with a Li 

interstitial (g) The Gd - doped supercell (h) The Gd - doped supercell with a Li 

interstitial (i) The La - doped supercell (j) The La - doped supercell with a Li interstitial. 
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7.6 Conclusions 

In the present chapter, layered Li2SnO3 and Li2RuO3 have been investigated to provide 

detailed insights into intrinsic defects, lithium ion mobility and trivalent doping, which 

are relevant to their electrochemical behavior as lithium battery materials. The Li+ Frenkel 

is the dominant defect process as it corresponds to the lowest energy for both Li2SnO3 

and Li2RuO3. Antisite Li+/Sn4+ and Li+/Ru4+ disorder is slightly higher than Li+ Frenkel 

in agreement with previous experimental work. Furthermore, Li+ self-diffusion long 

range pathways correspond to an activation energy of migration of 0.61 eV and 0.73 eV 

for Li2SnO3 and Li2RuO3 respectively. The introduction of dopants is considered via the 

solution energy of 𝑅2𝑂3 to increase lithium concentration in these systems. Al2O3 

corresponds to the lowest solution energy for both materials whereas an increasing 

behaviour is reported for dopants of a larger ionic radius. Electronic structure calculations 

present an anisotropic behavior for both materials whereas the doping processes will 

introduce additional states in the DOS. This investigation should stimulate further 

theoretical and experimental work in order to expand the insights into the atomic scale 

phenomena and provide understanding of the intrinsic mechanisms of Li2SnO3 and 

Li2RuO3 as lithium ion battery materials.  
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Chapter 8 

Defect Processes in Li3MO4 (M=Sb, Nb) 

Part of the results presented here has been published in Materials Chemistry and 

Physics, 225, 34, (2019) and Scientific Reports, 9, 2192, (2019). 

 

8.1. Introduction 

“Li-rich” materials have been considered as anodes in Li+ - ion batteries due to the 

potential high Li+ ion concentration, low cost, lesser hazards and their constituent 

elements being highly abundant. Intrinsic defect processes are key factors to understand 

the electrochemical behaviour of an electrode material. Li3SbO4 has been suggested as an 

alternative anode material with high power density due to its excellent rate performance, 

cyclability and excellent Coulombic efficiency, although it has a low initial capacity1. 

Electrochemical studies were carried out by Kundu et al.2 to improve its capacity by 

synthesising nanocrystalline composites (Li4Ti5O12/Li3SbO4/C). However, limited 

experimental or theoretical studies are available in the literature. Additionally, Li3NbO4 

has been examined as the host structure of a new class of high-capacity positive cathode 

materials for rechargeable Li+ - ion batteries 3, 4, 5. In the present study, the density of 

states in pristine and doped Li3SbO4 and Li3NbO4 is investigated. It is important to access 

whether these materials can be applicable as electrodes or electrolytes in solid state Li+ – 

ion batteries. 
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8.2 Defect Chemistry 

8.2.1 Methodology  

The plane wave DFT code CASTEP6, 7 is employed with the plane wave basis set to a 

cut-off of 450 eV. All of the Li3MO4 (M = Sb Nb) supercells were simulated using a 

2x2x2 Monkhorst-Pack (MP)8 k-point grid within a 128-atomic site supercell.  Regarding 

the exchange and correlation interactions in the crystallographic structure of the material, 

the formulation with the corrected density functional of Perdew, Burke and Ernzerhof 

(PBE)9 is applied in the generalised gradient approximation (GGA) with the use of 

ultrasoft pseudopotentials10. All supercells were optimized in the minimum energy 

according to the convergence criteria under constant pressure conditions. The obtained 

atomic configurations for the doped / undoped and defective supercells were used for the 

electronic structure calculations. The OPTADOS11, 12 subcode is employed for the 

Density of States (DOS) investigation as well as the visualisation of outputs. 

 

8.2.2 Crystallography 

The crystal structure of Li3SbO4 (analogous with Na3BiO4) corresponds to a monoclinic 

crystallographic structure with space group P2/c (lattice parameters a = 5.1578 Å, b = 

6.0923 Å, c = 5.1397 Å, α = 90°, β = 108.841° and γ=90°) as reported by Skakle et al.13  

Figure 8.1 (a) presents the structure and the chemical environments of Sb5+ and Li+ [both 

forming distorted MO6 octahedra (M= Li or Sb)]. The starting point for the present study 

was to reproduce the experimentally observed monoclinic crystal structure and allow the 

ions to exhibit the lowest energy atomic configuration.   Furthermore, Li3NbO4 is cubic 

with space group I4̅3m (lattice parameters a = b = c = 8.4150 Å, α = β = γ = 90°) as 
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reported by Ukei et al.14 Figure 8.1 (b) shows this structure and the chemical 

environments of cations with Nb5+ forming edge-shared NbO6 octahedra in the lattice. 

There is a good agreement between the calculated equilibrium lattice constants (tabulated 

in Table 8.1) and the lattice constants as observed in the experiment. 

 

Figure 8.1 The crystallographic structure for the (a) Monoclinic (P2/c) Li3SbO4 (b) 

Cubic (I4̅3𝑚) Li3NbO4. 

 

Overall the calculated lattice parameters are in agreement with experimental studies, 

however a considerable deviation is observed for the Li3SbO4 structure also evident 

previously reported data2, 15 although being very close to Sarke et al. Since there are no 

previous theoretical studies on this material to my knowledge, this should be further 

investigated. Notably, this should be connected with the electrostatic interactions and the 

Janh – Teller effect among other structural factors.    
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Table 8.1. Calculated and Experimental Structural Parameters for monoclinic (P2/c) 

Li3SbO4 and Li3NbO4. 

 

 

 

 

 

 

 

 

 

  

 

 

 

 

 

 

 

 

8.2.3 Intrinsic defects 

In recent atomistic simulation work, Kuganathan et al. 16, 17, calculated that the Li+ 

Frenkel intrinsic disorder is prevalent in both materials corresponding to 1.18 eV for 

Li2SbO4 and 1.27 eV for Li3NbO4. For the latter material the Li / Nb antisite disorder has 

very low energy (0.39 eV) but only when the two antisites form a cluster, whereas the 

unassociated energy is very high (4.53 eV).  Therefore, it is anticipated that this antisite 

reaction may play a role but at higher temperature or under non-equilibrium conditions. 

For completeness the Li+ migration pathways are given in Figure 8.2 and Figure 8.3 

respectively. The activation energies of the migrations are 0.19 eV (Pathway B) for 

Li3SbO4 and 0.48 eV (Pathway B) for Li3NbO4 respectively. 

Li3SbO4 

Parameter 

Calc Expt 13 

|∆|(%) 

a (Å) 5.1406 5.1578 0.33 

b (Å) 6.0794 6.0923 0.21 

c (Å) 5.1291  5.1397 0.20 

Li3NbO4 

Parameter 

Calc Expt 14 

|∆|(%) 

 

a (Å) 8.4120 8.4150 0.03 

b (Å) 8.4120 8.4150 0.03 

c (Å) 8.4120 8.4150 0.03 
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Figure 8.2 Possible long-range lithium vacancy migration paths considered. Green, blue 

and red colours correspond to Li, Sb, and O atoms respectively. 

 

Figure 8.3 Possible long-range lithium vacancy migration paths considered. Green, 

yellow and red colours correspond to Li, Nb, and O atoms respectively. Long range 

paths are labelled as L, M, N and O. 
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Very low migration energies are reported and constitute these materials as potential 

candidates for battery materials. Previous experimental work1 has reported Li3SbO4 to be 

a potential electrode material (anode) where despite a low initial capacity, a good cycling 

performance is achieved. The electrostatic interactions have been investigated by Jacquet 

et al.18, however limited theoretical work has been reported. This has motivated the 

electronic structure characterisation though Density of States (DOS) calculations and the 

doping processes investigation in the following sections.  

 

8.3 Tetravalent Doping 

Promising new cathode materials should exhibit high energy density (typically 250 to 620 

W·h L-1)19. Introducing extra lithium into the as-prepared material will enhance the 

capacity and further increase the applicability of Li3MO4 (M=Sb, Nb) as materials for 

rechargeable lithium batteries. An engineering strategy to increase the concentration of 

lithium is by doping tetravalent cations into them, thus creating Li+ interstitials. Here, the 

solution of RO2 (R = Si, Ge, Ti, Zr and Ce) via the following processes (in Kröger-Vink 

notation) is considered: 

 

2 RO2 + 2SbSb
X + Li2O →  2 RSb

′ + 2 Lii
• + Sb2O5                         (8.1) 

2 RO2 + 2NbSb
X + Li2O →  2 RNb

′ + 2 Lii
• + Nb2O5             (8.2) 

 

The solution energies of RO2 are reported in Table 8.6. Overall, the most favorable 

dopant solution energy for Li3SbO4 is calculated for SiO2 (0.15 eV). This suggests that a 

possible synthesis-doping strategy of introducing additional lithium into Li3SbO4 would 

be through accommodating Si4+ on Sb5+ sites, however the exact amount of Si4+ 
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incorporation cannot be predicted. The possible composition of Si-doped Li3SbO4 would 

be Li3+xSb1-xSixO4 (x= 0.0 – 1.0). The second most favourable dopant is Ti4+ with the 

solution energy of 0.27 eV. The solution energy for ZrO2 is only 0.09 eV higher than that 

of TiO2 whereas the solution energy for CeO2 is highly endothermic. 

 

Table 8.2. Solution enthalpy of  RO2 (R = Si, Ge, Ti, Zr and Ce) in Li3SbO4 and Li3NbO4 

using atomistic simulations16 17. 

Dopant Solution Enthalpy (eV) Ionic Radii (A) 

Si 0.15 0.4 

Ge 0.64 0.53 

Ti 0.27 0.605 

Zr 0.36 0.72 

Ce 2.30 0.87 

Dopant Solution Enthalpy (eV) Ionic Radii (A) 

Si 1.29 0.4 

Ge 0.98 0.53 

Ti 2.20 0.605 

Zr 2.03 0.72 

Ce 4.69 0.87 

 

The most favourable dopant solution energy (0.98 eV) is calculated for GeO2. This 

suggests that a possible synthesis-doping strategy of introducing additional lithium into 

Li3NbO4 would be by doping Ge4+ on the Nb5+ site, although the exact amount of Ge4+ 

incorporation cannot be predicted. The possible composition of Ge-doped Li3NbO4 would 
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be Li3+xNb1-xGexO4 (x= 0.0 – 1.0). The solution energy for SiO2 is 1.29 eV suggests that 

Si is also a candidate dopant. Solution energies for TiO2 and ZrO2 are 2.20 eV and 2.03 

eV respectively. Highly endothermic (4.69 eV) solution energy is calculated for CeO2.  

 

Figure 8.4 Octahedral SbO6 unit in the relaxed structure of undoped Li3SbO4 and the 

coordination formed by the dopants on the Sb5+ site with neighbour oxygen atoms. 

 

The local coordination of Sb5+ with O2- atoms, bond lengths and angles in the relaxed 

structure of undoped Li3SbO4 and the doping elements occupying a Sb5+ site are 
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represented in Figure 8.4. The ionic radius of Sb5+ in octahedral coordination is 0.60 Å 

whereas the ionic radius of Si4+ is 0.40 Å smaller than Sb5+. In the SiO6 unit, the four Si-

O bonds are shorter compared to the Sb-O bonds in the undoped structure as well as with 

the R-O bonds in the doped cell. This is due to its smaller cation size of Si4+ which 

strongly polarises the oxygen ions forming strong bonds with O atoms. The second lowest 

solution energy (0.27 eV) is found for Ti4+. Its ionic radius (0.605 Å) is very close to the 

radius of Sb5+. However, due to its relatively smaller charge (+4), the solution energy 

increases slightly. The bigger size of the Zr4+compared to that of Si4+ shows a higher 

solution energy. This is reflected in the longer bond lengths of Zr-O and the shorter bond 

angles. There is a significant rise in the solution energy (2.30 ev) for CeO2 due to its larger 

ionic radius reflecting in the longest bond lengths and shortest angles. The ionic radius 

of Ge4+ (0.53 Å) is smaller than that of Ti4+ or Sb5+ and larger than that of Si4+. The 

solution energy (0.64 eV) is higher than that of Si4+, Ti4+ and Zr4+. Again, for Li3NbO4, 

the RO2 (R = Si, Ge, Ti, Zr and Ce) is considered. Local coordination of Nb5+ with oxygen 

together with bond lengths and angles in the relaxed structure of undoped Li3NbO4 and 

the dopants occupying the Nb5+ site are reported in Figure 8.5. The ionic radius of Nb5+ 

in octahedral coordination is 0.64 Å. The ionic radius of Ge4+ is 0.11 Å smaller than that 

of Nb5+. In the GeO6 unit, all six Ge-O bonds are shorter compared to the Nb-O bonds 

present in the undoped Li3NbO4. This is due to its smaller cation size of Ge4+, which 

strongly polarises the oxygen ions forming strong bonds with O atoms. The second lowest 

solution energy is found for Si4+. Its ionic radius (0.40 Å) is 0.24 Å shorther than that of 

Nb5+. This is refelected in the shorter bond distances. However, due to its slightly larger 

cation mismatch, the solution energy increases slightly. In the TiO6 unit, all six Ti-O bond 

lengths are shorter than those observed in the NbO6 unit. However, the bond angles 
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deviate significantly reflecting in the solutioin energy. In the ZrO6 unit, three shorter and 

three longer Zr-O bonds are observed. However, the bond angles are shorter than the other 

octahedral units. The solution energy is slightly lower than that calculated for Ti4+. The 

difference in the solution energies is also dependent on the electronic structure of the 

dopants. There is a significant rise in the solution energy (4.69 eV) for CeO2 due to its 

larger ionic radius reflecting in the longest bond lengths and the shortest bond angles. 

 

Figure 8.5 Octahedral NbO6 unit in the relaxed structure of undoped Li3NbO4 and the 

coordination formed by the dopants on the Nb5+ site with neighbour oxygen atoms. 
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8.4. Density of States 

8.4.1 Li3SbO4 

For the tetravalent dopants considered in Li3SbO4 density of states (DOS) calculations are 

performed to consider the contribution of every element (partial-DOS) in the electronic 

structure. In Figure 8.6 the PDOS for (a) the Li3SbO4 perfect cell (b) Li3SbO4 with a Li 

interstitial (c) Si – Doped Li3SbO4 and (d) Si- Doped Li3SbO4 with Li interstitial. Overall, 

the formation profile of the electronic structure indicates the ionic conduction to be the 

dominant mechanism compared to the electronic. The valence band maximum (VBM) is 

at zero energy level with the band gap being approximately 6 eV. However, an additional 

in – gap contribution is observed at 2.58 eV from the valence band with a width of 2.03 

eV, as presented in Figure 8.6(a). Due to this non-continuation the intermediate 

contribution is not counted as a part of the conduction band.  

 

 

Figure 8.6 The PDOS for the (a) Li3SbO4 perfect cell (b) Li3SbO4 with a Li+ interstitial 

(c) Si4+ – Doped Li3SbO4 and (d) Si4+- Doped Li3SbO4 with Li+ interstitial. 
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The electronic structure is characterised by the O2- p-states near the Fermi level whereas 

the edge of the conduction band is characterised by the Sb5+ p-states and Li+ p-states as 

well. (Refer to Figure 8.7) All elements are present in the in-gap contribution indicating 

a type of anisotropy for the electronic properties band. Furthermore, the presence of Li+ 

interstitials in the crystal does not affect the PDOS profile, as shown in Figure 8.6 (b). In 

terms of the doping effect, additional states for all cases appear as a consequence of the 

substitutional atom that resides in the Sb5+ site. Interestingly, the intensity as well as the 

quantity of these states increases with the ionic radius of the dopant (Refer to Figure 8.8). 

The Si4+ case that corresponds to the lower radius and solution enthalpy of the system, 

presents the lowest contribution as shown in Figure 8.6 (c). In accordance with the un-

doped supercell, no considerable changes are observed in the total DOS with the 

formation of a Li+ interstitial. However, for bigger ions, there is an increasing amount of 

extra states with Zr4+ and Ce4+ being the most representative cases. 

 

Figure 8.7 The DOS for the undoped Li3SbO4 with respect to (a) The total contribution 

of orbitals (b) The Li+ orbitals (c) The O2- orbitals (d) The Sb5+ orbitals. 
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Figure 8.8 The Density of States for the doped Li3SbO4 with respect to (a) Ge4+ doping 

(b) Ge4+ doping with a Li+ interstitial (c) Ti4+ doping (d) Ti4+ doping with a Li+ 

interstitial (e) Zr4+ doping (f) Zr4+ doping with a Li+ interstitial (g) Ce4+ doping (h) Ce4+ 

doping with a Li+ interstitial. 
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8.4.2 Li3NbO4 

The electronic structure of Li3NbO4 is also investigated using DFT. Figure 8.9 (a) 

presents the electronic structure with the O2- p-states set to the Fermi level forming a band 

gap of 6.95 eV where the Nb5+ d-states dominate the conduction band (Refer to Figure 

8.10 for the exact contribution of the orbitals). In addition, a contribution of in-gap states 

is located at 4.0 eV from the valence band with a width of 1.15 eV, mainly attributed at 

the O2- p-states and the Nb5+ d-states as well. Furthermore, Li+ is calculated to have the 

strongest density in the conduction band. Overall, it is expected that the electronic 

conduction of Li3NbO4 is not the main conduction mechanism. Introducing Li+ 

interstitials into the crystal does not significantly affect the profile of the total DOS, 

however a small tail of the valence band is observed in conjunction with additional Nb5+ 

contribution close to the mid-gap state region.  

 

Figure 8.9 The Li3NbO4 PDOS for the (a) Perfect cell (b) The Li+ interstitial (c) The 

Si4+ - doped cell (d) The Si4+ - doped with a Li+ interstitial. 
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Doping with tetravalent elements will increase the formation of Li+ ion hosted in 

interstitial sites of the crystal. However, the increased Li+ concentration in the crystal 

does not promote an increase in the total Li+ contribution. The Si4+ - doped Li3NbO4 

corresponds to the lowest solution enthalpy while it is characterised by the smallest ionic 

radius of all the dopants examined. Figure 8.9 (c) – (d) shows the DOS for the Si4+ doped 

supercell before and after the introduction of one Li+ interstitial respectively. The 

formation of new states due to the dopant reaction with the host lattice is expected. This 

should be considered as both a structural distortion as well as a point of association with 

the electronic configuration between neighbouring atoms.  

 

Figure 8.10. The PDOS for the non-defective Li3NbO4 structure with respect to (a) The 

complete contribution of orbitals (b) The Li+ orbitals only (c) The O2+ orbitals only (d) 

The Nb5+ orbitals only. 

The doping effect relates to additional contributions close to the conduction band as well 

as in the middle of the gap as well. The defect pairs of 𝐺𝑒𝑁𝑏
′  and {𝐺𝑒𝑁𝑏

′ : 𝐿𝑖𝑖
•}X, 𝑇𝑖𝑁𝑏

′  and 

{𝑇𝑖𝑁𝑏
′ : 𝐿𝑖𝑖

•}X, 𝑍𝑟𝑁𝑏
′  and {𝑍𝑟𝑁𝑏

′ : 𝐿𝑖𝑖
•}X and 𝐶𝑒𝑁𝑏

′  and {𝐶𝑒𝑁𝑏
′ : 𝐿𝑖𝑖

•}X have been also examined. 
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The minimum and maximum intensity corresponds to those of the smallest and biggest 

radius respectively (Refer to Figure 8.11, for the dopants considered).  

 

Figure 8.11 The PDOS for the doped supercell with respect to (a) Ge4+ doping (b) Ge4+ 

doping with one Li+ interstitial (c) Ti4+ doping (d) Ti4+ doping with one Li+ interstitial 

(e) Zr4+ doping (e) Zr4+ doping with one Li+ interstitial (g) Ce4+ doping (h) Ce4+ doping 

with one Li+ interstitial. 

Additionally, the interstitial mechanism tends to increase the dopant contribution whereas 

a slight non – uniformity of the valence band near the Fermi level with extra O2- states in 
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the gap is observed. Figure 8.11 illustrates the DOS for the defect pairs of 𝐺𝑒𝑁𝑏
′  and 

{𝐺𝑒𝑁𝑏
′ : 𝐿𝑖𝑖

′}′′’, 𝑇𝑖𝑁𝑏
′  and {𝑇𝑖𝑁𝑏

′ : ′}′′, 𝑍𝑟𝑁𝑏
′  and {𝑍𝑟𝑁𝑏

′ : 𝐿𝑖𝑖
′}′′and 𝐶𝑒𝑁𝑏

′  and {𝐶𝑒𝑁𝑏
′ : 𝐿𝑖𝑖

′}′′. 

Overall, it is expected that the electronic structure with respect to the total Frenkel 

mechanism to remain unaffected, with the additional contributions to be attributed to the 

dopants.  

 

8.5 Conclusions  

The aim of the present chapter is to access whether Li3MO4 (M=Sb, Nb) can be used in 

solid oxide Li+ batteries as electrodes or electrolyte materials. For completeness, recent 

atomistic simulation results have been reviewed. These revealed that the Li+ migration 

via vacancy mechanism is a low energy process for Li3SbO4 but is considerably high for 

Li3NbO4. Atomistic simulations revealed that for Li3SbO4, the Li+ Frenkel is the dominant 

intrinsic defect process, therefore there will be an adequate supply of Li+ vacancies to 

mediate the Li+ migration via the vacancy mechanism. Additionally, to enhance the Li+ 

content, Li3SbO4 should be doped with SiO2, TiO2 or ZrO2 to increase the concentration 

of Li+ interstitials. Therefore, Li3SbO4 is an important material for Li – ion batteries but 

should it be considered as an electrolyte or an electrode? The present DFT electronic 

structure calculations revealed that Li3SbO4 is a promising material but only as an 

electrolyte. The DOS also proved that the material is unlikely to be an electrode material 

as Sb5+ ions are more difficult to donate electrons. Additionally, the capacity of Li3SbO4 

is reported to be limited by the redox potential and not the cycling rate. Here, Li+ - ion 

mobility is not the only requirement for a cathode to offer reversible capacity. The 

material should be able to undergo a reversible oxidation process when Li+ ions are 

extracted and reinserted.  
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CHAPTER 9 

Defect processes in anatase TiO2  

Part of the results presented here has been published in Solid State Ionics 315, 40-43 

(2018), the Journal of Applied Physics 123, 161510 (2018) and Scientific Reports 8, 

12790 (2018) 

9.1 Introduction 

Since its first investigation as a catalytic material1, TiO2 has attracted a lot of interest due 

to its high photocatalytic activity and chemical stability2, 3, 4. However, the limitation of 

a large band gap limits its properties to a small portion of the solar spectrum5. Anatase is 

a mineral form of TiO2 along with rutile, ilmenite and brookite.  Here, the anatase phase 

of TiO2 is investigated as it is the most relevant for the applications considered. 

Specifically, the 3.2 eV gap of anatase corresponds to the ultraviolet range and its 

reduction is of crucial significance for applications in photocatalysis. Recently, titanium 

dioxide has been doped with lithium (Li+) and sodium (Na+) to consider its potential 

application in Li-ion and Na-ion batteries, respectively. The relative energetics of Li+ and 

Na+ in TiO2 are important when considering this system as an anode in batteries. In the 

present chapter, Density Functional Theory (DFT) was employed to study the structure, 

electronic properties and migration of lithium and sodium interstitials in anatase as these 

can be important for battery applications. Furthermore, the defect pair formation / binding 

of F- and N+ clusters in anatase is investigated and the most energetically favoured 

combinations as well as their influence on the materials behaviour is reported. The doping 

of the perfect crystal is an efficient technique to improve the material’s photocatalytic 

properties. N+ is a promising dopant for this approach in TiO2 as it is able to reduce the 
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band gap and lead to an enhanced photocatalytic activity through the visible light 

response6, 7, 8.  It is considered that the band gap of the material should be approximately 

2 eV. Fluorine doping may not drastically affect the total performance of the optical 

absorption however the electronic structure will be changed through the formation of 

surface oxygen vacancies9, 10, 11, 12. For this reason F- and N+ codoped anatase is 

considered for a wide range of applications. Overall the electronic structure of anatase 

and the doping effect is investigated with respect to potential energy applications. The 

calculated results present a solid consistency with experimental studies, but more work 

has to be done in the future in order to gain further insights into the materials properties. 

 

9.2 Methodology 

For the calculations the plane wave DFT code CASTEP is used with the exchange and 

correlation interactions modelled using the corrected density functional of Perdew, Burke 

and Ernzerhof (PBE) in the generalised gradient approximation (GGA), with ultrasoft 

pseudopotentials. The kinetic energy cut-off of the plane wave basis is 480 eV, in 

conjunction with a 2 x 2 x 3 Monkhorst-Pack (MP) k-point grid and a 108-atomic site 

supercell.  To consider the correlation effects of localised electrons onsite Coulomb 

repulsions of 8.2 eV are set for the Ti 3d orbitals. This value is tested to establish that the 

trends are not affected by the specific choice of U-parameter. The calculations were under 

constant pressure conditions. Note that in the present cell a dopant atom represents a 0.9% 

dopant concentration. Migration energy barriers were predicted using the linear 

synchronous transition (LST) and/or quadratic synchronous transition (QST) as 

implemented in CASTEP. The binding energies were defined here as the differences in 
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energy between the defect cluster and its constituent defects being as far apart as possible 

in the supercell. Negative binding energies imply that the cluster is more energetically 

favourable compared to its relatively isolated constituent defects. For the DOS 

calculations, a denser mesh of 7 x 7 x 7 k-points was applied. 

 

9.3 Results and discussion 

9.3.1 Li+ and Na+ interstitial sites: Migration Mechanisms 

Anatase is tetragonal with space group I4/amd13, 14. The lattice parameters of anatase TiO2 

are calculated at a = 3.806 Å and c = 9.724 Å in very good agreement with the 

experimental neutron diffraction results (a= 3.782 Å and c = 9.502 Å)13 and theoretical 

results (a= 3.729–3.801 Å and c = 9.480–9.818 Å)14, 15. The crystallographic structure is 

shown in Figure 9.1.  

 

Figure 9.1 The crystallographic structure of anatase TiO2. 
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Understanding the diffusion mechanisms of Li+ and Na+ in oxides is technologically 

important to realise Li-ion batteries and more recently Na-ion batteries16. Na+ is 

considered by the community as a promising alternative candidate as it is abundant and 

less expensive compared to Li+. However, due to its larger atomic radius it typically 

requires more open host structures, in order to achieve the desired ionic diffusivity17.  It 

has been previously reported that TiO2 is an important candidate anode material for Li-

ion batteries, as it is low cost, environmentally friendly, structurally and electrically 

stable18. In addition, the potential of TiO2 for Na-ion batteries has been recently 

discussed19. Li+ and Na+ doping in anatase is achieved by taking advantage of the most 

energetically favourable interstitial sites in the crystal. The structure of the calculated 

minimum energy Lii and Nai defects in anatase is reported in Figure 9.2.  

 

Figure 9.2 The (a) Li+ and (b) Na+ interstitial sites in TiO2. 

These correspond to the lowest ground state energies among all considered. The 

calculations were under constant pressure conditions with the host oxide being allowed 

to relax to the most favourable configuration after the interstitial atom insertion. It is 

shown that the minimum energy interstitial sites are the distorted octahedral and not the 
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tetrahedral sites in the lattice as confirmed also in previous literature20. In addition, the 

Lii and Nai defects reside 1.90 Å and 2.10-2.16 Å respectively from the nearest oxygen 

atom. Figure 9.2 (a) and (b) also reveals that the Lii and Nai ions are able to relax in a 

different geometry as would be expected by two ions of different size. Notably, the ionic 

radii of Li+ and Na+ are 0.59 Å and 0.99 Å, respectively). Li+-ion solid-state conducting 

systems require high ionic conductivities (>1 mS cm-1) at room temperature as well as 

low activation energies  (< 0.6 eV)21, 22. If we consider a migration path between the initial 

and final state, the highest energy along this path is the activation energy of migration. A 

low activation energy of migration will typically correspond to high ionic diffusivity.  

The diffusion mechanisms of the Lii and Nai in anatase are illustrated in Figure 9.3. 

Specifically, for the Lii, the minimum energy migration path is along the b – axis 

corresponding to a migration energy barrier of 0.32 eV (refer to Figure 9.3 (a)). The 

distance for this transition is 3.78 Å). In this mechanism, the Li+ ion preferential route is 

below the intermediate oxygen atom that interferes between the initial and final states. 

The most stable interstitial positions in the crystal accommodate the initial and final 

positions of the ions. For Nai the mechanism is very similar to Lii, however higher 

migration energy (0.56 eV) is received. Typically, the lower migration energy pathways 

take advantage of the large channels (here the b-axis channel). Furthermore, it was 

previously proposed that the larger Lii-Ti (or Nai-Ti) interatomic distance at the saddle 

point can be linked to minimized migration energy barriers23. This is because Li diffusion 

in anatase is accelerated via the reduction of the electrostatic Lii-Ti (or Nai-Ti) repulsion. 

As it can be observed from Table 1, the presented results are consistent with the lowest 

energy migration energy being linked to the larger Lii-Ti (or Nai-Ti) distance in the lattice. 
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Table 1. The migration energy barriers (ME) and the distances of interstitial atoms to the 

nearest Ti atom at the saddle point. The numbering of the defect mechanisms corresponds 

to Figure 9.3. 

Mechanism Lii ME / eV Nai ME / eV Lii-Ti / Å Nai-Ti / Å 

3a 0.32 0.56 2.83 2.83 

3b 0.58 0.78 2.57 2.79 

3c 0.75 0.81 2.55 2.60 

3d 0.74 0.75 2.55 2.57 

 

 

Figure 9.3 (a)–(d) The diffusion mechanisms of Lii and Nai in anatase. 
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Considering the associated Lii and Nai migration mechanisms along the other directions 

the movement of the interstitials to several nearest positions has been examined and the 

characteristic low energy mechanisms (refer to Figure 9.3 (b) – (d) and Table 1) have 

been reported. For all of these, higher migration energy barriers are reported when 

compared to the mechanism represented in Figure 9.3(a).  In Figure 9.3(b) the Lii ion 

diffusion is characterised by a Lii migration energy barrier of 0.58 eV and 0.78 eV for Nai 

(distance of 5.45 Å) respectively. Overall, the migration energy barriers for Nai are higher 

compared to Lii. Therefore, the mechanism along the b-axis is the dominant mechanism 

of migration in anatase. It is noted that at higher temperatures the mechanisms of higher 

energy may also lead to some limited diffusion along other directions. 

 

9.3.2 Density of States for the Li+ / Na+ doped TiO2 

In order to investigate the Li and Na doping effect in anatase electronic structure, density 

of states calculations for the un-doped, Li+ – doped and Na+ - doped supercells have been 

performed. In Figure 9.4 (a), the DOS of the perfect supercell is shown forming a band 

gap of ~ 3.1 eV.  Additionally, in Figure 9.4 (b) and (c) the effect of the Lii and Nai 

defects in the DOS of the supercell can be observed. The Lii introduces an energy level 

in the band gap at approximately 2 eV whereas a band tail is also observed extending 0.26 

eV into the valence band. A similar deep level is introduced in the case of Nai as well, at 

approximately 1.9 eV above the valence band edge, along with a band tail, which 

protrudes 0.16 eV into the bandgap.   

Although, it has previously been reported that the Local Density Approximation (LDA) 

and General Gradient Approximation (GGA) functionals fail to effectively reproduce the 
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electronic properties of the material even with the inclusion of the Hubbard term, the 

present results are in agreement with previous work that makes use of the sX exchange – 

correlation functional to calculate the impact of the Lii
20. Therefore, the dopants (Lii and 

Nai) introduce deep levels into the bandgap for both cases. Furthermore, even if the 

leading conduction mechanism is ionic diffusion, the effect of the deep levels should be 

considered when designing an energy storage application (batteries). 

 

Figure 9.4 The electronic structure of the (a) non – defective perfect supercell (b) 

defective supercell containing Lii and (c) defective supercell containing Nai. 
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9.4 Defect pair formation in fluorine and nitrogen codoped TiO2 

9.4.1 Defect Pair Formation 

In this section, investigation is reported in the defect pair formation / binding of F- and 

N+ clusters in doped anatase throughout the most energetically favoured combinations as 

well as their influence in the materials behaviour. Different cases and configurations have 

been examined in order to gain insights into the most attractive defect configurations. The 

dopants have occupied various sites in the crystal either as an interstitial site, or a 

substitutional to an existing atom.  

Based on DFT simulations, it is calculated that F- can actually substitute an oxygen site 

(FO) or occupy an interstitial site in the crystal (Fi). The most interesting defect formations 

(isolated as well as pairs) are schematically represented in Figure 9.5. (minimum energy 

fluorine-nitrogen defects in anatase: (a) Fi, (b) the Ni, (c) FiNi (d) FONi (e) FiNTi (f) 

FiNi_away and (g) FiFi defects). It is calculated that Fi resides 1.98 Å from the nearest 

oxygen atom (refer to Figure 9.5 (a)) and it is therefore considered as the binding 

processes of Fi atoms to form a FiFi pair. It is calculated that the Fi present an attractive 

force behaviour, with approximately -0.10 eV.  
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Figure 9.5 The minimum energy fluorine-nitrogen defects in anatase TiO2 (a) Fi (b) Ni 

(c) FiNi (d) FONi (e) FiNTi (f) FiNi_away and (g) FiFi.  
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A different kind of performance is observed compared to already well-known 

semiconductors such as Si or Ge. These materials present repulsive forces for highly 

electronegative F interstitials, the opposite of what has been seen in anatase. Nitrogen 

was introduced at an interstitial site (Ni, refer to Figure 9.5 (b)) leading to the N 2-p states 

at 0.35 eV near the valence band that correspond to the band gap reduction at 2.57 eV in 

consistency with experimental works24. It is considered that in highly N and F codoped 

anatase, the isolated defects would possibly interact and lead to the formation of defect 

clusters. In addition, the low migration energy of Fi, infers that they will be mobile and 

therefore it will be very likely for a Fi to encounter a N atom25.  

To account for this an extensive search is performed of the different possible associations 

of the interstitial and/or substitutional F- and N+ defects. It is calculated that FiNi, FONi 

and FiNTi defects form with binding energies of -0.4 eV, -1.6 eV and -0.6 eV respectively. 

This implies that a Fi would preferably bind to the NTi (to form FiNTi) rather than a Ni (to 

form FiNi). Additionally, a Ni would preferentially bind with FO (to form FONi) rather 

than Fi (to form FiNi). 

 

9.4.2 Electronic structure 

It is observed that the doping processes of anatase can affect the electronic structure. The 

band gap is again in agreement with previous theoretical and experimental results, ~ 3.1 

eV. The valence and conduction bands are clearly formed with no gap in the states or 

deep levels. In Figure 9.6 (a) the effect of the Fi on the DOS of the supercell is shown. 

In this case (supercell: Ti36O72Fi) the Fi gives rise to a mid-gap state at 1.15eV above the 

valence band maximum (VBM) (mainly due to the Ti p-bands).  
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 (a)  

(b)  

Figure 9.6 Densities of States of the defective supercells containing (a) Fi (b) Ni. 

To acquire further understanding of the impact of the N-F defect clusters on the electronic 

structure of anatase density of states calculations were performed (refer to Figure 9.7). It 

was previously determined that F in TiO2 can occupy oxygen sites. The introduction of 

F- in O2- lattice sites (i.e. FO) introduces the formation of Ti3+ centers, which localize the 

extra electron required for charge compensation25. This is evident in the DOS of the FONi 

defect pair (refer to Figure 9.7 (b)) and the Ti3+ states are just below the conduction band. 

The excitation of these occupied Ti3+ states to the conduction band (CB) will result in a 
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green colour26. Finally, the FiNTi defect will induce deep levels in the band gap at 2.03 eV 

and 2.27 eV below the conduction band (Figure 9.7 (c)). These will need to be 

investigated experimentally. 

(a)  

(b)  

(c)  

Figure 9.7 Densities of States of the defective supercells containing (a) FiNi (b) FONi (c) 

FiNTi. 
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9.4 Strain effects in doped-anatase  

Apart from the introduction of dopants in the host lattice, mechanical stress is another 

efficient way to affect the electronic properties and defect processes in metal oxides27, 28, 

29. It is established that volume change through an external applied force can lead to 

changes in the band gap and the electronic structure of semiconductors and effectively 

modify their electrical properties30, 31, 32, 33. To assist in the interpretation of experimental 

results, but mainly to propose a pathway for better photocatalytic performance, the effect 

of mechanical strain along with the incorporation of structural defects needs to be 

examined. The effect of stress on the total unit cell volume is presented in Figure 9.8.  

 

Figure 9.8 The volume of TiO2 primitive cell with respect to stress. 
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As expected, hydrostatic stress corresponds to the maximum effect on total volume. 

Additionally, biaxial stress on the (001) plane results in less volume change when 

compared to uniaxial stress along the [001] axis. As pointed out, this is because of the 

different compressibility of the axes as well as the different elastic constants of anatase 

(c11= c22 and c33).  

Numerous experimental studies have reported on the enhanced photocatalytic activity and 

band gap tuning through strain effects in anatase - TiO2. Importantly, Arlt et al.34 has 

investigated the TiO2 polymorphs under external pressure showing the volume change 

whilst highlighting the agreement of experimental work with theoretical modelling. The 

results are consistent with the present thesis as well as with the study of  Yin et al.35 

however this latter study does not clarify the type of applied pressure thus hydrostatic is 

considered following an almost linear trend. Biaxial strain is applicable through growth 

in substrates that will exhibit a lattice mismatch. Furthermore, Miyamura et al.36 applied 

compressive / tensile stress on TiO2 at very low values (< ± 0.22 GPa) far below compared 

to the present results. The published work of this chapter37 has been recently cited by 

Magnan et al.38 reporting on the epitaxial growth of anatase (001) and rutile (100)as well 

as the experimental characterization of electronic properties such as band gap and charge 

carriers. Thus, the reported results complement in the interpretation of experimental 

studies in order to tune anatase TiO2 properties through strain.  

Electronic structure calculations have been performed and have derived the band gap of 

anatase for each case under stress. The effect of stress on the band gap of TiO2 for 

hydrostatic, biaxial and uniaxial stress is shown in Figure 9.9.   
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Figure 9.9. Band gap with respect to stress for undoped anatase for hydrostatic, biaxial 

and uniaxial stress. 

 

As shown, the minimum band gap for anatase is obtained for the case of biaxial tensile 

stress, reaching 2.96 eV (close to the optimal gap of 2.0 eV) for the tensile stress of 8 

GPa. Furthermore, the band gap as a function of stress is not linear as compared to a 

previous study (although similar trends are observed) where the PW91 GGA was applied, 

without the use of Hubbard +U correction31. The band gap versus biaxial stress when 

fitted with a second order polynomial, is approximately: 

                            𝐵. 𝐺. (𝑒𝑉) = 3.142𝑒𝑉 + 19.8
𝑚𝑒𝑉

𝐺𝑃𝑎
𝑃 − 0.265

𝑚𝑒𝑉

(𝐺𝑃𝑎)2
𝑃2                    (9.1) 
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As presented in Figure 9.10, uniaxial compressive stress is an effective method to reduce 

the band gap. Compression in the z axis will lead to expansion in the xy plane, therefore 

the cases of uniaxial stress along the [001] axis and biaxial stress in the (001) plane are 

similar. Additionally, biaxial stress can be achieved by experimental growth methods and 

is a technological interest approach in order to introduce stress to a substrate. 

 

9.5 Conclusions  

In the present chapter, DFT calculations were used to investigate the Lii and Nai diffusion, 

the F / N defect clusters and strain effects in anatase. It was shown that the minimum 

energy Lii and Nai defects reside in similar distorted octahedral sites. The Nai defects are 

larger and distort the lattice more significantly as is reflected by the oxygen-defect 

distances. The DOS revealed that both Lii and Nai defects introduce deep levels into the 

band gap.  The preferential diffusion mechanism is along the b – axis for both Lii and Nai 

defects with the migration energy barrier for Lii being 0.24 eV lower compared to Nai. 

The information presented herein on the energy levels of the interfacial states existent in 

the bulk F-N codoped anatase can be useful for the interpretation of experimental results, 

or as input to possible Monte Carlo simulations. In general, it is expected that methods to 

increase the photocatalytic efficiency by doping may be weakened by recombination 

losses attributed to interface states, dependent on the application. In the present study 

about 1% nitrogen and/or 1% fluorine is considered. This concentration of nitrogen 

should be more than sufficient to reduce the band gap and increase the photocatalytic 

activity of anatase. It is expected that fluorine will mainly saturate dangling bonds.  
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It was revealed that the FiNi FONi and FiNTi defects are bound and it is therefore expected 

that in codoped anatase there will be a significant concentration of these defects. 

Considering the impact of these defects on the electronic structure of anatase the DOS is 

examined. It was shown that for the FONi defect pair Ti3+ states are just below the 

conduction band. Finally, the FiNTi defects introduce deep levels. It is therefore proposed 

here that anatase without oxygen vacancies and titanium vacancies will be a better 

material to codoped, as the deleterious FONi and FiNTi will not form. 

At any rate the optimum concentration of N and F will need to be determined 

systematically to avoid the formation of the deleterious defects proposed here.  Finally, 

experimental work will be required to determine the impact of temperature and other 

processing conditions on the interactions of N and F in TiO2. In this respect 

thermodynamic modeling and mass action analysis can also be important and act 

synergetically with DFT and experiment. 
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CHAPTER 10 

Concluding remarks and future work 

The aim of this thesis is the investigation of defect processes in materials for energy related 

applications such as Solid-Oxide Fuel Cells and Li – ion batteries. A number of materials are 

examined, while different issues are considered so as to improve their applicability and 

performance. Here, atomistic modelling1 has been employed to investigate the defect 

processes and electronic structure in Li2ZrO3, Li2CuO2, Li2SnO3, Li2RuO3, Li3SbO4, 

Li3NbO4 and TiO2. The calculations presented here are expected to act synergetically with 

experimental studies to improve the understanding on these materials. The defect processes 

are an efficient way to gain insights into the intrinsic mechanisms2 such as diffusion and 

justify materials properties such as phase stability and electronic conduction3. Initially, the 

dominant defect mechanisms where reviewed followed by the investigation of each system’s 

properties with respect to their potential applicability.  

Firstly, Li2ZrO3 has been considered as it is an interesting system that needs to be further 

investigated. DFT calculations have been employed to investigate the defect processes, 

electronic structure and doping effects. The Li+ Frenkel is the dominant mechanism, whereas 

the binding energies for different types of dopants with oxygen vacancies as well as the 

resulting electronic structure of the material are reported. The electronic band gap 

corresponds to 3.85 eV. The computational results should be further investigated and 

confirmed through experimental techniques. 
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Li2CuO2 has been investigated as a potential cathode due to the very low Li+ - ions activation 

energy of migration through the vacancy mechanism. Li+ Frenkel is identified as the 

dominant mechanism, whereas the doping processes via trivalent ions has been also 

considered as an efficient way to increase the Li+ vacant sites in the material. Similarly, 

Li2SnO3 and Li2RuO3 defect processes, Li+ self-diffusion, doping and electronic structure 

have been investigated as these systems have attracted considerable interest, however, further 

work has to be done in order to identify the key factors on the system performance.  

Furthermore, Li3SbO4 and Li3NbO4 exhibit an attractive set of properties and are proposed 

as potential candidates for Li – ion batteries. The defect chemistry and electronic structure 

have been investigated. Doping in these materials is considered as a promising technique to 

increase the Li+ concentration and improve the cycling rates as well as to preserve the 

structural stability.  

TiO2 has been extensively investigated as it exhibits an outstanding chemical stability, 

however, the present results in doped anatase and strain effects expands the knowledge on 

the materials behaviour. The band gap dependence with respect to the applied external strain 

is reported.  Additionally, the potential applicability as anode material in Li+ and Na+ has 

been investigated, where it is shown that Li+ ions would migrate faster than Na+ through 

interstitial sites. Furthermore, the defect cluster formation in F- / N+ doped anatase is 

investigated as this is proposed to efficiently improve the materials photocatalytic activity.    

Overall, the link between the defect chemistry and the potential performance of the materials 

in energy applications has been studied. Furthermore, the importance of future investigation 
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through experimental techniques to establish their applicability in a low cost and safe 

environment is highlighted.  

Future work will continue to focus on material for Li+ - ion batteries, as well as Na+ and Mg2+ 

potential systems. The connection of point defects with the materials behaviour must be 

extensively investigated through advanced techniques. The investigation of different 

materials through DFT such as MAX phases and MX-enes4 is also already under way. 

Furthermore, apart from DFT, methods such as static atomistic simulations and Molecular 

Dynamics will be also employed to complement the research goals and provide insights on 

the fundamental understanding of energy materials. 

Additionally, mixed methods such as genetic algorithms and MD should be applied in 

promising disordered materials in order to provide a predictive role in the diffusion 

mechanisms and defect processes. Disordered ionic conductors such as cation disordered 

materials (for example LLTO – Lithium Lanthanum Titanate5 or LiMoCrO2
6) offer new 

opportunities for further optimization of energy – related materials. These systems are 

difficult to examine using standard theoretical techniques as there are many difficult possible 

configurations. In that respect, a combination of genetic algorithms and atomistic simulations 

may yield results that are comparable to experiment and insights that are difficult to acquire 

using simpler techniques. 
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APPENDIX B 

Crystallography 

Crystallography is the experimental science that investigates the types of atoms’ arrangement 

in solids. In this section, the necessary information and background knowledge with respect 

to the crystallographic nomenclature used for the present thesis is provided. 

 

1. The seven primitive crystal systems 

The symmetry of each material is described by its space group. From the structural point of 

view, every system’s primitive configuration should be categorized according to the 

associated crystallographic system1 2. Overall solids are categorized as:  

 Crystalline: The atoms are packed in a periodic configuration in space. 

 Non – crystalline: Complex structures where atoms have no periodic packing.  

Often referred as amorphous phases. 

 

Solids are described through the primitive cell as represented with respect to one of the seven 

crystallographic systems. Table 1 summarizes the crystallographic details as presented in 

Figure 1. These are: 

 Cubic: All threes lattice parameters are equal in length and perpendicular to one 

another 
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 Tetragonal: Two of the three lattice parameters are equal in length and perpendicular 

to one another 

 Hexagonal: Two of the three lattice parameters are equal in length, whereas two of 

the angles are equal 90o and the third one is equal to 120o 

 Rhombohedral: All threes lattice parameters are equal in length whereas all three 

angles are equal one to another but unequal to 90o 

 Orthorhombic: The three lattice parameters are unequal in length and perpendicular 

to one another 

 Monoclinic: The three lattice parameters are unequal in length, two of the angles are 

equal to 90o whereas the third angle is unequal to 90o. 

 Triclinic: The three lattice parameters are unequal in length, all angles are unequal to 

90o. 

Table 1. The crystallographic information for the seven crystal systems 

System Lattice Angles 

Cubic a = b = c a = b = c = 90o 

Tetragonal a = b ≠ c a = b = c = 90o 

Hexagonal a = b ≠ c a = b = 90o, c = 120o 

Rhombohedral a = b = c a = b = c ≠ 90o 

Orthorhombic a ≠ b ≠ c  a = b = c = 90o 

Monoclinic a ≠ b ≠ c a = b = 90o, c ≠ 90o 

Triclinic a ≠ b ≠ c a ≠ b ≠ c ≠ 90o 
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Figure 1. The crystal structure for (a) Cubic (b) Tetragonal (c) Monoclinic (e) Hexagonal 

(f) Rhombohedral and (g) Triclinic atomic configuration in solids 

 

2. Bravais Lattices 

Introduced by August Bravais3 in 1850, Bravais lattices expanded the description of 

crystalline solids through the detailed analysis of arrangement in the unit cell. Figure 2 

represents the different configurations of atom packing in the Cubic, Tetragonal, 

Rhombohedral and Monoclinic unit cells. The atom pacing can be described as: 

 Body Centered: Atoms occupy sites on the cell corners with an additional point in the 

center of the cell. 
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 Face Centered: Atoms occupy sites on the cell corners with additional points in the 

center on all  of the cell sides. 

 Base Centered: Atoms occupy sites on the cell corners with additional points in the 

center of one pair of parallel cell sides. 

 

 

 

Figure 2. Representation of the Bravais lattices in (a) Cubic (b) Tetragonal (c) 

Rhombohedral (d) Monoclinic 
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APPENDIX C 

Methodology Comments  

In this section, a further description of the tools applied in terms of the methodology for the 

present thesis is provided. For the present thesis, the DFT code CASTEP1 (Cambridge Serial 

Total Energy Package) is employed, a quantum mechanics program that is designed for solid-

state physics and materials science. CASTEP is an open source academic and commercial 

package throughout structural, electronic and surface properties in crystalline solids are 

investigated from first principles. 

1. CASTEP 

CASTEP can be effectively used to investigate point defects such as vacancies or antisites as 

well as extended defects such as grain boundaries. The most common task in CASTEP is the 

Geometry Optimization where an arrangement of atoms is submitted to reach the most 

energetically favorable configuration is space. Other tasks can be: 

 Single point calculation 

 Electronic Spectroscopy 

 Elastic constants calculation 

 Transition state search 

1.1 Input and output files 

Initially the crystallographic data of the material is reached through a verified database in a 

Seed.cif file. The Seed.cell file is generated from the .cif file through the cif2cell subscript in 
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CASTEP. In the Seed.cell file, the lattice parameters, atomic positions, pseudopotentials as 

well as the Monkhorst-Pack (MP)2 K-point grid are included. Pseudopotentials in CASTEP 

may be generated on-the-fly of be submitted as separate input files. Figure 1 illustrates the 

structure of a Seed.cell file as an example. In the Seed.param file, all the necessary 

parameters for the run are provided. The task, plane wave basis and required output files are 

included. The CASTEP outputs are provided in the Seed.castep form. In this file, the process 

with all the iterations and the Hessian matrix throughout the ground state energy is reached 

are provided in detail. 

 

Figure 1. Example of Seed.cell file submitted as an input for a CASTEP job 
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Figure 2. Example of Seed.param file submitted as an input for a CASTEP job 

 

In the Seed.param file, at first the type of calculation has to be defined as task. In addition, 

one has to specify the type of the exchange – correlation functional that will be applied on 

the calculation. 

 

1.2 Convergence Testing 

Among the most important concerns in DFT is whether the data are converged or not, thus 

the initial part of the investigation is the search of ideal plane wave basis cut-off and K-point 

grid criteria through the performance of convergence tests. This is equally important for the 

extraction of accurate outputs as well as balancing computational time with computational 

resources.   
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Figure 3. Convergence test for Li2CuO2 

 

1.3 Migration barrier – Linear Synchronous Transition (LST) 

Among the most important tasks in CASTEP is the search for transition states in the crystal. 

With this feature, one would be able to investigate the migration of atoms be defining its 

initial and final positions in the lattice. Available options are: 

 LST Maximum 

 LST/Optimization 

 Halgren-Lipscomb 

 Complete LST/QST 

As an output, the activation energy of migration as well as the transition state point is 

provided in the Seed.castep file. 
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Figure 4. Complete LST/QST task showing (a) The initial and final positions of transition 

and (b) The activation energy of migration for the specific pathway 

1.3 External Pressure 

CASTEP provide the ability to apply compressive or tensile strain on a cell to investigate the 

intrinsic prosses under various conditions. The lattice parameters and volume or the new cell 

are extracted when the structure is optimized. Given this opportunity,  the user is able to get 
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insights into the materials properties under strain conditions in detail. The type of external 

pressure as applied to the cell structure should be added in the cell file as represented in 

Figure 5. 

 

Figure 5. Applied external pressure [4 GPa, Hydrostatic] 

 

Overall the DFT calculations are straightforward and accurate, already confirmed by 

experimental studies. However, the method presents limitations that have to be considered 

when applying atomistic simulations. At first, DFT cannot deal with huge number of atoms, 

thus the cell has to be around 200 atoms to the maximum. For very complex structures, even 

smaller amounts (50 – 100) may not reach ground state of demand very high levels of time / 

power / resources. For this reason, we limit our approach of the defect chemistry in average 

cells  (2x2x2 or 3x3x3 for example) taking advantage of the structures’ periodicity in space. 

An additional limitation of DFT is that all calculations are in zero temperature. An isolated 
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cell is assumed based on the application of the same conditions to every calculation to ensure 

the validity of the systems’ behavior. As reported, LDA / GGA approximations may not be 

effective on the investigation of specific features such as electronic structure and band gaps. 

Thus, hybrid exchange-correlation functionals such as HSE06 with norm-conserving 

pseudopotentials (not generated on-the-fly) have to be applied. Other methods such as 

Molecular Dynamics may deal better with these issues (Wide temperature range, thousands 

of atoms in cell), however this method is based in semiempirical pseudopotentials for the 

exchange correlation interactions using the Newton equations whereas quantum mechanics 

are more realistic and accurate.  Validation of the results occurs in the realistic outputs and 

the comparison with experimental studies. Furthermore, duplication of specific outputs in 

different cells (1x2x2 and 3x4x3 for example) ensures that the materials properties are 

correctly investigated. The last technique is an efficient way to deal with long-range 

interactions too.  

   

2. VESTA 

VESTA3 (Visualization for Electronic and Structural Analysis) is a 3D visualization program 

employed in the present thesis for the representation of structural models and investigation 

of atoms, bonds and interatomic distances. By submitting the crystallographic information as 

an input, it is possible to get a visual version of the various states of disorder through a 

detailed crystal model.  Structural models may be represented as ball-and-stick, polyhedral, 

space-filling and wireframe among others. Among the most useful tools is the ability to 

measure angles and  interatomic distances in a given arrangement of atoms as well as to 
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transform unit cells to bigger structures. Visual representation of advanced structures like 

surface models is also possible.  

 

 

Figure 6. Visualization options through VESTA 
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3. OptaDOS 

OptaDOS4 5is a freely available code for calculating optical, (core-level) excitation spectra 

as well as full and partial density of states. The code is applied in the present thesis for the 

visualization of electronic structure data. The available PDOS options we have worked so far 

are: 

 Angular, where the DOS contributions are decomposed  as atomic orbitals. 

 Species where the DOS contributions are decomposed onto atomic species for each 

element. 

 Species_ang, where the DOS contributions are decomposed onto angular channels 

for each element. 

The total DOS of a given cell will represent the structure of the valence / conduction bands 

as total contributions of the whole crystal. OptaDOS provide us with better visualization of 

outputs and understanding of every different element contribution in the DOS through the 

PDOS option.  

 

4. COMPARISON 

Numerous DFT codes have been successfully employed to investigate the atomistic 

processes in the solid state. Among the most famous are: VASP  (Vienna Ab-initio 

Simulation Package), SIESTA (Spanish Initiative for Electronic Simulations with Thousands 

of Atoms), QUANTUMESPRESSO and NWChem. As currently, most studies are based 

on CASTEP and VASP, one could compare the different features of these two. At first, the 
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background theory is almost identical as both use pseudopotentials through a plane-wave 

basis in a range of exchange-correlation functionals. CASTEP uses norm-conserving ultra-

soft pseudopotentials as well as Vanderbilt6 ultrasoft pseudopotentials. VASP uses norm-

conserving and ultra-soft pseudopotentials too but the latter were not in the Vanderbilt 

scheme and considered to be inaccurate in the past, however nowadays great progress has 

been done and both codes are on the same level. An effective technique of  comparison of 

different codes is through the pseudopotential libraries. On the big picture,  Lejaeghere et al.7 

have recently reported on the reproducibility of DFT results through different codes. This 

work is based on the DFT calculations through 40 different methods. Most of the codes tested 

present a very good agreement with each other pointing to the  implementation and accuracy. 

It is important that throughout the growing field of computational methods, every new 

addition can be tested and verified. Furthermore, comparison of different DFT codes will 

result in improvements in the total methodology through the development of new functionals 

and pseudopotentials. This will result to the enhancement of accuracy and predictive 

efficiency of atomistic simulations. 
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