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 ءادــــــــهإ
 

 ميظعو كهجو للاجل يغبني امك دمحلا كل بر اي ..تاحلاصلا متت هللاجو هتزعب يذلا هلل دمحلا

 .دعب نمو لبق نم هناحبس هل ركشلاو ..دمحلا غلبم صىقأ ًايرثك ًادمح ..كناطلس

 ..ةادسلما ةمعنلاو ةادهلما ةمحرلا ..ةملأا حصنو ..ةناملأا ىدأو ةلاسرلا غلب نم لىع ملاسلاو ةلاصلاو

 .ملسو هيلع هللا لىص دمحم انديس

 :لمعلا اذه يدهأ ينإف ،دعب امأ

 تاداهشلا لىع ينلصاح هئانبأ ىري نأ بغري ناك نم ،لي ًاززعم ناك نم ،ةايحلا في لولأا يملعم لىإ

 لاًئاق ينعدو ،ةلاسرلا هذه ةشقانلم يزايتجاب عمس ،هتينمأ قيقحتل لي اًعفاد كلذ ناك ،ايلعلا

 ..هللا همحر ءابيعللا دمحم يدلاو ،ةشقانلما زايتجا دعب لاًيوط ثبلي ملو ،"ايندلا ىوست مكتفوش"

 فقأ نم ،يقيرط ترانأ يتلا اهتاوعد قداصب ّليع تمعنأ نم ،يرغص في ملعلا ةيمهأ تسرغ نم لىإ

 ..ةيفاعلاو رمعلاب اهل ددمأ مهللا ،ريوخلا ىدعس يمأ ،اهليمج در نعً ازجاع

 ينتكراش نمو ،ملحلا اذه قيقحتل يعم تراس نم لىإ ،يتبرغ ملأ تدّدب نم لىإ ،يبرد في يتقيفر لىإ

 ..ناعبضلا ناـنتمإ ةزيزعلا يتجوز ،هللا نذإب اًعم ىقبنسو اًعم هانزجنأو اًعم هانأدب ،ةظحلب ًةظحل

 ..دمحم يبيبحو ينبا ةبرغلا في ةايحلاو ةداعسلاب ينرمغ نم لىإو

 ةيدان ،ءامسأ ،حارفأ ،نانح ،ماستبإ تايلاغلا يتاوخأ لىإو دايز ،ردب ،ردنب ،دمحأ ءازعلأا يناوخإ لىإ

 ..مكل ًاركشف ،دومصلاو ةميزعلا دمتسأ مكنم ،مهئانبأ لىإو

 لك لىإو ،بيغلا رهظ في ةوعد ينادهأ نم لك كلذب صخأو ءاقدصلأاو ءابرقلأا لىإو ،ةيلاغلا يتدج لىإ

 ..ةقباسلا ةيميلعتلا يتسارد لحارم عيمج في اًفرح ينملع نم

  





Acknowledgements 

I would like to express my gratitude to my supervision team, Dr. Vasile Palade, Dr. Matthew 

England, and Dr. Rahat Iqbal, for their support and guidance throughout my PhD journey. 

In particular, I appreciate all of the effort and patience from my director of study Dr. Vasile 

Palade, and express my special thanks for his help. He has been available to advise, guide, 

support, and encourage me to overcome all challenges throughout this research. I am very 

blessed to be a PhD student under his supervision and I have learned a lot from him. I am 

also grateful to Dr. Matthew England for his technical help. 

I would like to show my appreciation to the annotators for their time and effort in 

labelling the dataset. The annotators are: Dr. Abdullah M. Al-Homayan, Dr. Mohammad T. 

Alshammari, and Mr. Tariq F. Aldhamadi. They were very helpful and patient in reading and 

annotating 2026 tweets. Also, I appreciate all the efforts of Dr. Thamir Alomaim and Mr. 

Yasser Albakry in translating the words from Arabic to English in the tables in Appendix B. 

I am very thankful to my sponsor, the University of Hail (UOH), in Saudi Arabia, for my 

scholarship. They have provided support throughout all my studies in the UK since 2010 to 

2012 and since 2015 untill now. Also, I am grateful to the Royal Embassy of Saudi Arabia 

Cultural Bureau in London for their cooperation. 

I would like to thank all of the friends and staff at Coventry University for their help. 

Also, I am extremely grateful to Coventry University for making available their research 

facilities and resources. A special thanks to Dr. Alex Pedcenko for his help in using the Zeus 

HPC. 





Abstract 

In the past decade, people have directed their interests toward using different social media 

platforms. These are where they share their experiences and life activities with other people. 

Twitter is one of the popular examples of social media, where users can write or post short 

messages. The data in Twitter is easily accessible and, thus, it is a good source to be analysed. 

Sentiment analysis is the task of extracting and classifying the opinions or the feeling from 

text. 

This thesis frst develops an Arabic Health Services (AHS) dataset for sentiment classif-

cation purposes. The dataset has been collected from Twitter, fltered, and annotated manually 

by three people. Then, three word embedding techniques which are Word2vec, GloVe, and 

fastText, were trained using two different Arabic corpora. These models obtain vectors to be 

used as input for the sentiment classifcation. This thesis also studies the effectiveness of 

different features for classifying Arabic text. The effectiveness of using word embedding 

models for sentiment analysis for short Arabic text was also investigated in this thesis. 

Different sentiment analysis levels were proposed in order to deal with the complexities 

of the Arabic language in morphology and orthography. Additionally, several deep neural 

network models and machine learning classifers were trained to conduct a sentiment analysis 

on the newly developed AHS dataset. In particular, a model that combines a Convolutional 

Neural Network combined with Long Short Term Memory has been used to analyse an Arabic 

dataset for the frst time. The purpose CNN and LSTM model achieved good sentiment 

classifcation performance. 
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Introduction 



2 Introduction 

1.1 Introduction 

In the past ffteen years, the number of social networks and users of them has increased 

rapidly. Seman (2014) confrmed that social networking on the Internet started in 1978 with 

the creation of the Bulletin Board System (BBS), which was the frst online site that allowed 

users to sign up and communicate with other users. Boyd and Ellison (2007) mentioned that 

the frst social network site, as it is defned in this thesis in Chapter 2, appeared on the web in 

1997. 

Today, there are a vast number of social media sites, many with an enormous number 

of users who share their life experiences with their friends in different forms, such as texts, 

emoticons, photos, videos, GPS locations and others. This growth has led to a food of data: 

Gantz and Reinsel (2012) estimate that the amount of data from 2005 to 2020 will increase 

by a factor of 300. Social media sites in 2005 contained 130 exabytes of data; by 2020, 

that fgure will reach approximately 40,000 exabytes, or 40 trillion gigabytes. Also, Ularu 

et al. (2012) stated that Facebook only receives about 100 terabytes of data every day. At 

this level, data is called "Big Data" and Roger Magoulas from O’Reilly Media introduced 

this term in 2005. Olshannikova et al. (2017) noted "social big data" as one of the Big Data 

types. Examples include Facebook posts, events, photos, links, video, relationships, etc; 

Twitter tweets, followers, direct messages, GPS locations, etc; and Instagram data, such 

as photos, GPS locations, friendships, etc. Furthermore, customer feedback or reviews on 

some applications like Yelp.com, TripAdvisor.com and Foursquare.com all count as social 

data. The data needs to be analysed to be of value: there are several different kinds of social 

networking data analytic tasks, the one of interest here is sentiment analysis. 

Dey et al. (2016) defne sentiment analysis as a combination of text mining and natural 

language processing and offer two classifcations: polarity classifcation and subjectivity 

classifcation. The polarity classifcation classifes the text based on the opinion or emotional 

state whether positive, negative, or neutral. Subjectivity based classifcation divides the 

http:andFoursquare.com
http:dataeveryday.At
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text into either subjective or objective. In the subjective, the text describes the feelings or 

orientations of the user, while objective phrases or sentences contain only factual information. 

There are different levels at which to apply the sentiment analysis, which are: document level, 

sentence level, phrase level (Balaji et al., 2017), entity and aspect level (Feldman, 2013), 

word level, character level (Lakomkin et al., 2017) and sub-word level (Joshi et al., 2016). 

• Document level : classifes the entire document into its class. Articles are classifed 

into their categories, such as politics, fnance, sports, etc. (Pang et al., 2002). 

• Sentence level : labels each sentence according to different classes such as, positive, 

negative, or neutral (Wiebe et al., 1999). 

• Phrase level : detects whether an expression or a phrase has a positive, negative, or 

neutral opinion (Wilson et al., 2005). 

• Entity and aspect level : considers the entity only, such as service, product, etc. and 

the aspect of this entity such as the quality, price, etc. In the following example, "The 

car’s engine is very good, but the colour is bad", the entity is car and there are two 

aspects, which are the engine and the colour (Liu, 2012). 

• Word level : represents each word in the sentiment dataset as a single feature 

(Neviarouskaya et al., 2007). 

• Sub-word level : focuses on sub-words instead of using entire words or using charac-

ters only, such as in the work of Joshi et al. (2016) using the Long Short Term Memory 

network. 

• Character level : uses the characters as features in a row of text. It has been used in a 

lot of research, such as in Zhang et al. (2015) and Golub and He (2016). 
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1.2 Research Motivation 

Sentiment analysis is an approach of classifying text that contains any sentiment, opinion, 

state, attitude, evaluation, recommendation, and emotion of a person to a sentiment class 

(Liu, 2012). The sentiment classes can be emotional ones like anger, disgust, fear, joy, love, 

sadness and surprise, as presented by Roberts et al. (2012). Also, they might be a position on 

a scale, such as very positive, positive, neutral, negative and very negative, as was presented 

by Le and Mikolov (2014). A common framework in sentiment analysis is to have three 

classes that are positive, negative and neutral, like in Pak and Paroubek (2010); or only two 

classes that are positive and negative, as in Socher et al. (2013). This feld can be named as 

either opinion mining or sentiment analysis, and it is a subset of text classifcation with a 

combination of computational linguistics and natural language processing. 

There are a series of steps that need to be followed in order to measure the sentiment 

in the text. The steps start by reading the text and mapping the labels to it. After that, 

the text needs to be tokenized, which can be sentence tokenization, word tokenization, or 

character tokenization. Word tokenization is the most common choice in sentiment analysis 

and text classifcation. Then, there are some optional steps, which can be implemented, 

such as fltering stop words, stemming or lemmatising the words and dealing with negation 

words. Next, converting the text based on the tokenization into numeric data using different 

techniques of feature selection or feature extraction. After that, training the machine learning 

classifers using the converted numeric data on the training set and mapping each document 

with the label. Finally, using the trained model to predict a class of text not used in the 

training and measure the effciency of the classifer using different measurements techniques, 

such as a confusion matrix, precision, recall, and accuracy. 

The diffculties of this task are that many attributes are involved, which can affect the 

prediction and the analytics. These involve the type of the machine learning classifers used, 

the feature selection used, and the nature of the unstructured data (the text in our case). In 
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addition to that, the Arabic language is complex, because there is a standard or a formal 

Arabic language, and then there are twenty-two Arab countries that use Arabic as a frst 

language, and each country has one or more dialects. Also, short vowels or diacritics can 

change the meaning in many words that have the same spelling. Moreover, Arabic words are 

either masculine or feminine; nouns can be either singular, dual, or plural; verbs in Arabic, 

based on the tense can be categorised as past, present, and imperative, and so there are many 

forms for a single word. The masculine or feminine forms in the Arabic language are not 
� � �

�
always referring to gender. For example, the words sun "�ÖÞ�", fre "PAK", tree " èQm. �", and 

�
car " �èPAJ�" are treated as feminine nouns. In contrast, the Arabic words moon "QÔ¯", fnger 

"©J.�
@", pen "ÕÎ¯
�
", and book "H. A

�
J»" are classifed as masculine nouns. For the plural nouns, 

the Arabic language has three categories that are: the masculine plural, the feminine plural, 

and the broken plural. Therefore, dealing with Arabic text and short messages (tweets) makes 

the sentiment analysis a very challenging task. Twitter users usually write a tweet and express 

their opinion using their own dialects and their own style of writing. 

Sentiment analysis has been considered by many researchers in different applications, 

such as movie reviews (Pang et al., 2002; Ghorbel and Jacot, 2011), political elections 

(Bermingham and Smeaton, 2011; Tunggawan and Soelistio, 2016), Amazon reviews (Jindal 

and Liu, 2008), emotions classifcation (Hogenboom et al., 2013). Health care has been 

considered in many researches, such as (Speriosu et al., 2011). Health services from a topic 

of interest everywhere in the world due to the importance of health care. Many patients or 

some relatives of them may share on the social media their opinions about their experiences 

in the hospitals or clinics. Twitter is one of the most attractive platform and there is very 

large number of active Twitter users in Saudi Arabic (Alasem, 2015). Some examples of 

sharing opinions about health services in Arabic in Twitter are: 


� � � �� � 
Qª��. ð èXñk. H@Xð èPA
�
JÜØ àXP B@ ú¯ éJJ.¢Ë@ éÓY

� 
mÌ'@. . éJJ.¢Ë@ HAÓYmÌ'@ ÈAg øXQ

�
K ­�ñÓ



úæ�� 

, éKXñª�Ë
� 

@ ú¯ éj�Ë
� 

@ ú¯ iîDK AÓ ¼AJë ��Ë. . éKXñª�Ë
� 

@ áÓ Q�
�
JºK. É¯

�
@. . 






	 	



	



	 	



	



	



	


 

	 	

	 	



	



	 	

 


	 	






6 Introduction 

� �� �, úæ ¢Ë@PXA¾Ë@ AîD�®J
�
K áºËð èYJk. H@ZA ��Ö� Ï @ éJkAK áÓ

� 
éºÊÒÖ
� 

Ï @ ÈAÖÞ� ú¯ éJj�Ë
� 

@ HAÓYmÌ'@
. 

� ��, éJJ.¢Ë@ é®¢JÖÏ @ HAg. AJ�Jk@ éJ¢ª
�
JË ��j

�
JÖÏ @ 

�é«BYK@ àðX éËñÊJ
� 

mÌ'@ð AKðPñ» �ðQKA¯ á« øQj
�
JË @ ú¯ PA

�
JÜØ ÉÒªK. IÓA¯

�
éKXñª�Ë
� 

@ 
.ùKAK


 
. ð É¾ ���

. 

Hence, we are targeting Twitter as the source to collect the tweets about health services. Due 

to the lack of sentiment analysis research in the Arabic language, an Arabic sentiment dataset 

will be introduced by the present thesis. Gathering tweets, which contain reviews or opinions 

on a specifc topic from Twitter, is a challenging task because of the unrestrained nature 

of the Twitter platform. Therefore, we need to launch a Twitter hashtag and ask Twitter’s 

users to share their opinions about their experiences with health services. However, it is 

arduous to encourage and involve a large number of people to write their opinions about 

their experiences on any topic, e.g., health services in our case. So an alternative approach 

to collect the tweets about health services is also used by observing the Twitter trending 

hashtags in Saudi Arabia and collecting any hashtag about health. Another diffculty is 

fltering the retrieved tweets and only keeping the tweets that contain opinions about health 

services, and labelling the dataset. Word representation and deep neural networks will be 

used to improve the sentiment classifcation. Additionally, the effect of reducing the forms of 

some Arabic words by using an Arabic segmenter will be measured. 

1.3 Aims and Objectives 

This thesis introduces an Arabic Health Services (AHS) dataset for sentiment classifcation 

from Twitter. Also, the thesis presents a study on sentiment analysis on Arabic scripts from 

social media and explores the role of using different feature selection methods and different 

machine learning methods. It also addresses the role of using deep neural networks and word 

embedding to represent the vocabulary. The following explicit objectives were identifed in 
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order to achieve the previous aims. The frst objective is collecting the data from Twitter about 

health services and developing our own dataset by retrieving relevant Arabic tweets. Then, 

fltering the dataset from unwanted data, i.e. unrelated tweets to health services, repeated 

tweets, tweets that do not contain an opinion, etc. Filtering and pre-processing the text of 

the corpus, e.g. removing short vowels, Tatweel, repeated letters, etc is the next objective. 

The fourth objective is annotating and building a health sentiment analysis dataset from 

Twitter by three Arabic native speakers followed by identifying the effectiveness of extracted 

features, such as unigram, bigram, part of speech tagging (POS), word embedding, etc. The 

sixth objective is implementing various machine learning methods, and especially deep 

neural network models, to measure the sentiment on health services from Twitter messages in 

Arabic. The fnal objective is investigating different machine learning algorithms, including 

neural networks, and using different features in order to improve the accuracy of sentiment 

analysis. 

1.4 Scope and Limitation 

• This thesis will perform sentiment analysis on short messages (tweets) that contain a 

limited number of characters: only 140. The dataset was collected from Twitter before 

the increase in allowed characters to 280. 

• Twitter users ordinarily write tweets using their own style of writing, which is not the 

Standard Arabic Language or the Formal Arabic Language. The tweets are locally 

collected based on Saudi Arabian Twitter users. 

• The number of tweets in the dataset is limited due to the dataset being only focused on 

health service reviews, and it was collected from Twitter which is not just a platform 

for opinions. 



8 Introduction 

• The dataset is unbalanced, presenting positive tweets at 69.01% and negative tweets 

at 30.99%. The limited number of tweets meant it was not appropriate to make the 

dataset balanced. 

• The classes in the dataset are binary, positive and negative. The neutral class has been 

eliminated because the number of tweets in this class would overwhelm the others. 

• There is no large Arabic Twitter corpus available to be used for building word embed-

ding models. 

• The used features in the experiments are not the same for all models. 

• The experiments focus on using deep neural networks compared with other machine 

learning algorithms. 

• The dimensionalities for GloVe and fastText models are 200 and it is based on the best 

Word2Vec models which obtained in our study. 

1.5 Thesis Contributions 

The main contributions of this thesis are: 

• Developing a new healthcare dataset for sentiment analysis in Arabic (there is no such 

dataset already available). The dataset has been collected from Twitter and it has 

been annotated by three human annotators. It is freely available online at Alayba et al. 

(2018b). This contribution has also been reported in Alayba et al. (2017). 

• Identifying and comparing between a set of feature representations (namely Word2vec, 

GloVe, and fastText) suitable for the novel AHS dataset. Comparing between different 

deep learning models to classify users’ opinions in the AHS dataset (Alayba et al., 

2018c). 
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• Using novel effective features for the Arabic language to be used for sentiment analysis 

classifcation and other information retrieval tasks in Arabic, e.g. security, marketing, 

etc. This contribution has also been presented in Alayba et al. (2018c) and Alayba et al. 

(2018a). 

• Implementing and training different neural network models and machine learning 

methods. Some of which were used for the frst time in the context of Arabic sentiment 

analysis, in order to classify the sentiment on health services from Twitter messages in 

the Arabic language. This contribution has also been stated in Alayba et al. (2017), 

Alayba et al. (2018c), and Alayba et al. (2018a). 

• Describing a novel manual tuning procedure to identify the best dimensionality for a 

word embedding model for binary sentiment analysis (Alayba et al., 2018c). 

• Attempting to address the issues of Arabic morphology through the usage of n-grams 

and Stanford Tokenizer (Alayba et al., 2018a). 

1.6 Thesis Structure 

The rest of the thesis is organised as follows: Chapter 2 presents the literature review and 

the context of this thesis. Social networks and sentiment analysis are introduced, and the 

challenges of the sentiment analysis are explained in this chapter. Some related works will 

be described briefy. The related works are based on the general sentiment analysis, Arabic 

sentiment analysis and health sentiment analysis respectively. 

Chapter 3 describes the methodological fow and other background in this research. It 

defnes the different ways of collecting, fltering and annotating the sentiment data. Moreover, 

it clarifes some terms related to the sentiment analysis or text classifcation in general. For 

example, stemming, lemmatisation, normalisation, n-gram, part of speech tagging, etc. Also, 

http:research.It
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it explains some machine learning classifers used and the way of measuring the performance 

of the classifers. 

Chapter 4 details all of the steps for collecting, labelling and building an Arabic sentiment 

dataset. It explains the tools used to retrieve Arabic tweets and the way of fltering and 

pre-processing the sentiment tweets. For example, removing retweeted tweets, removing 

spam tweets, removing no opinion tweets, etc. Also, the process of annotating the dataset is 

illustrated. Finally, some data collection and pre-processing challenges are mentioned. 

Chapter 5 introduces the term ‘word embedding’ and the procedures of building Arabic 

word embedding models. There are three word representation techniques used, which are; 

Word2vec, GloVe, and fastText. In addition, the different word embedding models and 

Arabic language corpora will be clarifed. The process of building and fltering the Arabic 

corpora will be introduced too. Finally, the ways of evaluating the word embedding models 

will be demonstrated. 

Chapter 6 explains all of the sentiment analysis methods applied using different feature 

selection and extraction methods. In addition, it illustrates the used machine learning 

algorithms. Also, it will introduce different sentiment analysis levels in order to have 

different tokenization of the text and generate different features. Furthermore, it will describe 

the architecture of the sentiment analysis models used. Finally, the way of evaluating the 

performance of different classifers or sentiment analysis models will be discussed as well. 

Chapter 7 concludes the thesis, clarifes the contributions of this study, and introduces 

possible future applications and improvements for this research. 

1.7 Publications 

Parts of this thesis have been published in the following list. 
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2.1 Social Networks 

There are many social network web applications available on the internet and most of them 

are free to use. Marin and Wellman (2011) defned the term social network where a node 

represents a member or user of a social network, and a given link is the relation or connection 

between any two users. Moreover, Aggarwal (2011) offers a similar perspective, describing 

social networks as interactions or a connection network between nodes (users) through links 

(relationships). Also, Boyd and Ellison (2007) introduced a defnition of a social network 

site as a service that provides social benefts through the web. The three main actions that a 

user is able to undertake on social networks are: 

• creating a public or semi-public profle or page under the rules of the site; 

• listing connections with other users within the system; 

• observing and interacting with one’s own list of connections and the connections of 

other users in the system. 

Mislove et al. (2007) divide social networks into three components: 

• Users: a user must sign up for the system to obtain the beneft of the services that it 

provides. Users can edit profle information, such as adding photos, their birthday, 

education, work experiences, location(s), interests, etc. 

• Links: the relationship or connection between two users is described as a link. The 

creation of a link between two users can be achieved in two ways. Under the frst 

method, some social network websites allow a user to send a request to another user, 

and the connection is made if that user accepts it. The second method used by social 

network sites establishes links immediately, without waiting for approval from the 

other user. Some systems, like Facebook and Instagram, offer hybrid options that allow 

users to tailor the degree of permission required. 
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• Groups: most social network websites offer the option of creating a group. Different 

users with similar interests can join the group, which permits them to interact within 

the group, regardless of whether they are otherwise linked. 

We defne "social network" as a platform which allows the users to create their own 

profles, create their connections with other users based on their interests, and share different 

forms of data with other users. Different platforms have different functionalities, such as, in 

Twitter, users can favourite or retweet other tweets, or post a new tweet that contains text, 

photo, video, link, etc. Also, there are many actions that users can do in Twitter and other 

social networks such as, post, like, comment, follow, unfollow, subscribe, block other users, 

message other users, etc. 

Most social network sites in Arabic are the same as the existing English social network 

sites, but they are able to support the Arabic language. The number of users on social network 

sites in Arab countries is huge. The numbers are different depending on the different social 

network sites or different countries. TNS (2015) reported that the most used platforms in 

Arab countries were Facebook and WhatsApp which had over 80% of users. While, the users 

of YouTube, Instagram and Twitter were 39%, 34%, and 32% respectively. The user can 

register and exploit the available services and access most of the social network features. 

Different social networks have different features, such as sharing photos or videos, blogs, 

microbloggings, movies, music, businesses, academics and researchers, books, travel, games, 

general topics, etc. There are many examples of social network sites, but the most common 

sites are Facebook, Twitter, LinkedIn, Google+, Instagram, WhatsApp and Snapchat. 

Twitter will be introduced briefy because the data in this study will be collected from 

it. Kwak et al. (2010) defned Twitter as a micro-blogging service established in July 2006 

by inventors Jack Dorsey, Noah Glass, Biz Stone, and Evan Williams. Twitter users can 

traditionally write up to 140 characters in each tweet, although in November 2017 this limit 

increased to 280 characters. The followers of a given user will receive each of that user’s 
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tweets on their timelines. A user’s unique identity is based on a username, which means that 

no two usernames can be identical to each other: all usernames start with the "@" character. 

A tweet’s receivers can perform three main actions on the tweet: retweet, reply to the writer 

of the tweet, or mark the tweet as a favourite. There are other actions such as copy tweet link, 

report tweet, add to moments, etc. The hashtag ("#") symbol is used in Twitter in front of a 

word (or more, but without a space) and it can categorise the tweets into a subject or a topic. 

Clicking on this hashtag generates all the tweets containing this hashtag. This is to make it 

easier to fnd all the tweets that have the same subject or topic. Ahmed et al. (2017) reported 

some reasons for the common use of Twitter in academic research, such as the availability 

and accessibility of Twitter API to the public, the advantage of collecting data using the 

hashtags, and the wide usage of Twitter by many people. According to Twitter (2018), the 

platform has 335 million active users monthly and 80% of active users use it with mobile 

devices; and about 34 languages are supported. 

2.2 Social Network Data Analysis 

Social Network Analysis (SNA) is an attractive topic for several disciplines, such as sociology, 

mathematics, communications, physics and computer science. The purpose of SNA, as 

Ehrlich and Carboni (2005) introduced it, is to reveal the structures and relationships between 

people by focusing on a group and identifying their social connections. Hoppe and Reinelt 

(2010) reported that people, events, ideas and objects can all be represented as the nodes 

of the network, with the link between any two nodes constituting a relationship. There are 

several mathematical techniques to measure networks: 

• Density 

Hoppe and Reinelt (2010) indicated that the density of a social network denotes the 

general level of connectedness within it. It can be measured by dividing the actual 
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number of existing links by the number of all possible links between nodes in the 

network. Let N be the number of nodes and L the number of links. All possible links 

in a directed network can be measured by the formula N(N− 1) and all possible links 
1

in an undirected network can be measured using (N)(N− 1). Figure 2.1 explains the 
2

measurements of the density for directed and undirected networks. 

Fig. 2.1 Examples of density measurements for directed and undirected networks 

• Clustering 

Clustering is one method that can be used to analyse social networks. Hoppe and 

Reinelt (2010) clarifed that clustering in terms of SNA involves gathering nodes in 

subgroups that share similar attributes. Figure 2.2 illustrates the idea of clustering 

nodes. 

• Bonding and Bridging 

Geys and Murdoch (2010) state that bonding and bridging are terms used in SNA to 

classify networks. Bonding involves tying together nodes that are highly connected to 
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each other, while bridging is linking two different groups that have varied connections 

via a separate node. Figure 2.2 shows the difference between bonding and bridging. 

Fig. 2.2 An example of clustering, bonding and bridging techniques 

• Core and Periphery 

Hoppe and Reinelt (2010) explained that core and periphery are the structural features 

of a network. The core is a node that has the densest connections with other nodes, 

while peripheries have the fewest links to other nodes. In Figure 2.3, node 16 is the 

core node and node 14 is a periphery node. 

• Direct and Indirect Links 

Otte and Rousseau (2002) illustrated that the links in a network can be direct or indirect. 

A direct link has initial and fnal points and it can be either a one-way or two-way link. 

The former, also known as an unreciprocated link, moves in only one direction, such as 

a link beginning at node (A) and ending at node (B). A two-way or reciprocated link has 
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connections that move in both directions. An indirect link, meanwhile, involves linking 

two nodes when the direction has no signifcance. Table 2.1 clarifes the differences 

between direct and indirect links. 

Table 2.1 Examples of direct one-way, direct two-way and indirect links 

Link Type Shape Description 

Direct (One-Way) (A) sends a message to (B) 

Direct (Two-Way) (A) sends a message to (B) and (B) replies to (A) 

Indirect (A) and (B) know each other 

Fig. 2.3 An example of core and periphery nodes 
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• Centrality 

Otte and Rousseau (2002) explained that the three most signifcant measurements 

to calculate the centrality are the degree centrality, the closeness centrality and the 

betweenness centrality. 

Degree centrality refers to the number of links that connect to the nodes and is measured 

by Equation 2.1: 

d(n)
dc(n) = (2.1)

N− 1 

where d(n) is the total number of links that are connected to a node n, and N is the 

total number of the nodes in the network (Otte and Rousseau, 2002). 

Closeness centrality is the total distance from all other nodes in the network to a given 

node; it is measured by Equation: 

N− 1 
cc(n) = (2.2)

c(n) 

where c(n) is the total number of shortest paths from node m to node n (Otte and 

Rousseau, 2002). 

Betweenness centrality is the number of shortest routes between different nodes passing 

via this node as Equation 2.3: 

rin j b(n) = ∑ (2.3) 
i, j ri j 

where rin j is the number of shortest routes or paths from node i to node j passing 

through node n. (i ̸ ̸ j); and ri j is the total number of shortest routes or paths from = n = 

node i to node j (Otte and Rousseau, 2002). 
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In a network containing N nodes, the maximum value of b(n) is
1 
(N2− 3N + 2), so

2
betweenness centrality (bc(n)) is represented by Equation 2.4: 

2b(n)
bc(n) = . (2.4)

N2− 3N + 2

All the previous measurements may be used to analyse the relations between users in 

social networks. Adedoyin-Olowe et al. (2014) presented the following fve approaches to 

social networks data analytics in a survey of data mining techniques. 

1. Graph theory tools that analyse the main features of networks like nodes and links 

that represent the friendships between users or followers and the one who is followed. 

There are also topics related to graph theory, like community detection, recommender 

systems and the semantic web. 

2. Opinion analysis on social networks, which focuses on classifying users’ opinions 

about a particular subject as expressed on social media. 

3. Supervised, semi-supervised and unsupervised classifcation of social network data. 

4. Topic detection and tracking, which concentrates on unearthing new topics or events 

through social media. 

5. Sentiment analysis of social networks, which classifes users’ opinions into positive, 

negative, or neutral. There are subtypes of sentiment analysis, such as sentiment 

orientation, product ratings and reviews, aspect rating analysis and sentiment lexicon. 

In addition, there are many different techniques to analyse the content of social networks 

and the impact of users on other users. There is a rise in the number of social networking 

sites that provide some services, and users can write their opinions and reviews about the 

products or the services, (e.g. Booking.com, Tripadvisor.com, Yelp.com, Amazon.com, etc). 

http:Amazon.com
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The reviews are usually in a text format and sentiment analysis (opinion mining) is a task to 

study people’s opinions or feelings using machine learning algorithms. 

2.3 Sentiment Analysis 

Sentiment analysis aims to reveal the opinions, attitudes, reactions, recommendations or 

emotions through the text, such as reviews, states, survey responses, social media, and 

healthcare (Liu, 2012). The advent in the web applications especially the growth of the 

social media web sites drives people to share their opinions on them. There are many web 

sites that allow users to write their opinions, such as imdb.com for movies, amazon.com 

for products, books, etc., booking.com for hotels, tripadvisor.com for holidays experiences, 

etc. Twitter is also one of the important resources that users engaged to write their opinions 

in different topics. In addition, it provides an enormous real-time data in short text, which 

called a tweet. Sentiment analysis can be applied to many areas, such as marketing, product 

or service reviews, emotional detections, overall contextual polarity, etc. It uses natural 

language processing, computational linguistics, feature selection or extraction and other 

machine learning algorithms. 

Sentiment analysis has been covered by many researchers in the past twenty years 

and various approaches have been applied on the sentiment classifcation. The task has 

been studied using different machine learning methods both supervised and unsupervised 

algorithms alongside using different features. In the supervised learning technique, the 

dataset is labelled into classes, such as in our proposed dataset there are two classes which are 

positive and negative. It is highly recommended to flter the text from punctuations, numbers, 

etc. if they do not affect the meaning. Filtering the text reduces the noise in the dataset and 

improves the classifcation (Haddi et al., 2013; Saif et al., 2014; Singh and Kumari, 2016). 

In order to do the sentiment classifcation on a text, the text need to be tokenized into 

entities such as words entities, characters entities, etc. (Webster and Kit, 1992). Then, 

http:tripadvisor.com
http:booking.com
http:amazon.com
http:imdb.com
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fltering and pre-processing the text is an optional step, e.g., removing stop words, removing 

numbers, stemming and lemmatising the text which will be detailed in Section 3.3.7, etc. 

After that, selecting or extracting the feature from the tokens using n-grams, part of speech 

tagging, bag of words and these terms will explain in Sections 3.4.1, 3.4.3, and 3.4.4. Then, 

these features will be converted to numeric values using some techniques, such as, Term 

Frequency (TF), Term Frequency Inverse Document Frequency (TF-IDF), etc. and these 

techniques describe in Section 3.4.5. Finally, these numeric features become inputs for the 

supervised machine learning methods. The second technique is unsupervised learning and it 

applies on unannotated dataset. It estimates the sentiment scores using expert knowledge 

in the format of a lexicon or a dictionary, in which the sentiment words or phrases have a 

sentiment values. Moreover, there are widely used lexicon for sentiment analysis, such as 

Affective Norms for English Words (ANEW) (Bradley et al., 1999) which were adapted for 

measuring the sentiment happiness from the text (Dodds and Danforth, 2011). An alternative 

method is an application that called Linguistic Inquiry and Word Count (LIWC) and it was 

frstly launched in 2001, then it developed in 2007 and 2015 (Pennebaker et al., 2015). Also, 

appraisal groups were used for sentiment analysis (Whitelaw et al., 2005), using syntactic or 

grammatical structure to detect the sentiment (Sayeed et al., 2012). 

Then, many researchers in NLP tasks employed different deep learning models which 

are advanced machine learning approaches to achieve better classifcation results. The 

deep learning approach uses Neural Networks (NN) with extensive layers to solve complex 

problems. The basic NN consists of input layer, hidden layer, and output layer. Each layer in 

the NN consists of many numbers of neurons that are connected to each other. The connection 

between them holds a weighted value to control the learning rate between neurons. The Deep 

NN takes a raw of vectors as inputs which represent a row of data. In this study, in order 

to represent the text into vectors, some word embedding techniques are required and the 

word embedding will be illustrated in Section 3.4.2 and Chapter 5. The word embedding is 
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an approach that used in NLP tasks and it models the features of text into fxed-dimension 

of vectors. The vectors contain a fxed-size of foat numbers, i.e., the vector of the word 

"Coventry" is [0.56, 0.97, 0.13, 0.83, . . . , 0.44]. There are different techniques to build 

the word embedding, such as Word2Vec (Mikolov et al., 2013), GloVe (Pennington et al., 

2014a), RAND-WALK (Arora et al., 2015), fastText (Bojanowski et al., 2017), StarSpace 

(Wu et al., 2017), etc. Then, the inputs move into the hidden layers and each one computes 

Equation (2.5): 

m 
f (x) = f (∑ wi.xi + b) (2.5) 

i=1 

where i is number of current input, m is the maximum number of the inputs, wi is the weight 

of the current input, xi is the value of the current input, b is the Bias, and f is non-linear 

activation function, such as sigmoid (Han and Moraga, 1995), Hyperbolic Tangent Function 

(tanah) (Kalman and Kwasny, 1992), Rectifed Liner Unit (ReLU) (Nair and Hinton, 2010), 

and Leaky ReLU (Maas et al., 2013), etc. In the output layer, a linear function is used to 

measure the regression problems because of the unbounded values. In the classifcation 

tasks, the softmax function is applied because it measures the probabilities of each input and 

classify it. 

There are enormous numbers of sentiment analysis researches that applied different type 

of deep learning neural networks. For instance, Convolutional Neural Network (CNN) (Kim, 

2014), Recurrent Neural Network (RNN) (Arras et al., 2017), Long Short-Term Memory 

network (LSTM) (Li and Qian, 2016), Recursive Neural Network (RecNN) (Timmaraju and 

Khanna, 2015), etc. In addition, applying different sentiment analysis levels and different 

feature extraction techniques in order to improve the learning results. Kim (2014) proposed a 

CNN model for sentences classifcation using unsupervised pre-training word2vec vectors. 

dos Santos and Gatti (2014) presented a sentiment analysis approach using deep CNN. It 

considers different representation levels that are character, word, and sentence to implement 

http:approachusingdeepCNN.It


	



	



	 	

 


25 2.3 Sentiment Analysis 

the sentiment classifcation. Poria et al. (2016) introduced a deep CNN model based on 

aspect level to extract the opinions from the text. 

There are many complications in this type of analysis, because it deals with text and 

unstructured data. Furthermore, there are diffculties to detect or identify the effective 

sentiment words in the text and different context can change the meaning. There are many 

challenges in this task in general, which will be explained next. This is true especially for 

Arabic texts, which will be detailed as well in the following section. 

2.3.1 Arabic Sentiment Analysis Challenges 

There are many different challenges in this task and they might be theoretical, technical or 

both. Liu (2010) introduced some issues in the sentiment analysis task, such as identifying 

the objects, extracting the features, grouping the synonyms, determining the opinion words 

and classifying them, and integrating the previous components. Also, some opinions on 

social networks are hardly recognisable by a machine search, especially when people disagree 

with others (Ahmed et al., 2013). Furthermore, subjectivity in sentiment analysis is sensitive 

and can be positive or negative based on different researchers’ interpretations (Ahmed et al., 

2013). 

There are some specifc challenges to sentiment analysis in Arabic. Ahmed et al. (2013) 

noted some diffculties of sentiment analysis using Arabic text from social media: 

• Opinion keywords can be changed according to context and word order, which might 

indicate contrary opinions (Ahmed et al., 2013). 

• There are different forms of a single root in an Arabic word: the verb "play" in English 

has only four forms ("play, played, plays, playing"), whereas the same verb in Arabic 

has many forms, like , á�.ªÊK , àñJ.ªÊK , àAJ.ªÊ
�
K , àAJ.ªÊK , IªÊ

�
K , IªÊK , IJ

�
.ªË , IªË). . . 

(tÌ'@ . . . I. «B , @ñJ.ªË @ , IªË@ . Table 2.2 clarifes the differences in the forms of a single . 
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verb in Arabic. The second column (Buckwalter Arabic Encoding (Smrž, 2016)) is a 

pronunciation translation of the Arabic word. 

Table 2.2 Some examples of the multiple forms of a single Arabic verb 

BuckwalterArabic word Word type transliteration 

I
�
. ª� Ë

�
laEiba Masculine verb - past tense for singular 

�
�IJ

�
.ª� Ë laEibat Feminine verb - past tense for singular 

I
�

ªÊK
� ylEabu Masculine verb - present tense for singular . 

�
IªÊ

� �
K tlEabu Feminine verb - present tense for singular . 

àAJªÊK.

�
àAJªÊ

�
K. 

ylEbAn 

tlEabAn 

Masculine verb - present tense for dual 

Feminine verb - present tense for dual 

àñJªÊK.

á�ªÊK.

IªË@. 

ylEbwn 

ylEbn 

AlEb 

Masculine verb - present tense for plural 
(three or more) 

Feminine verb - present tense for plural 
(three or more) 

Masculine verb - imperative 

I«B . lAEb Noun - the subject form of the verb 

• There are diffculties with sentiment analysis of social media because of the following 

issues: 

– Unstructured text; 

– Flexibility in word order for Arabic; 

– Slang words and different dialects; 

– Character repetition like "Sooo goooood" in English, which in Arabic is 

" @ @ @ @Yg. ÉJJ�J�JÔg". 
. 

• There are some special characters included in systems like Twitter: 









	



	

27 2.3 Sentiment Analysis 

, etc.; 

– "RT" means retweeted tweet; 

– "#" means hashtag, used to categorise a tweet; 

– "@username" refers to a specifc username and it appears when replying to a 

particular Twitter user or to mention a Twitter user in a tweet; 

– Emoticons or emoji like 

– Links to a web page, such as http://goo.gl/MJ3v7r. 

• Some Arabic users might write Arabic words or sentences on social media using the 

Latin alphabet, a technique known as Arabizi, Moaarab or Araby. For instance, writing 

the name Mohammad "YÒm×" can be transliterated as "m7md". 

Alhumoud et al. (2015) adds three other issues specifc to analysing Arabic text: 

• There are different dialects in Arabic, with widely diverse vocabularies. 

• Punctuation and diacritics or short vowels in Arabic text can change the meaning of a 

word with the same spelling. For example, 

– (�PY� K
�) is pronounced in Buckwalter’s transliteration as (yadrus) (Smrž, 2016). 

The meaning of the word is "to learn" 

– (�PY
�� K

� ) is pronounced in Buckwalter’s transliteration as (yudri∼s) (Smrž, 2016). 

The meaning of the word is "to teach." 

• There are some conjunctions of contrast such as "but" in English. The phrase or 

clause can hold two opinions, and there are many in Arabic such as the words 

". tÌ'@ . . . , AÒJ�K. , áºË" that in Buckwalter’s transliteration are (lkn, bynmA, etc.). 

http://goo.gl/MJ3v7r
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Farghaly and Shaalan (2009) presented several challenges and solutions related to Arabic 

Natural Language Processing (ANLP). The frst challenge is that the translated and transliter-
�ated name entity from other language such as "google" can be written as "É¯ñ

�
¯" or "Ég. ñk. ". 

Another challenge is normalising the Arabic letter Alef with Hamza in the words " à
@" and 

 

"à@" to Alef without Hamza "à@" that leads to a meaningless word. The third challenge is the 

homograph, where a word can be classifed to more than one part of speech. For example, 

the word "ÕÎ«" can be a noun means "a fag", or a noun means "science", or a verb mean 

"to know". The fourth challenge is the ambiguity in some sentence i.e. "YKYm.
Ì'@ ½JJ. Ë @ QKYÓ.", 

which can mean either "the new manager of the bank"" or "the manager of the new bank". 

Abdul-Mageed and Diab (2012) explained the diffculties in annotating many Arabic 

sentences even by Arabic linguistics experts, because of some words occurring in unfamiliar 

contexts. Abdulla et al. (2013) mentioned the challenges of dealing and building a lexicon 

that contains various of negation words in Modern Stander Arabic MSA, such as "B", "ÕË", 

"áË", " AÓ", and "��Ë. Ibrahim et al. (2015) presented the challenge of dealing with old sayings, 

idioms, or old expressions in the text, such as " àñ«Q¯ ©Ê£ úæ�ñÓ èAKQº
�
J¯@", which hold a 

negative meaning. Al Sallab et al. (2015) added other challenges to automatically apply the 

sentiment analysis to the Arabic text, which are the ambiguity and the rich morphology in 

the Arabic language. Also, there is a lack in the tools that deal with Arabic text in order to 

pre-process the text (Alwakid et al., 2017). 

2.4 Related Work 

In this section, there are many terms that used in the sentiment classifcation. They will be 

defned in Chapter 3. 
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2.4.1 General Sentiment Analysis 

Roberts et al. (2012) studied the way of detecting the emotions through micro-blogging on 

Twitter. The emotional corpus has seven different types of emotions: anger, disgust, fear, joy, 

love, sadness and surprise. The corpus was collected from 14 topics on Twitter: Valentine’s 

Day, Lindsay Lohan, September 11th, the 2012 U.S. Election, Palestinian statehood, the 

Egyptian riots, the Super Bowl XLV, the 2010 World Cup, Christmas, the DC/NY earthquake, 

the Emmys, Eminem, the stock market, and the Greek bailout. A baseline method was 

used for discovering the specifed seven emotions on Twitter. A Support Vector Machine 

(SVM) classifer was used to classify the text into classes. The classifcation features used 

were: unigrams, bigrams, trigrams, WordNet synsets, WordNet hypernyms, topic scores and 

signifcant words. A 10-fold cross validation was used to validate the classifer model. It is 

an advantage in this study that has a large number of tweets to identify different sentiment 

words. However, the diversity of topics leads to a variety of non-sentiment words and this 

makes more noise in the features and the dataset. 

Go et al. (2009) used word feature extractions such as unigrams, bigrams, combinations 

of unigrams and bigrams and combinations of unigrams and parts of speech tags. Then, 

three machine learning algorithms were applied to the emotional datasets that were collected 

from Twitter. Usernames, links and repeated letters in tweets were removed so the size of 

the corpus was reduced to 45.85% of the original one. A mapping technique was used to 

map the emotions such as, :), :-), : ), :D, and =) being all mapped to :) . The best classifer’s 

accuracy was 83.0%, achieved using unigram and bigram features and the maximum entropy 

method. The author of the paper removed any tweets that contains both positive and negative 

emoticons in one tweet. It is better if there are many mixed opinion tweets to create a third 

class for these tweets and name it i.e. "mixed" class. 

Speriosu et al. (2011) used three different available datasets, which were the health care 

reform (HCR), the Obama-McCain debate (OMD) and the Stanford Twitter Sentiment (STS). 
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The HCR dataset was divided into training and testing sets. Three different classifcation 

processes were used: lexicon-based baseline, maximum entropy and label propagation. The 

experiment’s results improved from 58.1% using the lexicon-based baseline method to 71.2% 

using the label propagation method with feature-edges and noisy-seed for HCR dataset. 

The weakness in this paper is that the author used different features selections for different 

classifcation process. The lexicon feature was used with the baseline method, the unigram 

and bigram features were used with Maximum Entropy classifer, and various seed distributed 

techniques with Label Propagation. 

Kumar and Sebastian (2012) presented a new approach to sentiment analysing Twitter 

data, by extracting opinion words focusing on only adjectives, verbs and adverbs. The 

approaches chosen were the corpus-based method and the dictionary-based method to fnd 

the semantic orientation of adjectives, verbs and adverbs. After fnding the opinion words, 

scoring modules were applied for the adjective group and the verb group. Finally, a linear 

equation was used to calculate the tweets’ sentiment score. The limitation in this paper that 

the author only considers the adjectives, verbs, and adverb only. However, some nouns and 

other type of words might have sentiment meaning, i.e., the words "quality", "badness", etc. 

Also, most of the Twitter users used to not write some words in the tweet in a correct spelling 

e.g. the word "wuz" which means was, "besty" which means "best", etc. Thus, classifying 

and recognising these words correctly for sentiment analysis purpose is hard. 

Agarwal et al. (2015) used three different datasets: restaurant reviews, software reviews 

and movie reviews. The datasets were divided into 90% for training and 10% for testing. 

There were fve methods that were used in the experiments: baseline, domain-specifc 

ontology, the importance of the feature, contextual information and a combined method of 

context information and the importance of the feature. The best method was the combined 

method and the accuracies were 80.1% for the software dataset, 78.9% for the movie dataset 

and 79.4% for the restaurant dataset. The strength in this paper is identifying the entities and 
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the aspects in the tweets using ontology. Both ConceptNet and WordNet are used in order to 

build and expand the features for the sentiment classifcation. However, the experiments in 

this paper only rely on the values of the words in the lexicons and the ontologies’ relation 

between these words. Therefore, the values of the words in the lexicons can impact the 

sentiment score. 

Zhang et al. (2011) proposed a method using a SVM to classify four different datasets: 

Obama, Harry Potter, Tangled, iPad and Packers. The average accuracy of the method for the 

four datasets was 85.4% and the average F-measure = 74.9%, precision = 68.7% and recall = 

82.7%. The author of this paper only used unigram binary feature values with attention to 

negations. However, other feature extraction techniques should be considered to show the 

strength of their model. 

Jianqiang and Xiaolin (2017) studied the effect of pre-processing the text on the sentiment 

classifcation performance. Six methods of pre-processing the text were applied: removing 

URLs, removing numbers, removing stop words, normalising repeated letters, normalising 

acronyms to their original, and normalising negative mentions. These methods were applied 

on fve datasets and they evaluated using four classifers. The study indicated that removing 

numbers, stop words, and URLs reduce the noise in the datasets. However, normalising 

negative words and acronyms improve the classifcation performance. The author of the paper 

applied the sentiment classifcations using three classes only, which are "positive", "neutral", 

and "negative". In the normalisation phase, the author did not normalise the repeated letters 

to the original forms i.e. the word "goooooood" is normalised to "goood". This approach 

is good to discriminate between the class "positive" and "very positive". Thus, the word 

"goood" has emphatic meaning and it can be classifed as "very positive" whereas, the word 

"good" can be classifed "positive" but there is no "very positive" class in this study. 
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2.4.2 Health Sentiment Analysis 

Yadav et al. (2018) collected a dataset that contains opinions about health conditions from the 

"patient.info" website. Some particular health domains have been considered in this study 

such as allergy, asthma, anxiety, and depression. There were two classifcation strategies 

that were followed in the study which are medical condition and medication. Each one 

has different labels: for medical condition these are exist, recover, and deteriorate and for 

medication strategy these are effective, ineffective, and serious adverse effects. The study 

showed a signifcant sentiment classifcation performance for the Convolutional Neural 

Network model comparing with SVM, Random Forest, and Multi-layer perceptron. 

Saif et al. (2012) classifed users’ opinions on Twitter using semantic features. The 

experiments used three available Twitter datasets: the Stanford Twitter Sentiment Corpus 

(STS), the Health Care Reform (HCR) and the Obama-McCain Debate (OMD). Replacement, 

augmentation and interpolation were the three methods used to incorporate semantic features 

for sentiment classifcation purposes. The best result in the experiments came from using 

the interpolation approach, unigrams as features and Naïve Bayes as a classifer. The report 

results showed that large datasets are best analysed by semantic methods, while sentiment-

topic is the best method for small datasets or limited topics. The author evaluated three 

semantic concept extraction tools that are AlchemyAPI, OpenCalais, and Zemanta and 

AlchemyAPI had the best evaluation result. It will be better, if the author combined them 

together because the paper stated that using other tools have good results. 

Sadilek et al. (2012) observed the illnesses of Twitter users who described their conditions 

by some words related to sickness and health. Data collection, using the Twitter Application 

Program Interface (API) and the Python programming language, was confned to New York 

City over a month-long period beginning on 18 May 2010. The SVM algorithm was used to 

classify the data into two classes of tweets (sick and other). The algorithm was trained using 

a dataset of 5,128 tweets, after which the classifers were used to differentiate a set of 1.6 
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million tweets into either the sick class or the other class. There were three features: unigram, 

bigram and trigram. Some positive and negative feature weights were also applied to some 

words, with the weights differing according to the value of a word. This paper presented a 

prediction technique for illnesses transmission from Twitter data in one geographic location. 

It will be benefcial to link these data with the data from hospitals and clinics to reduce the 

spread of some disease using social data. 

Aramaki et al. (2011) detected fu in Japan by building a data of fu corpus from Twitter. 

The data was collected in four seasons (winter 2008, summer 2009, winter 2009 and summer 

2010). The data was divided into positive and negative based on two conditions: the tweet’s 

writer or a relative had the fu and the time of the tweet should not exceed the event by 

more than 24 hours. Several machine learning methods were applied to the corpus, such as 

Decision Tree, Logistic Regression, Naïve Bayes, SVM, etc. The best results for F-measure 

was SVM. The approach of this paper is helpful to detect the fu by observing the social media 

to identify the approximate number of patients. Thus, it helps to provide good treatments and 

prepare earlier based on the seasons of the fu. On the other hand, the author should have 

eliminated the tweets that contain news about the fu to improve the performance of detecting 

the fu, or removed the tweets that have the same news. 

2.4.3 Arabic Sentiment Analysis 

Ahmed et al. (2013) mentioned several challenges in undertaking subjectivity and sentiment 

analysis on Arabic text and offered several solutions. The datasets were collected from 

the Twitter stream API. Four Arabic keywords on politics, sport, technology and religion 

were considered and the size of the datasets based on the keywords are: 604, 668, 935, 

and 654 respectively. There were three classes that are positive, negative, and neutral for 

all datasets. A 10-fold cross validation was used for testing the model. The author of the 

paper measured the effect of using n-gram features, text pre-processing and normalisation 
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on the classifcation. Five algorithms used in the experiments were SVM, Naïve Bayes, J48 

Decision Tree, Bayesian network and Maximum Entropy. All datasets had the same best 

results by employing unigram features with normalisation the test dataset. In this paper, the 

multiple forms of an Arabic word have been treated using a lexicon but the size of the lexicon 

will be very large to cover most of the words in Arabic. Also, there are two issues: replacing 

many words and the number of the negative tweets in the sport dataset is very low comparing 

to the other classes. 

Refaee and Rieser (2014) collected an Arabic twitter corpus dataset containing 8,868 

tweets. There were fve classes that are positive, negative, neutral, polar, and mixed. The 

dataset contains six different topics about products, sports, internet, social issues, presidents, 

and organizations. The dataset splits into training and test sets. The training set had 7,503 

tweets, whereas the test set had 1,365 tweets. There are only two annotators who labelled 

the dataset. However, the author should have employed more than two annotators because 

there are fve classes in dataset. The classes are "polar", "positive", "negative", "neutral", and 

"mixed". Hence, the majority voting can be measured to achieve better classifcation. 

Ibrahim et al. (2015) created a corpus with different types of data (49% tweets, 16% 

comments on hotels, 18% comments on television programmes and 17% product reviews). 

The negative dataset had 971 documents and the positive dataset had 1029 documents. The 

experiments were divided into two parts: in the frst part, 80% of the data was used for 

training, 10% for validation and the remaining 10% for testing. SVM methods were applied 

on the dataset four times and the results in general improved from the frst through to the 

fourth iterations. The fnal results were: total accuracy = 95.12%, total precision = 93.15%, 

total recall 98.55% and total F-measure = 95.77%. This paper considered old saying or idioms 

which might not contains adjectives or clear sentiment. However, the way of performing that 

is by translating the phrases using the sentiment meaning instead of the original meaning of 

the phrase. 
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Dahou et al. (2016) proposed a web-crawled corpus to build several word representation 

models for Arabic using the Word2Vec technique. The pre-trained Arabic models were 

used with Convolutional Neural Network (CNN) for sentiment classifcation. The sentiment 

classifcation results of this models were evaluated using several available Arabic datasets 

and they were compared with other models. The quality of the data in the pre-trained 

models increases the classifcation performance. Also, the performance of high dimension 

vectors was shown to be more effective on a large corpus. The proposed approach is 

interesting because it combined the word embedding technique to produce vectors along 

with Convolutional Neural Networks (CNN). 

Hamouda and Akaichi (2013) analysed 260 Facebook posts about the Tunisian Revolution 

from 01/01/2011 until 01/06/2011. The data was only taken from Tunisian users. Three 

lexicons were built (acronyms, emotions and interjections) and selected features extraction 

was used: bag of words, n-grams and parts of speech tagging. SVM and Naïve Bayes 

methods were used to classify the data, with the accuracy are between 71.33% and 75.35%. 

The size of the dataset is small and it would be better to apply sentiment classifcation to 

other large datasets. 

Salamah and Elkhlif (2014) created a corpus from Twitter that contains of 340,000 tweets 

about political topic in Kuwait for two years. There were four main steps for this work: 

building the dataset from Twitter, pre-processing the tweets, extracting opinion words based 

on Kuwaiti dialect, classifying the dataset. There were only two classes that are positive 

and negative and the classifers were decision tree and SVM only. The average results of 

the classifcation using precision and recall were 76% and 61% respectively. The author 

employed three native speakers to annotate 340,000 tweets manually, which is a very large 

number. It may be better to use some machine learning to predict unlabelled tweets and to 

measure the effciency of these techniques. 
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Abdul-Mageed and Diab (2012) proposed a subjectivity and sentiment analysis corpus 

for Modern Standard Arabic (MSA), which is called AWATIF. It was collected from three 

different sources. First, Penn Arabic Treebank, which is an available collection of news 

documents in various topic, i.e., economic, sports, etc. Second, Wikipedia Talk Pages, 

which was extracted from Wikipedia editors talk pages. Third, Web Forums, which contains 

conversations from different seven sites. This paper used two interesting ways of annotating 

the corpus. The frst is a basic way by training the annotators that there are three classes 

(positive, negative, and neutral). The second is labelling the sentences using annotators that 

are experts in the linguistic feld. This paper presented the importance of labelling the corpus 

and how that can affect the sentiment classifcation. The variety of topics and different 

sources that the corpus was collected from might affect the sentiment classifcation without 

using a lexicon. 

Nabil et al. (2015) introduced an Arabic Sentiment Tweets Dataset ASTD and applied 

different machine learning classifer to do the sentiment classifcation. The author of this 

paper collected over 84,000 tweets using two methods that are: collecting the most recent 

tweets from the most active 30 Egyptian accounts, and collecting tweets from Twitter trending 

hashtag in Egypt. About 36,000 tweets were gathered using the frst technique and over 

48,000 tweets were obtained using the second approach. Around 10,000 tweets were labelled 

manually using the Amazon Mechanical Turk service through Boto API. The dataset has four 

classes that are subjective positive, subjective negative, subjective mixed, and objective. The 

sentiment classifcation applied on the dataset using different n-gram tokens and different ML 

classifer e.g. Naïve Bayes, SVM, Logistic Regression, etc. The best classifcation results 

were using Multinomial Naïve Bayes for balanced dataset and SVM for unbalanced dataset. 

The author translated the Arabic tweets to English in order to annotate the tweets manually 

using Amazon Mechanical Turk service. Thus, there was an issue in translating the tweets 
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from the Egyptian dialects to English because this could affect the accuracy of the translation 

process. 

Abdulla et al. (2013) created an Arabic Twitter dataset for sentiment analysis on multiple 

topics, such as politics, economic, etc. The dataset contains 2000 positive and negative 

tweets that divided into 50% for each class. These tweets contain opinions written in MSA 

and the Jordanian dialect. Supervised and unsupervised sentiment analysis approaches were 

used in this paper. In the supervised experiment, four machine learning classifers were used: 

SVM, NB, Decision-Tree, and KNN. Using Arabic light stemmer with SVM and NB leads 

better results compared with root stemmer and original forms of words. In the unsupervised 

technique, the author used three different sizes of lexicons with the classifcation and the 

large lexicon indicates a high accuracy in the classifcation performance. Microsoft Word was 

used to correct the spelling mistakes by choosing the frst option presented. Note that, this 

may not be the correct option as there are words that were written in the Jordanian dialects. 

The author dealt with repeated letters when it occurs more than fve times only; it is better to 

reduce the number to three. 

Aly and Atiya (2013) built LABR, the Large Scale Arabic Book Reviews dataset for 

sentiment classifcation and it was collected from goodreads.com website. The reviewers in 

the website can rate the book from one to fve stars and to write their reviews. Over 220,000 

reviews were collected from the top 2143 Arabic books in the website. The reviews were 

fltered and the fnal number of reviews in the dataset was about 63,000. There were two 

strategies for labelling the reviews. The frst is rating classifcation based on the number of 

the stars for each review. The second is sentiment polarity classifcation which converts the 

number of stars into positive, neutral, and negative. The positive class involves four and 

fve stars reviews, the neutral represents three stars only, while the negative indicates one or 

two stars rating. The paper presented different experiments using balanced and unbalanced 

dataset. The weighted feature techniques were using TF-IDF or binary with different n-grams. 

http:goodreads.com
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The classifers that were used are Multinomial Naive Bayes (MNB), Bernoulli Naive Bayes 

(BNB), and Support Vector Machines (SVM). In the sentiment polarity classifcation and 

the rating classifcation, the best classifcation technique were MNB using TF-IDF with 

1-gram + 2-gram + 3-gram for balanced dataset and SVM for unbalanced dataset. It can be 

recommended that the author should collect the reviews from the top, middle, and bottom 

books in the list of the best Arabic books. Hence, the variations between the classes will be 

less than the presented dataset. 

Al Sallab et al. (2015) applied four different deep learning techniques for Arabic sentiment 

analysis. The models are: Deep Neural Networks (DNN), Deep Belief Networks (DBN), 

Deep Auto Encoders (DAE), and Recursive Auto Encoder (RAE). The inputs for DNN, DBN, 

and DAE are bag of words based on the score of Arabic sentiment lexicon, while the inputs 

for RAE are word embedding vectors. The study confrmed that the RAE model has the 

highest sentiment classifcation performance compared to other models. The issue in this 

paper is that the inputs are different and the comparison is unfair. As a result, the reason 

of improving the sentiment classifcation is not clear since it does show whether the role of 

using word embedding technique as input or the RAE model itself. The author should have 

applied the word embedding to all other models and justify the results. 

2.5 Summary 

This chapter defnes the term of social networks in general and Twitter in particular. Then, 

it describes various techniques to analyse the social networks, i.e., Density, Clustering, etc. 

Also, it introduces and reviews the sentiment analysis and it provides Arabic sentiment 

analysis challenges. Finally, it describes related works to sentiment analysis in general, 

about health sentiment, and Arabic sentiment analysis. In the next chapter, a methodology is 

presented in detail. 

http:dataset.It
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3.1 Overview 

Twitter is an accessible microblogging platform for public users, where the users can write 

their tweets about any topic in a limited number of characters. Lee et al. (2011) classifed 

Twitter trending hashtags into 18 different topics such as, politics, business, sports, food 

& drink, health, etc. Here are some examples of tweets related to health: "@itsmacotaco: 

stomach fu is the worst", "@thorpeal: i [sic] hate cancer so much" and "@raeanne_genth: 

Winter is bad for my health i [sic] need warmth". 

Twitter’s millions of users can provide real-time information about their health. Therefore, 

investigating this information is easier, cheaper and potentially more powerful than collecting 

information from clinical resources. It is a valuable resource for research. For example, 

Lampos and Cristianini (2010) presented a method for tracking the spread of the fu epidemic 

in the UK using Twitter and compared the data with data from the Health Protection Agency. 

Ritterman et al. (2009) predicted the potential occurrence of a swine fu pandemic using 

context features from tweets. Aramaki et al. (2011) proposed a novel method for discovering 

infuenza epidemics from Twitter by using Natural Language Processing (NLP). 

Figure 3.1 shows the main four stages in this research, which are collecting the tweets 

from Twitter, fltering and pre-processing the dataset, annotating the dataset, and applying 

different feature selection and machine learning algorithms for classifcation. The pro-

posed dataset has only two classes that are positive and negative. Therefore, the sentiment 

classifcation experiments in this thesis are binary classifcations. 

Firstly, this chapter briefy explains all the possibilities for retrieving tweets from Twitter. 

Then, the dataset fltering and pre-processing steps will be briefy explained. Also, several 

terms regarding the feature selections and data pre-processing in a sentiment analysis will be 

clarifed briefy. Lastly, the dataset labelling and measuring the machine learning performance 

will be outlined. 
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Fig. 3.1 The workfow of this project and the four main steps 
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3.2 Data Collection 

There are two different ways of retrieving the Twitter data: Crawler and Twitter API. In this 

study the tweets will be collected using Twitter API, which can be accessed from Twitter 

developers. The reasons for using Twitter APIs are the ease of use, the availability, and the 

quality of the results. APIs in Twitter are of three types: 

• REST APIs 

Representational State Transfer-Application Programming Interface (REST APIs) 

enable the ability to read data from Twitter or to write data in Twitter by using 

programming codes. These APIs allow the user to perform only a single task such 

as writing a new tweet, reading a user’s profle or discovering the data of a user’s 

followers. 

• Streaming APIs 

Streaming APIs allow the user to retrieve continuous data from Twitter. Streaming data 

can be tailored to a search term or a specifc user. There are three types of streaming 

APIs: public streams, user streams, and site streams. 

• Ads APIs 

There are two different types of Twitter accounts: advertising accounts and user 

accounts. The Ads API is an approach to connect to an advertising account by 

programming. The beneft is that it allows marketers to promote their advertising 

tweets to Twitter users, with appropriate levels of targeting. 

Twitter APIs have functions such as GET, POST and DELETE and several objects like 

users, tweets and places. In order to use Twitter APIs, a user must register an application 

to obtain these four information: consumer key, consumer secret, access token and access 

secret, which are the parameters of OAuth functions. In this research, Twitter Streaming 

http:places.In
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APIs will be used. Twitter only allows the retrieval of tweets that have been written within 

the past seven days. However, after collecting the Arabic Health Services dataset, the Twitter 

Premuim API has been introduced to retrieve historical tweets from Twitter without any 

time limtits. The Python 3.4 programming language and the tweepy package version 3.1.0 

can connect to Twitter APIs to retrieve the tweets. In order to collect tweets on a particular 

topic, it is necessary to specify all words relevant to the topic to collect all tweets that contain 

those words. As the focus of this study is health services, the key terms will include "health", 

"hospital", "clinic", "disease", "medicine", and other such terms. Moreover, to retrieve only 

Arabic tweets requires encoding words to UTF-8 characters and the UTF-8 unicode codes 

were taken from Wood (2015). Table 3.1 shows the words in English, Arabic and the UTF-8 

encoding. 

Table 3.1 Examples of words related to health in English, Arabic and the UTF-8 encoding 

English Word Arabic Word UTF-8 Encoding 

Health 

Hospital 

Clinic 

�
ém�� / ém�� 

ù® � ���Ó
� 

­�ñ
�
J�Ó 

u’\u0635\u062d\u0629’ / u’\u0635\u062d\u0629’ 

u’\u0645\u0633\u062a\u0634\u0641\u0649’ 

u’\u0645\u0633\u062a\u0648\u0635\u0641’ 

Disease �QÓ u’\u0645 \u0631\u0636’ 

Medicine hC«. u’\u0639 \u0644\u0627\u062b’ 

Not all the collected tweets had opinions. Most of them were news tweets which are 

not relevant to this study. Subsequently, in order to avoid the complexity of converting the 

Arabic characters to UTF-8 encoding, the R Programming language and "twitteR" package 

has been used because of its support in using Arabic characters (Gentry, 2016). The way of 

collecting tweets with opinions in health was by observing the trending hashtags related to 

health; all the details will be explained in Chapter 4 (Collecting and Annotating a Health 

Sentiment Dataset in Arabic). 

http:tweets.In
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3.3 Data Filtering 

After retrieving the tweets from Twitter to build the dataset, the tweets need to be pre-

processed by ridding the content of undesirable words, for example, username, unrelated 

hashtags, URLs, photos and non-Arabic words. Following previous examples, words are 

replaced with special tags. For instance, all different usernames which appear after the 

symbol @ are replaced by the word "username", and all the words that follow the symbol # 

are replaced by the word "hashtag". The URL links are similarly identifed by fnding the 

tag "http:" and the URLs are changed to the word "URL". In addition to pre-processing, the 

text might need to be amended for spelling mistakes or repeated letters or words and the text 

might require fltering by removing unrelated tweets and conducting normalisation. 

The fltering or pre-processing phase is essential in order to improve the classifcation. 

Also, reducing the forms to a single word is helpful, because if there is any misspelling in a 

word the classifer will treat it as a different word. Therefore, several common pre-processing 

steps will be detailed in the following sub sections. 

3.3.1 Stop Words 

Stop words are words that do not have any impact on the sentimental meaning of the sentence. 

Examples of English language stop words include prepositions (on, in, at, about, etc.), forms 

of the verb to be (am, is, are, was, etc.), auxiliary verbs, pronouns, etc. Furthermore, the Ara-

bic language has different stop words such as (, úæË
�

@ , øYË@ , Èñk , úÍ
@ , úÎ« , ú¯ , áÓ 
tÌ'@ , ú

�
GCË@ , áKYË@ ). These types of words can occur in any the sentence and they increase 

the size of the vocabulary in the dataset, and thus create more computational diffculties, but 

they do not affect the sentiment. 
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3.3.2 Repeated Letters or Repeated Words 

The maximum number of characters in a tweet is 140 including spaces, so users face a 

limited text length in writing a tweet. Despite this fact, users may well repeat some letters 

or words. In particular, some users emphasise their opinions by repeating letters or words. 

For instance, the word "P@@ @ @ A
�
JÜØ" means "excellent" and one letter is repeated four times (alif 

" @"). The extra four letters should be eliminated to obtain the original word "PA
�
JÜØ". However, 

some words like "ÉÊÓ" ("Malal"), which means "boring", has the same two letters and at 

the end of the word and they can be replicated as "ÉÊÊÊÊÊÓ"; in this case there are four extra 

letters and there are in total six of the same letter. In the frst case, the word can be corrected 

automatically, whereas the second example needs extra care to be edited automatically. Other 

users might duplicate words, and they might use some sentiment words to emphasise or to 

indicate the depth of feeling of a repeated word, such as " ÉJÔg ÉJÔg ÉJÔg", which is the 
. . . 

word "beautiful" repeated three times. Users might also iterate adverbs like "very" or "much", 
� � � 

which in Arabic is " @Yg. @Yg. @Yg. ". 

3.3.3 Normalisation 

Ahmed et al. (2013) defned normalisation as converting a word to its original character by 

deleting all non-letters, punctuation, diacritics, etc. Different normalisation techniques for 

the Arabic language will be detailed below: 

1. Delete punctuation from the text, such as “” , : ; . 

2. Delete short vowels (diacritics) from the Arabic text, which are the marks above and 
� � � � � � 

below the Arabic letter ( @) in these examples @ @ @ @ @ @ @ @ .
� � 

3. Delete special characters from the text, such as § ! ? > < $ %. 
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4. Delete any tatweel which extends the length between two linked Arabic letters. For 

example, the original form of the word “ ém��” with tatweel becomes " é�����j���" or 

" éj������" or " é��������m��". 


 � 
5. Change the "alif" letter from the three forms “ @”, “


@
” and “ @” to just one form “ @” . 

6. Change the "waw" letter forms “Zð” and “ð

” to “ð” . 


7. Change the "yea" letter forms “ø ”, “ ø” and “ Zø” to “ø” . 

�8. Change the "tea marbota" letter “ è ” to “ è ” . 

3.3.4 Words with Similar Meanings 

 

All the words in the group " tÌ'@ . . . ©KYK. , ÉJÔg , ÉëYÓ , ©K


@P" are similar in meaning ("beauti-

. 
ful, marvellous, gorgeous, etc."). These words are positive in meaning. However, if a rating 

system like a scale from one to fve is used, it is diffcult to give each word a value. The 

value of one in the scale means the worst or most negative sentiment, while the value of fve 

is the best or most positive opinion. Abdulla et al. (2013) state that building a lexicon that 

contains all the root words, both positive and negative, is helpful and was employed with an 

unsupervised machine learning approach. 

3.3.5 Arabic Homonyms Words 

Homonyms mean words that have similar or the same spellings but the meaning is different, 
�and there are many examples of such words in Arabic. For example, the word “ Y®« ”, 

which in Buckwalter transliteration is "Eqd" (Smrž, 2016). It consists of the three Arabic 

letters "Ain", "Qaf", and "Dal". It has many meanings and Table 3.2 shows the differences. 

Similarly, “ iJm�� ” means “true” or "correct", but can also mean integer in mathematics. In 

this project, many hospitals and clinics are named after personal names, geographic names or 

http:mathematics.In
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�other words that are widely shared. Moreover, the word “health” in Arabic is “ ém�� / ém��”, 

which can have a different meaning when it links with another word like “news”; in that 

case it means “incorrect or inaccurate news”. Table 3.3 shows the different meanings of the 

Arabic word ém
� ��. Where the frst example means health but the second example means 

incorrect news. 

Table 3.2 The multiple meanings of one Arabic word 

BuckwalterWord in Arabic Part of Speech The translation transliteration 
�� �

Y®« Noun Eaqod Agreement, Lease, or Contract 
�� �

Y®« Noun Eaqod Fastening, Tying, or Knitting 
�� �

Y®« Noun Eaqod Decade, or 10 years 
�� �

Y®« Verb Eaqad Held, or Make 
� ��
� 
�

Y®« Verb Eaqa~da Snarl, or Make Diffcult 
�� 

Y®«� Noun Eiqod Necklaces 

Table 3.3 An example of an Arabic word that has different meanings in two tweets 

The Tweet in Arabic Related or Not 

"@drfaisalalmalki: 

 �

úÎ« øñ
�
Jm�' ÈA®£B@ ém�� # úÎ« ��. J�Ë� @ �£A¢�. Q¢k 


 
úæ �ªË@PAêm.

Ì'AK. PA� ð éJ£Qå�Ë
� 

@ éJË AÒ
� �

Jk
@ ð YKAÓCKQ» @ �
èXAÓ Related to Health 

. 
�

AJÒîE
� _ ½

�
Jm�� # éJ«ñ

�
K# 

https://t.co/ckU5SQWtA8" 
"@msdmrrsk:

� �
IkA� éJ¯@Y�Ó áÓ ÉÊ®

��
K èYKQª

�
JË @ ú¯ AJÖÞ�P éÒÊ¿

� 
. 


� � Unrelated to Health 
Ðððñ¯AK @ðPYg A¯ Q�mÌ'@ ém�� ÐY« éËAg ú¯ H

� 
A�mÌ'@. . 


� �Q�. m
Ì'@ ém�� áÓ Y» A

�
JË @ ÉJ.¯ AJÖ

� 
Þ�P éK. A

�
J» áÓ 

https://t.co/ckU5SQWtA8
mailto:�@PA�m.�'AK
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3.3.6 Spelling Mistakes 

Each tweet should be checked manually for any misspellings due to fast typing or the users’ 

spelling weaknesses. Correcting spelling mistakes is helpful for the analysis of words that 

indicate positive or negative opinions. 

3.3.7 Stemming and Lemmatising 

Jivani (2011) states that both stemming and lemmatising have the aim of minimising a word’s 

forms into a short or root form. There is a slight difference between the two in their manner 

of shortening words. Stemming involves removing the suffxes or prefxes of the words in 

some cases, and cutting the last letters of the words in others. Stemming does not consider the 

part of speech or position of a word in a sentence. For instance, the stemming of ("stemmer, 

stemming and stemmed") is "stem"; ("argue, argued, arguer and arguing") is "argu" and 

("arguments") is "argument". Lemmatisation, however, means removing suffxes or grouping 

different forms of a word into the root. A word’s part of speech is important in lemmatisation. 

Examples of lemmatising are (walking, walk), (better, good) and (meeting, if it is a noun, 

will remain "meeting" and if it is a verb, it will be "meet"). 

These techniques can be applied to the text in Arabic as well. The Arabic language 

morphologically and orthographically are rich. There are many forms of a single Arabic word 

that can be derived from its root. According to Al-Kabi et al. (2015) there are two approaches 

of stemming Arabic text that are light stemming and heavy or root-based stemming. The 

light stemming is to eliminate the affxes only from the word. The heavy stemming is to 

convert a word to its root. Al-Nashashibi et al. (2010) suggested the use of rule-based 

light stemmer and a pattern-based infx remover to deal with geminated words, hamzated, 

and eliminated-long-vowel in Arabic. Al-Shammari and Lin (2008) proposed an Arabic 

light lemmatisation method to remove the prefxes, suffxes, and vowels characters from 

Arabic words. El-Shishtawy and El-Ghannam (2012) introduced a root-based lemmatisation 
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technique for Arabic and it generates the POS tagging of the word to produce the word 

lemmatisation. For example, the word " ÑîEðQ¢
�
JJ��" has more than one prefx and suffx and 

it means "they will wait them". Table 3.4 illustrates the Arabic word with all types of affx. 

Table 3.4 An example of an Arabic word with prefx and suffex 

Prefx SuffxCore Antefx Prefx Suffx Postfx 

�� �K Q¢
�
JK �Kñ  Ñê  

A letter 
means 
“will” 

A letter 
indicates the 
present tense 

and the person 
of conjugation 

It is not canonical 
form of Arabic word 
whereas the canonical 

form is Q¢
�
JK@ which 

means “waited” or 
“to wait” 

Termination 
of 

conjugation 
for 

plural 

A pronoun 
meaning 
“them” 

The light stemming of the word is "àðQ¢
�
J�K" and the root-based stemming is the core 

word "Q¢
�
JK" which is meaningless in Arabic. On the other hand, the light lemmatization is 

similar to the light stemming form " àðQ¢
�
J�K" but the root-based lemmatisation is different 

than the root-based stemming which is "Q¢
�
JK@". 

3.4 Text Features 

There are several feature selection methods used for NLP. The features in text classifcation 

can be a sentence, a word, a character, or vectors based on these. The tokenisation technique 

can split the text into sentences, words and characters, and there are different techniques 

to select the features. Some of these feature selection approaches are summarised in the 

following subsections. 
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3.4.1 N-grams 

Song and Croft (1999) defne the n-gram technique, which measures the probabilities of a 

word’s occurrence in a sentence, as used in the information retrieval feld. It is similar in the 

text classifcation feld, and it groups a number of words next to each other in a sentence. It 

has several sub-types: 

• Unigram (1-gram) 

This technique assumes that the occurrence of the word is independent and does not 

consider other words in the context. Also, this technique can consider a single character 

only at the character level. Taking this sentence as an example "I study at Coventry 

University"; the 1-gram for word level is (’I’, ’study’, ’at’, ’Coventry’, ’University’). 

The 1-gram for character level is (’I’, ’ ’, ’s’, ’t’, ’u’, ’d’, ’y’, ’ ’, ’a’, ’t’, ’ ’, ’C’, ’o’, 

’v’, ’e’, ’n’, ’t’, ’r’, ’y’, ’ ’, ’U’, ’n’, ’i’, ’v’, ’e’, ’r’, ’s’, ’i’, ’t’, ’y’) 

• Bigram (2-grams) 

This technique considers the sequence of two words together as one feature. The 

word level 2-gram example based on the previous sentence is (’I study’, ’study at’, ’at 

Coventry’, ’Coventry University’). Also, the example of 2-gram based on character 

level is (’I ’, ’ s’, ’st’, ’tu’, ’ud’, ’dy’, ’y ’, ’ a’, ’at’, ’t ’, ’ C’, ’Co’, ’ov’, ’ve’, ’en’, ’nt’, 

’tr’, ’ry’, ’y ’, ’ U’, ’Un’, ’ni’, ’iv’, ’ve’, ’er’, ’rs’, ’si’, ’it’, ’ty’). 

• Trigram (3-grams) 

This technique is similar to the bigram model, but the trigram uses three words next 

to each other as a single feature. The examples of 3-grams using the same sentence 

are for word level (’I study at’, ’study at Coventry’, ’at Coventry University’) and for 

character level (’I s’, ’ st’, ’stu’, ’tud’, ’udy’, ’dy ’, ’y a’, ’ at’, ’at ’, ’t C’, ’ Co’, ’Cov’, 

’ove’, ’ven’, ’ent’, ’ntr’, ’try’, ’ry ’, ’y U’, ’ Un’, ’Uni’, ’niv’, ’ive’, ’ver’, ’ers’, ’rsi’, 

’sit’, ’ity’). 
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4-grams, 5-grams, etc. can also be used for this study. They use the same techniques of 

grouping the words or characters together as explained previously, but the differences are in 

the number of words or characters. 

3.4.2 Word Embedding 

Yu et al. (2017) defned the term word embedding as a technique to measure the semantic 

and syntactic meaning of a word by leveraging information from a large text. This method 

has been widely used for NLP tasks. Also, it is known as word representation, because all 

the words in the large corpora are represented in different dimensions as vectors. There are 

some prominent examples of word embedding, like Word2Vec introduced in Mikolov et al. 

(2013), GloVe presented in Pennington et al. (2014a), and fastText Bojanowski et al. (2017). 

There will be more details on word embedding provided in Chapter 5 (Word Embedding 

Models for the Arabic Language). 

3.4.3 Part of Speech Tagging (POS tagging) 

Owoputi et al. (2013) defned POS tagging as a model that arranges and tags chains of words 

based on the structure of the sentences. It categorises a word by its class such as noun, verb, 

adjective, adverb, conjunction, pronoun, etc. There are many different types of softwares 

that are able to perform the POS tagging automatically for English. However, there are few 

tools to do the POS tagging for Arabic text. We found in our experiments that the Stanford 

CoreNLP – Natural language software (Manning et al., 2014) is the most accurate one. 

3.4.4 Bag of Words 

Lebanon et al. (2007) state that the bag of words model generates random words to represent 

them as features for the machine learning classifers. It is a simple approach and it does not 

consider any specifc type of word, all the words are treated the same. This technique has 
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shown great results in NLP tasks and information retrieval, such as in Argamon et al. (2007), 

Yang et al. (2007), etc. 

3.4.5 TF and TF-IDF 

TF is an abbreviation of Term Frequency. Manning et al. (2008) defne TF as a numeric score 

measurement based on the frequency of a specifc word in a document. TF is denoted by 

t fw,d and is measured as in Equation (3.1). 

Twt fw,d = (3.1)
Td 

where Tw is the total occurrence of a word w in a document d and Td is the total number of 

words in the document d. In this technique, some stop words and propositions will have a 

large value because these words commonly occur more than other words. In contrast, TF-

IDF represents Term Frequency Inverse Document Frequency, which is a score of frequent 

occurrences of a word w in a document d affected negatively by the numeric score of the 

word in all the documents. The Inverse Document Frequency (idf ) of a word w is calculated 

using Equation (3.2). 

N
id fw = log (3.2)

d fw 

where N is the total number of documents in a corpus and d fw is the total number of 

documents in a corpus that contain the word w. Therefore, the formula of TF-IDF is 

represented by Equation (3.3). 

t f − id fw,d = t fw,d× id fw (3.3) 

For example, let us assume the occurrence of the word w in the document d is 2 and the 

total number of words in the document d is 20. The collection of documents contains 1000 
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2
documents and only 10 documents that have the word w. Therefore, the TF = = 0.1, IDF 

20 
1000 

= log = 2, and the TF-IDF = 0.1 × 2 = 0.2.
10 

3.4.6 Stanford Tokenizer 

Stanford CoreNLP is a natural language processing tool that deals with several languages, 

e.g., Arabic, English, Chinese, French, etc. This tool provides many functionalities to deal 

with text i.e. Text Tokenization, Lemmas, Word Dependency, Part of Speech, etc. These 

functions are built in Java, but it can be used in other programming languages, such as Perl, 

PHP, C#, R, and Python. We will use Python to run these functions and in order to do that we 

will connect Python with the Stanford CoreNLP server using some packages e.g. py-corenlp, 

pynlp, etc. 

Text tokenization is one of the main pre-processing steps for many NLP tasks and 

sentiment analysis is one of them. A text tokenizer divides the text into a series of tokens, 

such as sentences, words, etc. The Stanford Tokenizer is capable to work well with text in 

several languages even with a language that does not require a space between two words. It 

works with English, French, and Spanish languages as word tokenizer which divides the text 

into words, while it works with Arabic and Chinese like a word segmentation. The Arabic 

tokenizer processes the Arabic text according to the segmentation techniques (Monroe et al., 

2014). For example, the following sentence which contains 11 words 



ÑêÓAêÖß. á�®£ñÖÏ @ É¿ ÐQ�

�ÊK AÒJJk AîEAKñ
� �

J�Ó É�¯@ ú¯ éJj�Ë
� 

@ AJ
�
KAÓYg àñº

�
J� 

will be tokenized using the Stanford Tokenizer as the next line: 



� �

Ñë ÐAêÓ H á�®£ñÖÏ @ É¿ ÐQ�
�ÊK AÒJJk Aë HAKñ

�
J�Ó É�¯@ ú¯ éJj�Ë

� 
@ AK HAÓYg àñº

�
K � . 

In the tokenized sentence, the number of tokens becomes 16 and there are seven words 

that have no changes. Whereas, there are four words that were affected by splitting the prefx, 

http:Python.We
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suffx, or both from them. The words àñº
�
J� becomes ( �� and àñº

�
K), AJ�KAÓYg becomes 

(HAÓYg and AK), AîEAK� 
ñ

�
J�Ó becomes ( � . ,ÐAêÓ and Ñë).� @ HAKñ

�
J�Ó and Aë), and ÑêÓAêÖß. becomes ( �K

3.5 Annotating the Corpus 

The dataset will contain many tweets that have opinions about health services. In order 

to classify the dataset using different machine learning algorithms, the dataset should be 

labelled frst. Therefore, there will be three human annotators to classify all the tweets and all 

of the annotators will judge each tweet based on their opinion. The annotators will classify 

each tweet as positive or negative only, in order to apply several supervised machine learning 

algorithms later. More details are given in Chapter 4 (Collecting and Annotating a Health 

Sentiment Dataset in Arabic). 

3.6 Machine Learning Algorithms 

Murphy (2012) defned machine learning as a set of algorithms that can automatically build 

a pattern from the dataset features. It then checks the association between them to predict 

future data, classify the data, help in making decision, etc. 

• Supervised Approach: 

This approach aims to discover the linkage between input attributes and a target class 

in the dataset. It trains classifers or algorithms with a training dataset, and then applies 

the trained classifers to another dataset, which is called the test set. For instance, 

Naïve Bayes (NB), Support Vector Machine (SVM), Maximum Entropy (MaxEnt), etc. 

(Maimon and Rokach, 2005) 

• Unsupervised Approach: 
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This approach aims to group the dataset into different categories based on similarities 

between the dataset elements. This approach clusters data without explicitly training 

or learning. Examples of this approach are hierarchical clustering, K-means, mixture 

models, etc. (Ghahramani, 2004). 

• Semi-supervised Approach: 

This approach is a combination of supervised and unsupervised learning approaches. 

The algorithms in this approach are applied on both labelled and unlabelled data. 

Labelled data is supervised information that has associations between inputs and a 

target. In contrast, unlabelled data has unknown classes or unsupervised information. 

Examples of this approach include generative models, Low-Density Separation, Graph-

Based Methods, etc. (Chapelle et al., 2010). 

There are many machine learning algorithms, the algorithms used in this study are 

described next. 

• Naïve Bayes (NB): 

NB is a generative method that uses Bayes’ theorem (McNamara et al., 2006) to 

measure the independence between pairs of features (Kirk, 2014). It is a probabilistic 

classifer. The class that has the highest probability is the most probable class. This is 

also known as Maximum A Posteriori (MAP) (Zhang et al., 2009). NB has different 

types of methods: Gaussian Naive Bayes, Multinomial Naive Bayes, and Bernoulli 

Naive Bayes. NB has been used in many sentiment analysis studies, such as Bifet and 

Frank (2010), Narayanan et al. (2013), and Gamallo and Garcia (2014). 

• Support Vector Machine (SVM): 

SVM was introduced in Boser et al. (1992) and it is a separating hyperplane in the space 

of features of the data. It is a powerful discriminative classifer for binary classifcation 
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and it is used for both classifcation or regression issues (Cristianini and Shawe-Taylor, 

2000). After training the classifer, the model’s goal is to build an optimal hyperplane to 

classify the test examples. The best decision boundary is the one that has the maximum 

distance (margin) from both classes. Support Vector Machine models have different 

kernels, which are linear, polynomial, radial basis function (RBF), and sigmoid. SVM 

has been widely used in sentiment analysis, such as Go et al. (2009), Pak and Paroubek 

(2010), Jiang et al. (2011), and Bermingham and Smeaton (2011). 

• Logistic Regression (LR): 

LR is a classifcation algorithm where the class or the target is categorical. It measures 

the probability of a given example where it belongs to any class. It uses the logistic 

function and the shape of it is like the curve of the letter "S". The curve is between the 

values 0 and 1 (James et al., 2013). 

• Stochastic Gradient Descent (SGD): 

Pedregosa et al. (2011) stated that SGD is an effcient algorithm for discriminative 

learning of linear classifers. It is an iterative algorithm that optimises the objective 

function. It approximates the gradient descent optimisation to a global or a local 

minimum (Bottou, 1998). 

• Ridge Classifer (RDG): 

RDG is a classifer that uses Ridge regression (Pedregosa et al., 2011). The Ridge 

regression is a technique for analysing a dataset that has multicollinearity (a high-

dimensional matrix). This classifer regulates the weights to reduce them to a very 

small value in order to avoid over-ftting (Owen, 2006). 
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• Convolutional Neural Networks (ConvNets / CNNs): 

CNNs consist of neurons and each neuron has input, weight, and bias. Also, the whole 

network has a single score function and a loss function e.g. Adam/Softmax on the last 

layer (fully-connected). However, the architecture CNNs are different to the regular 

Neural Networks. There are fve main layers to build the CNNs which are; Input, 

Convolutional, ReLU, Pooling, and Fully-Connected (Aghdam and Heravi, 2017). 

The input layer holds the dataset values. The convolutional layer calculates the output 

of each neuron that is linked to a small region (flter) in the input layer. Each flter 

reduces the size of the region. ReLU is an abbreviation of Rectifed Linear Units and it 

applies the element wise function to keep the volume’s size. The pooling layer applies 

a downsampling operation. It implements nonlinear functions such as the max which 

is the most common pooling operation. The fully-connected layer computes a single 

score in order to predict the corresponding class (Aghdam and Heravi, 2017). 

• Long Short-Term Memory Networks (LSTM Networks): 

A LSTM unit consists of a cell memory and three gates in the LSTMs: the input gate, 

the forget gate, and the output gate. The input gate is to write the input to the cell, the 

forget gate is to reset the old cell value, and the output gate is to read the output from 

the cell (Gers and Schmidhuber, 2001). The main idea of LSTM is to maintain its state 

over time (Greff et al., 2017). A network that consists LSTM units is called a LSTM 

network. It advances state-of-the-art techniques for sequential data problems, such as 

machine translation (Luong et al., 2015), speech recognition (Graves et al., 2013), and 

visual recognition (Donahue et al., 2015). 
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3.7 Measuring Classifer Performance 

The evaluation of the performance of each classifer using different feature selection methods 

will be undertaken with the standard measurements of precision, recall, accuracy and F-

measure (Manning et al., 2008) . These concepts will be clarifed by using the equations and 

confusion matrix in Table 3.5. True Positive (TP) is the collection of positive data examples 

that were correctly predicted as positive. False Positive (FP) is the collection of negative data 

examples that were incorrectly predicted as positive. False Negative (FN) is the collection of 

positive data examples that were incorrectly predicted as negative, and True Negative (TN) is 

the collection of negative data examples that were correctly predicted as negative. 

Table 3.5 The confusion matrix 

Actual Positive Class Actual Negative Class 

Predicted Positive Class True Positives (TP) False Positives (FP) 
Predicted Negative Class False Negatives (FN) True Negatives (TN) 

There are different standard measurements for evaluating the performance of a machine 

learning algorithm (Powers, 2011). They all use some or all the values in the confusion matrix 

in Table 3.5 to compute the performance of the classifer. The most common measurements 

are the following. 

• Precision : is the proportion of correctly predicted examples as positive (TP) to the 

total of all predicted positive examples. 

TP 
Precision = (3.4)

(TP+ FP) 

• Recall : is the proportion of correctly predicted examples as positive (TP) and the total 

of all of the acutal positive class. 
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TP 
Recall = (3.5)

(TP+ FN) 

• Accuracy : is the proportion of correctly predicted (TP and TN) in the total of all the 

values in the confusion matrix. 

(TP+ TN)
Accuracy = (3.6)

(TP+ FP+ FN + TN) 

• F-measure : this can also be called (F1 score) and it is the weighted average of 

Precision and Recall. 

(2× Precision× Recall)
F− measure = (3.7)

(Precision+ Recall) 

3.8 Summary 

This chapter presents the methodological workfow of this research, the methods of collecting 

Arabic tweets, and some challenges related to collecting the data from Twitter. Then, it 

describes the steps of pre-processing the Arabic text and the method of labelling the dataset. 

Also, it describes some Machine Learning Algorithms. Finally, it reports different mea-

surements of the sentiment classifcation performance. In the next chapter, data collections, 

fltering, and annotating process are presented in detail. 





Chapter 4 

Collecting and Annotating a Health 

Sentiment Dataset in Arabic 
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4.1 Data Collection Overview 

Twitter is an important social media platform, which contains valuable data written daily. 

This study focuses on tweets that express opinions about health services and are written in 

Arabic. This chapter will explain in detail all the tools and techniques used for collecting the 

sentiment dataset from Twitter. 

Four main tools were used for collecting, fltering, pre-processing and building the 

sentiment dataset: the programming languages R and Python and the software packages 

Microsoft Excel and LibreOffce Vanilla. R was used to retrieve Arabic tweets and to 

flter and pre-process the dataset. Python was used to do more fltering and pre-processing 

of the dataset. The retrieved data was exported and saved to CSV fles. The data was in 

Arabic and because of this there was a decoding issue opening the CSV fles using MS-Excel. 

LibreOffce Vanilla is an application similar to Microsoft Offce applications and is available 

for Mac OS. It can correctly read the Arabic data in the CSV fles and it has been used to 

correct the data formats as Arabic. This chapter details all the procedures that have been 

taken to collect, flter, pre-process and annotate the dataset. Also, the challenges found at 

each step will be explained. 

4.2 Data Collection Process 

The collected sentiment dataset is about health services in Saudi Arabia and is collected 

from Twitter (Alayba et al., 2017). It was frst published in Alayba et al. (2018a) and it is 

freely available online at Alayba et al. (2018b). The data was collected from 01/02/2016 to 

31/07/2016. The dataset contains 2026 Arabic tweets, of which 1398 expressed negative 

sentiments and 628 expressed positive sentiments. R was used to collect Arabic tweets by 

writing key search words in Arabic without encoding the Arabic character to UTF-8. 
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In this study, we aimed to collect tweets that contain opinions about health services to do 

binary sentiment classifcation. At the beginning of the data collection phase, we used general 

Arabic words related to health in general, i.e., "hospital", "health", "patient", etc. However, 

all the retrieved tweets did not have any opinions. In addition, we tried to specify the search 

by combining these words with some names of the cities in Saudi Arabia, such as "hospital 

+ Riyadh" but the results were the same as the previous approach. Then, we changed the 

keywords to "health services", "medical services", but there were no retrieved tweets because 

the Twitter APIs allow to retrieved tweets within seven days only. Alternatively, we modifed 

the keywords to include some names of the hospitals in Saudi Arabia, e.g., "King Fahad 

Medical City", "Maternity and Children’s Hospital", "Al Noor Hospital", etc. However, the 

retrieved tweets contained only news and non-opinions tweets. 

Furthermore, we tend to collect the Twitter data about health from one hashtag only. We 

launched a hashtag topic especially for this study, asking Twitter users to share their opinions 



�about health services (Opinions about Health) éJj�Ë
� 

@ _ HAÓYmÌ'AK. _ ½K@P#. However, the 

number of Twitter users, who got involved in this topic, was very low. The number of tweets, 

which were collected from this topic, was 3,033 tweets and after fltering them it became 

285 tweets. There were many retweeted and duplicated tweets in this topic and the number 

of deleted tweets was 2,748 tweets. As a result, the number of collected tweets was not 

appropriate to do the sentiment classifcation. 

Due to the lack of the number in the collected tweets from the previous hashtag, we 

needed to fnd another way to collect more tweets about health services in Arabic. The best 

alternative method is to observe the trending Twitter hashtags where many users involve and 

write tweets about these topics. We checked the trending hashtags in Saudi Arabia for the 

period between 01/02/2016 and 31/07/2016 in order to fnd topics about health. There were 

three hashtags that raised as trending hashtags in Saudi Arabian Twitter and they are: 

�• ù® �� ��Ó
� _ �Êª

�
K _ éj�Ë@#

� 

http:topics.We
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This topic is about closing a private hospital (Closing Hospital). 

• éj�Ë
� 

@ _ lÌ'AªK _ áÓ#. 

This hashtag is asking who will resolve the problems in the health services (Resolving 

Health). 

• éj�Ë
� 

@ _ á��m�'
�
_ Q¢

�
J�K# 

This topic means that people are waiting for improvements in health services (Improv-

ing Health). 

Table 4.1 summarises the hashtags that we collected the Arabic Health Services AHS dataset 

from Twitter and the given names for each one. 

Table 4.1 The hashtags of the Arabic Health Services (AHS) dataset 

The order The hashtags in Arabic The giving names 
�First topic ù® �� ��Ó

� _ �Êª
�
K _ éj�Ë@#

� Closing Hospital 

Second topic éj�Ë
� 

@ _ lÌ'AªK _ áÓ# Resolving Health . 



�Third topic éJj�Ë
� 

@ _ HAÓYmÌ'AK. _ ½K@P# Opinions about Health 

Fourth topic éj�Ë
� 

@ _ á��m�
�
' _ Q¢

�
J�K# Improving Health 

In order to retrieve tweets from Twitter using Twitter APIs, both a Twitter account 

and a Twitter developer application are needed. After creating the Twitter application, a 

consumer key, a consumer secret, an access token and an access secret will be generated. 

The generated information is used in R with a “twitteR” package (Gentry, 2016) to set up 

the API connection using the "oauth" function. Also, this package contains the function 

"searchTwitter" to retrieve all the tweets based on the specifed search strings (keyword). 

The keywords in this study were all the four hashtags that mentiond previously. Then, the 

type of retrieved data is compiled into a list and needs to be converted to a data frame using 

the "twListToDF" function to export the data to a fle. The three functions that have been 

used in the “twitteR” package are detailed below: 
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• setup_twitter_oauth has four parameters which are (consumer key, consumer 

secret, access token and access secret) and it confgures the authentication to Twitter 

servers. 

• searchTwitter is a function where the key search words or query can be supplied 

and it might be a concatenation of two key words or more using the "+" sign between 

words such as “First Word” + “Second Word”. It has many attributes such as "n" for 

the maximum number of retrieved tweets set to 15,000, and "lang" for the language of 

the key words. In this case, the four hashtag topics were used as a search key_word. 

• twListToDF is a transformational function from twitteR lists to data frames which 

allows the data to be stored as TXT or CSV fles. 

The retrieved data contains 17 columns, which are: No., text, favourited, favouriteCount, 

replyToSN, created, truncated, replyToSID, id, replyToUID, statusSource, screenName, 

retweetCount, isRetweet, retweeted, longitude, latitude, as detailed below. 

• No.: Numbers of retrieved tweets; 

• Text: The tweet’s text message; 

• Favourited: It is a Boolean column which contains true or false. It indicates if the 

tweet has been marked as favourite or not; 

• FavouriteCount: The number of times that the tweet has been marked as favourite ; 

• ReplyToSN: If the tweet was a reply to another tweet, then the name of the user who 

was replied to will be in this column; 

• Created: The date and the time of the tweet creation; 

• Truncated: It contains either true or false only and it will be true if the tweet has been 

quoted, otherwise it will be false; 

• replyToSID: It is similar to ReplyToSN, but it contains the id number of the users in 

this case; 

• id: It contains the unique number of the tweet; 

http:trueorfalse.It


66 Collecting and Annotating a Health Sentiment Dataset in Arabic 

• replyToUID: It contains the unique ids of the twitter user who received the tweeted 

reply; 

• statusSource: This column has the information of the tweet source, such as the device, 

the operation system, etc; 

• screenName: It contains the username of who wrote the tweet; 

• retweetCount: It shows the number of times that the tweet has been retweeted; 

• isRetweet: It is a Boolean column. False if the tweet has not been retweeted and true 

if it has been retweeted. 

All the columns were eliminated except the text column, which contains the tweet’s text 

in order to build the sentiment dataset from the text column only. There is a need to run 

the code at different times in order to gather all the tweets under the hashtags. Also, any 

tweets that were created over 7 days before the collection time would not be retrieved. Thus, 

the process of the collection of each individual topic needed to be run more than once. The 

reasons for that were either the number of retrieved tweets reached over 15000 (the maximum 

limit of a single run) or there were new tweets after the last run. After each retrieval of tweets 

for each topic, the data was stored in a CSV fle, and Table 4.2 illustrates the number of saved 

CSV fles for each topic. 

Table 4.2 Number of retrieved CSV fles 

Topic Number of CSV fles 

First topic (Closing Hospital) 
Second topic (Resolving Health) 

Third topic (Opinions about Health) 
Fourth topic (Improving Health) 

8 
2 
7 
2 

Only the frst topic (Closing Hospital) reached the maximum number of tweets which 

is 15,000 in 7 fles, whereas other topics did not achieve this number in a single fle. The 

second, third and fourth topics have more than one fle because of retrieving the data at 

different times. 
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Table 4.3 clarifes the number of tweets for each topic before and after fltering and 

pre-processing the data. 

Table 4.3 The changes in the number of tweets for each topic before and after fltering the 
dataset and the percentage change 

Topic 
Number of 

tweets before 
fltering 

Number of 
tweets after 

fltering 

Percentage 
change 

Closing Hospital 
Resolving Health 

Opinions about Health 
Improving Health 

105,275 tweets 
11,624 tweets 
3,033 tweets 
7,027 tweets 

1,009 tweets 
492 tweets 
285 tweets 
240 tweets 

-99.04% 
-95.77% 
-90.60% 
-96.58% 

TOTAL 126,959 tweets 2,026 tweets -98.40% 

As Table 4.3 shows, there is a huge drop in the number of tweets after fltering them. 

This is due to the following reasons: 

• The tweets of each topic were retrieved more than once at different times, thus many 

tweets overlapped in different fles. 

• Retweeted tweets are copies of the original tweets and they start with the two characters 

“RT”. 

• Many tweets were irrelevant to the health topics such as, spam tweets, advertisements, 

etc. 

• There were a lot of tweets that did not have any opinions like neutral tweets, health 

news tweets, etc. 

4.3 Automatic Data Filtering 

There are some steps that were followed to flter the tweets automatically. These steps will 

be explained in the next subsections. 
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4.3.1 Removing Retweeted Tweets 

As has been explained previously, the "RT" in the tweets indicates a retweeted tweet. Python 

has been used to remove all the retweeted tweets via the following four steps: 

1. Reading data from the CSV fle. 

2. Iterating through each line of data. 

3. If the line contains “RT”, then delete this line. 

4. Saving updated data to the CSV fle. 

Table 4.4 indicates the differences in the number of tweets for each topic before and after 

removing retweeted tweets. 

Table 4.4 The changes in the number of tweets for each topic before and after removing 
retweeted tweets in the dataset and the percentage change 

Number of Number of 

Topic tweets before 
removing 

“RT” tweets 

tweets after 
removing 

“RT” tweets 

Percentage 
change 

Closing Hospital 
Resolving Health 

Opinions about Health 
Improving Health 

105,275 tweets 
11,624 tweets 
3,033 tweets 
7,027 tweets 

15,736 tweets 
3,274 tweets 
769 tweets 

3,650 tweets 

-85.05% 
-71.83% 
-74.65% 
-48.06% 

TOTAL 126,959 tweets 23,429 tweets -81.55% 

4.3.2 Removing Overlapping Tweets 

There are many of the same tweets that were generated more than once because of collecting 

each topic more than once, so these duplicated tweets need to be removed. MS-Excel has a 

function called Removed Duplicates, which can delete any similar cells. Table 4.5 shows the 

differences in the tweet numbers before and after removing duplicated tweets. 
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Table 4.5 The changes in the number of tweets before and after removing duplicated tweets 
for each topic 

Topic 
Number of 

tweets before removing 
duplicate tweets 

Number of 
tweets After removing 

duplicate tweets 

Percentage 
change 

Closing Hospital 
Resolving Health 

Opinions about Health 
Improving Health 

15,736 tweets 
3,274 tweets 
769 tweets 

3,650 tweets 

4,717 tweets 
1,930 tweets 
333 tweets 

1,831 tweets 

-70.02% 
-41.05% 
-56.70% 
-49.84% 

TOTAL 23,429 tweets 8,811 tweets -62.39% 

4.3.3 Filtering the Tweets’ Text 

Feinerer et al. (2015) introduced the Text Mining Package “tm”, which is a natural language 

processing package for R. It has been used to eliminate some words in Arabic Health Services 

(AHS) dataset such as: 

1. Twitter usernames which start with the "@" character and remove any characters 

following this special character until the next space such as "@user_name". 

2. URLs were eliminated, which started with "http://" until the next space, which 

indicates the end of the URL. 

3. Some special words that appear in many tweets, such as “available”, “via”, and some 

punctuation. 

4.3.4 Normalising some Arabic Characters 

There are letters in the Arabic language that can have different forms. The Alef letter is a 
� 
 

such letter, but it has four different shapes “ @ , @ , 
@ , @ ”, or the Tea Marbota letter “ è , è
�

”and many tweets have words containing these letters. We normalised all the Alef letter forms 

to the form “ @ ”, and the Tea Marbota forms to the form “ è ”. There are many tweets in the 

AHS dataset that contain these letters. 

http:letters.We
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4.3.5 Removing Short Vowels (Diacritics) 

There are several diacritics in the Arabic language, which can change the meanings of some 

words even if they consist of the same letters. However, in the corpus, some words have 

diacritics and they have only one meaning, so the diacritics have been deleted. There are a 

lot of tweets in the AHS dataset that contain the diacritics. In the following example, the 

words with diacritics have been underlined. 


 
 � � � � �� � �
Z @XP @ úÍ@ Zñ�@ áÓ B@ AJ®�� Bð ÑêÊë@ HñÊ

� � ®Kð ¯ HQê á�ËA« h
�
@ðP@ I«A�!! � øX � AJ

�
K áÖ

�
Ï è

��
AJk B. 

øP@X@ XA�¯ á« èPAJ.« ÉKAg 

4.3.6 Removing Tatweel 

Tatweel is this character “� ” which is commonly used in the Arabic font art. It can be added 

between two linked letters so that it does not change the meaning of the word. In contrast, 

if it exists in a word, the word without Tatweel will be tokenized differently from the word 

with it. For example, the word “ ém��” without the Tatweel character, and “ é�������m��” with 

the Tatweel character indicate the same meaning denoting health in Arabic. There are some 

tweets in the AHS dataset that contain the Tatweel. In the following example, the words with 

Tatweel have been highlighted and underlined. 

� � � �
á�m�'

� é�®Ê«@ áÓ ñë éªJK. QË @ �J¯ñ
�
K QKPñË@ á£@ñÖÏ @ ÉK. é

�
J®Ê«@ éj�Ë@ à@ iJm�� H. ��Ë.

 ��

ù® �� ��Ó
� _ �Êª

�
K _ éj�Ë@ # é�ËA

�
JÓ@ Xñk. ð á£ñÊËð A�JË AJ�Jê¯


 
é
�
KP@X@
 

4.4 Manual Data Filtering 

It is hard to code a process to eliminate all the tweets that do not have any opinions, such 

as spam tweets, news tweets, advertisement tweets, etc. Thus, at this stage, the tweets were 

checked manually to see if they contained an opinion or not. Moreover, at the same time the 
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remaining tweets were checked for spelling mistakes. Table 4.6 shows the changes in the 

number of tweets before and after fltering them manually. 

Table 4.6 The changes in the number of tweets before and after fltering the tweets manually 

Topic 
Number of 

tweets before 
manual fltering 

Number of 
tweets after 

manual fltering 

Percentage 
change 

Closing Hospital 
Resolving Health 

Opinions about Health 
Improving Health 

4,717 tweets 
1,930 tweets 
333 tweets 

1,831 tweets 

1,009 tweets 
492 tweets 
285 tweets 
240 tweets 

-78.61% 
-74.51% 
-14.41% 
-86.89% 

TOTAL 8,811 tweets 2,026 tweets -77.01% 

The dataset contains a lot of unwanted tweets like spam tweets, no opinions tweet, 

unrelated to health tweets, etc. The manual fltering is important to flter the dataset from 

unwanted data, no opinions tweets, spam tweets, news tweets, etc. These tweets can be 

classifed as neutral, however, in this study, this class was not used. This will increase 

the quality of the data and help the annotators to label the AHS dataset either positive or 

negative. Therefore, the fltered data will provide accurate sentiment classifcations. This 

data will negatively affect the results of analysis using machine learning algorithms with 

binary classifcation (positive and negative). Some examples of manual fltering are given in 

the following subsections. 

4.4.1 Spam Tweets 

Spam tweets are defned as unsolicited, deceptive or repeated tweets that annoy other users 

(Twitter 2016). They target the trending hashtags which are popular topics to make the 

spreading of spam tweets easier and quicker. They are hard to detect automatically because 

there are no specifc structures for spam tweets. There are many kinds of spam tweets and 

here are two examples on a health topic. Figure 4.1 shows a spam tweet that asks for retweets. 

Figure 4.2 is a tweet that has an advertisement for selling gifts for special occasions. All 
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spam tweets were eliminated manually from the dataset. Table 4.7 presents the differences in 

the tweet numbers before and after removing the spam tweets. 

Table 4.7 The changes in the number of tweets before and after removing the spam tweets 

Topic 
Number of 

tweets before 
removing spam 

Number of 
tweets after 

removing spam 

Percentage 
change 

Closing Hospital 
Resolving Health 

Opinions about Health 
Improving Health 

4,717 tweets 
1,930 tweets 
333 tweets 

1,831 tweets 

1,534 tweets 
873 tweets 
322 tweets 
454 tweets 

-67.48% 
-54.77% 
-03.30% 
-75.20% 

TOTAL 8,811 tweets 3,183 tweets -63.87% 

Fig. 4.1 An example of a spam tweet 
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Some materials have been removed from this thesis due to Third Party 
Copyright or confidentiality issues. Pages where material has been removed are 
clearly marked in the electronic version. The unabridged version of the thesis 
can be viewed at the Lanchester Library, Coventry University

Fig. 4.2 An example of an advertisement tweet 

4.4.2 Tweets with No Opinions 

The collected dataset had a lot of tweets that did not have any opinions, such as news tweets 

like in Figure 4.3, or neutral tweets, such as Figure 4.4. Therefore, these tweets were removed 

from the corpus. Table 4.8 demonstrates the changes in the number of tweets before and after 

deleteing any tweet without opinions. 

Some materials have been removed from this thesis due to Third Party Copyright or confidentiality issues. 
Pages where material has been removed are clearly marked in the electronic version. The unabridged 
version of the thesis can be viewed at the Lanchester Library, Coventry University

Fig. 4.3 An example of a news tweet about topic one 

Some materials have been removed from this thesis due to Third Party Copyright or confidentiality 
issues. Pages where material has been removed are clearly marked in the electronic version. The 
unabridged version of the thesis can be viewed at the Lanchester Library, Coventry University

Fig. 4.4 An example of a non-opinion tweet 
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Table 4.8 The changes in the number of tweets before and after removing the tweets with no 
opinions 

Number of Number of 

Topic tweets before 
removing tweets 
without opinions 

tweets after 
removing tweets 
without opinions 

Percentage 
change 

Closing Hospital 
Resolving Health 

Opinions about Health 
Improving Health 

1,534 tweets 
873 tweets 
322 tweets 
454 tweets 

1,022 tweets 
507 tweets 
298 tweets 
257 tweets 

-33.38% 
-41.92% 
-07.45% 
-43.39% 

TOTAL 3,183 tweets 2,048 tweets -34.53% 

4.4.3 Removing any Opinion Irrelevant to Health 

There are several tweets that contain opinions on health services and also opinions on other 

services, such as education, roads, housing, etc. In this situation, any health opinions have 

been kept and any non health opinions have been removed. In Figure 4.5, there are two 

negative opinions, the frst one about health, whereas the second opinion, which is highlighted, 

is about the need to improve roads. There are only six tweets in this dataset that contain 

opinions irrelevant to health. 

Some materials have been removed from this thesis due to Third Party Copyright or confidentiality 
issues. Pages where material has been removed are clearly marked in the electronic version. The 
unabridged version of the thesis can be viewed at the Lanchester Library, Coventry University

Fig. 4.5 An example of an irrelevant oninion in a tweet 
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4.4.4 Removing #Hashtag_Topics, #Hash and Other Symbols 

The frst attempt of fltering the dataset was by removing all the hashtags in all of the tweets. 

However, that led to misunderstandings as some users write positive or negative words inside 
�the hashtag. For example, Figure 4.6 contains the hashtag “ �J¯ñ

�
K _ @ �#”, which means Qº �

#thanks_Tawfq (Thanks to the health minister in Saudi Arabia) and this expressed a positive 

sentiment in the word "thanks". Therefore, removing all hashtags might remove some 

sentiment words. However, in this case only the "#" symbol and all the four health hashtags 

were removed. All the tweets in the dataset have at least one hashtag topic because we 

collected the AHS dataset using a keyword containing one of the four hashtags in Table 4.1. 

Some materials have been removed from this thesis due to Third Party Copyright or confidentiality 
issues. Pages where material has been removed are clearly marked in the electronic version. The 
unabridged version of the thesis can be viewed at the Lanchester Library, Coventry University

Fig. 4.6 An example of a tweet containing more than one hashtag and one of the hashtags 
contains opinion words 

4.4.5 Combining Tweets 

When we collected the tweets in 2016, the maximum length of a tweet message was 140 

characters. Thus, there are some users who write more than one tweet about one idea. 

Table 4.9 is an example of several tweets from one user and all of them are about one 

opinion in the fourth topic, which is éj�Ë
� 

@ _ á��m�
�
' _ Q¢

�
J�K# (Improving Health). The 

�user indicated that the tweets are linked to each other by the word “ ©J.�K”, which can mean 

continue to the next tweet or follow the next tweets. All the tweets were combined into a 
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single tweet and the number of words were reduced by removing all the undesirable words, 

such as hashtag words, no opinion words, etc. The length of the input layer or matrix for the 

neural networks will be based on the longest tweet in the dataset. Therefore, other tweets will 

have the same length of vector as the longest tweet. Thus, the dimensionality of the array’s 

vectors will affect the running time of neural networks (Vanhoucke et al., 2011). Table 4.10 

shows the changes in the number of tweets before and after combining the tweets. 

Table 4.9 An example of multiple tweets from one user about one idea 

No. Examples of Multiple Tweets in One Idea 
� � �

éj�Ë
� 

@ _ èP@Pð # ÉKAg # É

 

KAg

 _ ém�� # éj�Ë

� 
@ _ á��m�'

�
_ Q¢

�
JJ�K# 

� � �
1 ½ÊÖÏ @ ù® �� ��Ö
� 

Ï áÓP iJ.¯@ QKYÓ ZAg. ð úæ� PAÒªË@ IëX éªJK. QË @ _ �J¯ñ
�
K#. 

� �©J.�K. . é
�
KP@X@ I¯ð YËAg

� 
� � �

éj�Ë
� 

@ _ èP@Pð # ÉKAg # É

 

KAg

 _ ém�� # éj�Ë

� 
@ _ á��m�'

�
_ Q¢

�
JJ�K# 


� � � � �2 PXA¯ Q�«ñëð é®¢JÓ � m�� àðñ

 � �JÓ úÎ

�
J«@ ­J» éªJKQË @ _éJ �QKYÓ I. . �J¯ñ

�
K# 

�
©J.�K . . ù® �� ��Ó

� �
èP@PX@ úÎ« 

� � �
éj�Ë
� 

@ _ èP@Pð # ÉKAg # É

 

KAg

 _ ém�� # éj�Ë

� 
@ _ á��m�'

�
_ Q¢

�
JJ�K# 

ú
�


 
� �3 æk � QË@ h DJ

�
Kð QKYÓ Q�Jª

�
JK I��Ë AJ

�
JÊ¾ � éªJK. QË @ _@ . C« YKQK úæî

�
. �Ó �

�J¯ñ
�
K# 

�
©J.�K . . . Y�m.

Ì'@ iÊ�� 
� � �

éj�Ë
� 

@ _ èP@Pð # ÉKAg # É

 

KAg

 _ ém�� # éj�Ë

� 
@ _ á��m�

�
' _ Q¢

�
JJ�K# 

4 � � � ��
©J.�K . . . éKQKYÖ

� 
Ï AK. ÐA�¯B@ð H@P@XB@ Z @PYÓð áKY«A�ÖÏ @ ©JÔg Q�Jª

�
K éªJK. QË @ _ �J¯ñ

�
K# 

.
� � �

éj�Ë
� 

@ _ èP@Pð # ÉKAg # É

 

KAg

 _ ém�� # éj�Ë

� 
@ _ á��m�

�
' _ Q¢

�
JJ�K# 

� � � �5 AKP@X@ éK. � ZAÓX �
. ð , Aêº¯ áÓ YK. �ð éKQå�J«ð H. @ @ éªJK. QË @ _ �J¯ñ

�
K#A � IK B ¡Ê�

�
Qk

�
©J.�K . . . 

� � �
éj�Ë
� 

@ _ èP@Pð # ÉKAg # É

 

KAg

 _ ém�� # éj�Ë

� 
@ _ á��m�'

�
_ Q¢

�
JJ�K# 

��6 ! H@ �» @ úæ�Ó@ èP@X@ ð@ Õæ�¯ �Ë QKYÓ YKQKB
� �

. QË @ _ �J¯ñ
�
K#ñJ� 5 áÓ Q�

éªJK

�
©J.�K . . É�¯B@ Yg. ñK 

� � �
éj�Ë
� 

@ _ èP@Pð # ÉKAg # É

 

KAg

 _ ém�� # éj�Ë

� 
@ _ á��m�'

�
_ Q¢

�
JJ�K# 

�� � �
7 áÓ AJË ¬Qå�� Õæ�®Ë

�
@ ©Ó ÉKAg


 
ém�� l×X@ QKPñË@ úÍAªÓAK Bð éªJKQË @ _ �J¯ñ

�
K#. .

ñ� áÓ éJÊ«AJk AÓ
� 

@ 

http:��JK.Q�
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Table 4.10 The changes in the number of tweets before and after combining the tweets 

Topic 
Number of 

tweets before 
combining tweets 

Number of 
tweets after 

combining tweets 

Percentage 
change 

Closing Hospital 
Resolving Health 

Opinions about Health 
Improving Health 

1,022 tweets 
507 tweets 
298 tweets 
257 tweets 

1,009 tweets 
492 tweets 
285 tweets 
240 tweets 

-01.27% 
-02.96% 
-04.36% 
-06.61% 

TOTAL 2,084 tweets 2,026 tweets -02.5378% 

4.4.6 Editing Compressed Text 

When we collected the tweets in 2016, the maximum number of characters in one tweet 

was only 140. Therefore, some Twitter users tended to compress the text. The Arabic 

language contains 28 letters and most Arabic characters can be linked to the previous and 

next characters. However, there are several letters in Arabic that cannot be linked to the 
�following letter which are ( è , ð , P , P , X , X , Z , @) . When any one of those letters 

occurs at the end of the word, it will not be linked to the next word without a separated space. 

As a result, some Twitter users might write a word that ends with any letter from the list, 

and then they do not split the words using a space to exploit more characters in the tweet. 

This will cause a word tokenization error because the two or more words will be tokenized 

as one word, as the tokenization techniques split a word based on the space. This issue was 

addressed by pre-processing manually. There are 29 combined tokens in 21 different tweets 

in the AHS dataset. Here is an example of a tweet that had a compressed text. 

é<Ë @Z @YîD
�
� ÕæK

�
@ H

�
@P@PñË@ É¿ ú¯ ék. A�Jm�' áÓñê¯ HAm.

�'BAK �AJË @ IKYgQKPñË
�

@ @Yë iJ.��AÓYJ« . . 
�

éJ¯ ¼PAK. ð é®¯ð ÑêÊË @ �PB@ ú¯ 

The highlighted and underlined words are compressed words and Table 4.11 shows the 

compressed words in the example, the word count and uncompressed words. 
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Table 4.11 Examples of words merged as one word, the number of merged words and the 
correction 

Compressed words Number of words Words after splitting 

iJ��AÓYJ« . 2 iJ�� AÓYJ« .

�IKYgQKPñË@ @Yë 
áÓñê¯ 

3 

2 

�IKYg QKPñË@ 
áÓ ñê¯ 

@Yë 

é<Ë @Z @YîD� � 2 é<Ë @ Z @YîD� � 

4.4.7 Repeated Letters 

There are 14 tweets in the dataset that contain words with repeated letters. These words were 

normalised to the original form. For instance, this tweet below 

�
É�¯@ð É�¯@ ÐY®

�
K ¼YKQKð HPAK ½ËA

�
JÓ@ áÓ Q�

�ºK é<Ë @ éj�Ë@ QKPðAK Q�J�J�J�J�J�J�J�J�J�J�J�J.». 
�

. ù® �� ��Ó
� _ �Êª

�
K _ éj�Ë@# 

In the example, the frst word, which is highlighted and underlined Q�J�J�J�J�J�J�J�J�J�J�J�J.», 

has the letter Yia ø that has been repeated many times in the word. The repeated letter has 

been removed and the word has been normalised to the original form which is "Q�J.»". 

4.4.8 Compound Words 

There are a lot of compound words in Arabic and these words might consist of two or three 
�words together where these words are separated by a space. For example, éKXñª�Ë

� 
@ éJK. QªË@ éºÊÒÖ

� 
Ï @, 

which contains three words and éÓQºÖ
� 

Ï @ éºÓ
� which consists of two words. The AHS dataset 

has fve examples of compound words. Table 4.12 has some examples of tweets which have 

compound words, which are highlighted and underlined. 

These words will always occur together and, in the tokenization step each word will be 

tokenized individually. This will not make any sense for the individual word, so the space 

between these words is removed to combine the words together and, in the tokenization step 
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Table 4.12 Examples of compound words (highlighted and underlined for each tweet) 

No. Examples of compound words in the tweets 



éJj�Ë@ Q» @QÖÏ @ ð á£AJ. Ë @ Q®k ú¯ YËAg ½ÊÖÏ @ ù® �� ��Ó È èPAKP éj�Ë
� 

@ QKPð áÓ ÉÓAK 
1 �

ù® �� ��Ó
� _ �Êª

�
K _ éj�Ë@ # I���Ë

� 
@ ¬ñ ���

. 
� �

K �ú¯ Yê¯ ½ÊÖÏ @ ù® �� ��Ó Èð
� 

@ éj�Ë@ èP@Pð HAJ® �� ��Ó ú¯
� 

@YJ. IJËAK QKPñË@ úÍAªÓ 
2 �

ù® �� ��Ó
� _ �Êª

�
K _ éj�Ë@ # ¼PA¢

�
JK ú¯ èPñJÖÏ @ éJKYÖÏ @


 
ú

�
QK B éK @ . . � Ï @ �ð Qå� ðYË ðæk ÈAª � È� @ @ ñJjª

�
JË " ÐAªË@ ù® � ��Ö

� 
@" ðYëA � @ @ øX@ @ðP@P ñË 

3 �
ù® �� ��Ó

� _ �Êª
�
K _ éj�Ë@ # ! é¢jÊË

� 
@ èYë 

will be tokenized as one word. Table 4.13 shows the way each compound word in Table 4.12 

was dealt with. 

Table 4.13 Examples of compound nouns before and after merging 

Original compound words Compound words after combining 

á£AJ. Ë @ Q®k á£AJ. Ë @Q®k 
èPñJÖÏ @ éJKYÖÏ @ èPñJÖÏ AîDKYÖÏ @ 
Qå� @ðYË@ øX@ð Qå� @ðYËAKX@ð 

4.4.9 Words from Other Languages 

Most Twitter users do not use the modern standard Arabic or formal Arabic. Instead they 

write their tweets using their dialects and there are many. In addition to that, some Twitter 

users might use some words that do not originally refer to the Arabic language; there are 

only two examples of that in the AHS dataset. In Table 4.14, the non Arabic words were 

highlighted and underlined. The frst tweet contains the word “Bravo ñ¯@QK.” and the second 

tweet has the word “Check ñºJ�
�” and these words have been written using Arabic letters. 

Both words have been kept because they are commonly used on social media. 
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Table 4.14 Two examples of non-Arabic words used in the dataset (the words are highlighted 
and underlined) 

No. Examples of words from other languages in the tweets 
� � �

ù® �� ��Ó
� _ �Êª

�
K _ éj�Ë@ # ½®¯ñK é<Ë @ð éªJK. QËAK ½JÊ« @ñ¯ QK. ­J¢�

�
JË @ Éª � @Y

�
JK. @@ � Z1 

� �
. úÎ« ñºJ � . ù® � Ï . Ï . . � Ï .ú¯AJË @ � ùªJJ£ Q�« ÈAÒë@ ���Ö

� 
AK á�®�ñÖ AK AJË @ HAJ® � ��Ö

� 
@ áÓ ñÓ CJË@

2 �
ù® �� ��Ó

� _ �Êª
�
K _ éj�Ë@ # A¿ A¾� é�Agð 

4.4.10 Removing Special Letters 

The special letters are characters that have the same shape as the Arabic alphabet, but it is 

from other languages such as Urdu, Punjabi or Farsi. There is only one tweet in the AHS 

dataset that contains words with special letters as shown in Figure 4.7. In Figure 4.7 there are 

two highlighted words contain special letters which is "þ" and it is originally an Urdu letter. 

Some materials have been removed from this thesis due to Third Party Copyright or confidentiality issues. 
Pages where material has been removed are clearly marked in the electronic version. The unabridged 
version of the thesis can be viewed at the Lanchester Library, Coventry University

Fig. 4.7 An example of a tweet that contains special letters 

4.4.11 Correcting Spelling Mistakes 

The dataset has 37 words which were corrected from the spelling mistakes and there were 

different common types of mistakes. In Table 4.15, an example of each common mistake is 

marked as highlighted and underlined. The types of mistakes are: 

• Missing a letter 

It commonly happens due to typing the tweet quickly. It might occur without the 

consideration of the writer. The example of this type is the frst tweet in Table 4.15. 
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• Writing a letter that is next to the correct letter on the keyboard by mistake 

It can occur because of fast typing and an example of this is the second tweet in Table 

4.15 (the letter ¨ next to the letter �ë). 

• Writing the word incorrectly as it is pronounced 

Arabic has three short vowels that have the sound as the three vowel letters @ , ð , ø . 
Many Twitter users write some words with short vowels incorrectly using vowel letters. 

Also, many Twitter users post a tweet using Arabic dialects and the spelling of a word 

can be different. The third tweet in Table 4.15 is an example of this type. 

• Spelling weakness of the writer 

There are many words in Arabic that are hard to spell correctly, such as the letter 

Hamzah “ Z ”. It can be in four forms based on the sound of the word and the forms are 

 


 
“ @ , ø , ð , Z”. The complexity of it is that the sound of it is similar to short vowels 

and the letter vowels. Thus, many users may write any word containing this letter 

incorrectly and an example of this is the fourth tweet in Table 4.15. 

Table 4.15 Four examples of different spelling mistakes 

No. Examples of different spelling mistakes in Tweets 

��Ëð ­JÊ¾
�
K I�JË@ øQK øYË@ ÉÒªË@ ú¯ úGA®

�
JÖÏ @ úÍA

�
JÖÏ @ QKPñÊË QKY®

��
JË @ð Qº �Ë� @ É¿.

1 � �
ù® �� ��Ó

� _ �Êª
�
K _ éj�Ë@ # ­KQå

�
�� 

� �
ù¢ªKð úæ Jk. @ úæ £QKYÓ HA®ËAjÖÏ @ �®K AªJ¯ éj�Ë@ èP@Pð HAJ® �� ��Ó I

� 
J£ . . .2 �

ù® �� ��Ó
� _ �Êª

�
K _ éj�Ë@ ��ZAJ.£B# �JkQ

�
KQ�« áÓ ñÊª

�
J � @ ¨ 

�� �
­��» @ áKYªK. ð HAKPA« ð úæ�J.�K. úG Qå

�
� @ Èñ®K

�
ñJ.ë úæJ¯ Ég. @ é<Ë @ ð ÐCJK AÓ 

.3 �
HPPQk ùÒJk� P àPñË@ YKQK èPXñK IJÊg úæJ¢ªÓ ñK@. . . 

� �
½j��

�
J�� PY®K AJ�JË , , ½Kñ

� �
@ ½K.®K é<Ë Qj®K ð Q�

�
J» ½J¯ á�ËZA®

�
JÓ éªJK. QË @ �J¯ñ

�
K AK ñ®» 

�4 
ZA � P PñË É¾Ëé<Ë @ � AÓ H@ @ @ 

Abdulaziz Alayba


Abdulaziz Alayba


Abdulaziz Alayba


Abdulaziz Alayba


Abdulaziz Alayba


Abdulaziz Alayba


Abdulaziz Alayba


Abdulaziz Alayba




82 Collecting and Annotating a Health Sentiment Dataset in Arabic 

4.5 Data Annotating Process 

There are a few Arabic datasets for sentiment classifcation in which each author has used 

different annotating techniques. For example, Aly and Atiya (2013) proposed the LABR 

reviews dataset from www.goodreads.com. There are two different labelling techniques for 

this dataset which are: rating classifcation and textitsentiment polarity classifcation. The 

former encompasses the classes from 1-star to 5-stars. The latter characterises the classes as 

positive, neutral, and negative. In the rating classifcation, the website itself allows the users 

to write a review about a book and rate it in a scale of fve stars. In the sentiment polarity 

classifcation, the author converted the reviews with four and fve stars to a positive class, 

the reviews with one and two stars to negative class, and any reviews with three stars to 

neutral class. Also, Abdulla et al. (2013) introduced the Arabic Twitter dataset and employed 

two Arabic native speakers to classify the tweets to either positive or negative. If the two 

annotators disagree about a review, a third annotator employed to classify the review. Nabil 

et al. (2015) collected the ASTD from Twitter and translated them to English. Then, the 

tweets were annotated manually using Amazon Mechanical Turk through the API Boto. 

We collected the AHS dataset from Twitter and the tweets were written using Saudi 

dialects or Modern Standard Arabic MSA. There are challenges to translate the tweets 

from the Saudi dialects in order to annotate them by Amazon Mechanical Turk. Moreover, 

there was no publicly available sentiment analysis dataset for Saudi dialects in order to 

automatically annotate the dataset using Machine Learning algorithms. Therefore, it is better 

to classify the dataset manually by human interference because it provides a high-quality 

annotation. There are three annotators, who are from Saudi Arabia, judged each tweet as 

expressing either a positive or a negative sentiment. The reasons for choosing three judges is 

to avoid the dataset bias, people have different views and judgments, and a majority vote can 

be calculated for each tweet. The three annotators are from Saudi Arabia who are experts in 

the Saudi Arabian dialects and they are: 

http:www.goodreads.com
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1. Dr. Abdullah M. Al-Homayan (Annotator 1) 

PhD in Human Resources Management/Health Management, Dean of the Public Health 

& Health Informatics College at the University of Hail – Saudi Arabia. 

2. Dr. Mohammad T. Alshammari (Annotator 2) 

PhD in Computer Science, Vice Dean of Academic Affairs at the College of Computer 

Science and Engineering at the University of Hail – Saudi Arabia. 

3. Mr. Tariq F. Aldhamadi (Annotator 3) 

Master’s in Management/ HR, Lecturer at the College of Business Administration at 

the University of Hail – Saudi Arabia. 

Table 4.16 Four examples of different majority voting (P = Positive & N = Negative) The 
frst two examples show that all the annotators agree either positive or negative. However, in 
the last two examples one annotator has a different judgment from the other two annotators. 

Text 1 2 3 Sentiment (Mode) 
��HAJ® �� ��Ö

� 
Ï @ H �

�
JK ám�' ð B@ èP@PñË@ éªJK. QË @ ¼Q�

�K AÓ . 
P P P P 

N N N N

P P N P

P N N N 

é<Ë @ � à@ éJÓñºmÌ'@ZA �
� �É�¯@ �Êª

�
K ñË èQ�

�
J» HAJ® �� ��Ó

� 

É¿ ©�ð ¬ñ � @ úÍ@ QKPð ù®J. K éªJK. QË @ à@ úæÖ
�
@�� à

�
ß

�
AëQKñ¢

�
� È ÈñÊg ©�� ð éºÊÒÖÏ @ HAJ® �� ��Ó

� 
� �

Õ
� �

éÊÒêÖÏ @ HAJ® �� ��Ö
� 

Ï @ ©JÔg �C«@ æK AÓ ÈAJ.®« . 

The dataset was sent to the three annotators and they have judged each tweet based on 

their impressions. Many sentences were judged the same by all the annotators, either positive 

or negative, whereas other sentences had two annotators the same and the third one different. 

All annotated datasets were combined into one and the fnal sentiment class was calculated 

based on the majority vote. See an example in Table 4.16. 

As there are three annotators and only two classes, (Positive = P or Negative = N), there 

are only eight states that can occur. Table 4.17, illustrates the number of times that each 
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Table 4.17 Summary of all the different states, the number of occurrences of each state, the 
majority voting of each state (Final Sentiment) and the total number of positive and negative 
tweets. The Sub-(AHS) is labelled using the blue line 

state happened in the dataset and the fnal sentiment which is the result of majority voting 

and the total number of positive and negative tweets in the dataset. This is the Main Arabic 

Health Services (Main-(AHS)) dataset and it contains 628 positive tweets and 1398 negative 

tweets. Also, we made a (Sub-(AHS)) dataset where all three annotators agree either positive 

or negative. The Sub-(AHS) contains 502 positve tweets and 1230 negative tweets. 

The fnal step in the annotating is mapping the class of each tweet with their text. This is 

followed by creating two text fles, one for all the positive tweets and another one for all the 

negative tweets for both datasets. 

Figure 4.8 shows the three annotators and the number of positive and negative tweets 

based on each annotator. The classifcation results for Annotators 2 and 3 are almost similar, 

whereas Annotator 1 is slightly different. Overall, the negative sentiments are more prevalent 

than the positive sentiments. 
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Fig. 4.8 Visualising the number of positive and negative tweets in the dataset based on the 
three annotators 

Figure 4.9 illustrates the number of positive and negative tweets in the dataset within 

the four different topics and the whole dataset. The topics are: frst topic (closing hospital), 

second topic (solving health), third topic (opinions about health) and fourth topic (improving 

health). The total number of negative tweets in the corpus is 1398 tweets, whereas the number 

of positive tweets is 628. The majority of tweets are negative and there is a huge difference 

between the number of positive and negative tweets in all the topics, except the frst one. The 

frst topic has slightly similar numbers of positive and negative tweets, which are 505 and 

504 respectively. 

4.6 Data Collection and Pre-processing Challenges 

The process of collecting tweets from Twitter is effortless, but in the case of collecting tweets 

on a specifc topic it is arduous. There were many challenges when creating an Arabic dataset 

about health services, and in this section the challenges will be summarised. 

1. Encoding and decoding Arabic text 
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Fig. 4.9 Visualising the number of positive and negative tweets in the dataset based on the 
four different topics 

At the beginning of the data collection stage, Python 3.5 was used to collect data, but 

it could not support Arabic text without encoding the query text and decoding the 

retrieving data. Consequently, it was very slow to retrieve data because of this process. 

In Table 4.18, there are two examples of Arabic tweets without decoding the text. 

However, after using R, which provides support to retrieve Arabic tweets using Arabic 

text, this problem was resolved. 

Table 4.18 Two examples of Arabic tweets which were not decoded to Arabic characters 

No. Example of Arabic tweets that were not decoded 

1 

"text:" "âœ‹âœ‹âœ‹Ø¨Ø´Ø±Ù% Ù„Ù. . . Ù† Ù_Ù. . . Ù„ÙƒØ§Ø_Ù‡Ù. . . Ø¨Ù 
†ÙƒØ§Ù„Ø±Ù_Ø§Ù† Ø§Ù„Ù‚Ø·Ø±Ù_ (Ù†Ø¨Ù_Ø_Ù‡Ø§Ù^Ù†Ø_Ø¶Ø±Ø£ 

Ø±Ø¨Ø§Ø_Ùƒ ) Ø§Ù„Ø±Ù_Ø§Ø¶Ø_Ø§Ù_Ù„ Ø_ÙÅØ±Ø§Ù„Ø¨Ø§Ø·Ù† 
ØªØ¨Ù^Ùƒ Ø§Ù„Ù‡Ù„Ø§Ù„" 

"text":"(\u0648\u0625\u0630\u0642\u0627\u0644\u062a\u0623\u0645\u0629 
\u0645\u0646\u0647 \u0645\u0644\u0645\u062a\u0639\u0638\u0648\u0646 

2 
\u0642\u0648\u0645\u0627\u0627\u0644\u0644\u0647\u0645\u0647\u0644 
\u0643\u0647\u0645\u0623\u0648\u0645\u0639\u0630\u0628\u0647\u0645 
\u0639\u0630\u0627\u0628\u0627\u0634\u062f\u064a\u062f\u0627\u0642 
\u0627\u0645\u0639\u0630\u0631\u0629\u0625\u0644\u0649\u0631\u0628 
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2. Specifying words related to health 

There were many attempts to collect tweets about health services. This was done by 

specifying some words related to health, such as “hospital ù® �� ��Ó
� ”, “clinic ­�ñ

�
J�Ó”, 

“health éj�Ë@”. Many tweets were retrieved, but it was hard to fnd tweets that 

contained opinions about health services. This process was repeated many times at 

different times, but it was not an effective way to collect sentiment tweets on a specifc 

topic. 

3. Encouraging Twitter users to write tweets about health 

The third topic in the dataset, which is “opinions about health”, was launched for this 

study. A smaller number of Twitter users were involved in this topic and shared their 

opinions about health services, even though many Twitter celebrities retweeted some 

tweets on this topic. However, the other topics were trending topics on Twitter and 

many Twitter users easily engaged with any trending hashtags. 

4. Arabic dialects 

The Modern Standard Arabic, or formal Arabic, is called Al-Fusha új�®Ë@ in Arabic. 

The modern standard Arabic is rarely used on Twitter or social networks. The main 

source of the formal Arabic language is the Holy Quran. Also, the formal Arabic 

language is used in offcial speeches, newspapers, etc., but most Twitter users use their 

dialect in their tweets. 

5. Combining the tweets increases the size of the sentences 

After combining two or more tweets, the number of characters increased to more than 

140, which was the limit when the tweets were retrieved. In the dataset, there are 21 

tweets with over 140 characters because some tweets were combined into one tweet in 

the fltering phase. The maximum number of characters for a single tweet is 241 and 

for words, 52. As mentioned previously, some Twitter users wrote more than one tweet 

http:forwords,52.As
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about health services. The advantage of that might be, that some tweets do not have 

enough positive or negative features in a single sentence. On the other hand, the size 

of the input layer in deep neural network models will be bigger and it will increase the 

cost of time. 

4.7 Summary 

This chapter describes in detail all the used techniques in collecting, fltering, and labelling the 

dataset. It provides all the details for collecting the tweets using "R". The dataset focuses on 

Arabic tweets which contain opinions about health services only in the period of six months. 

These were the reasons for collecting the tweets from four Twitter trending hashtags. Then, 

it details the procedures of fltering the dataset automatically and manually. Additionally, it 

presents the process of annotating the dataset and it shows different statistical data about the 

AHS dataset. Finally, it states different challenges experienced when collecting the tweets 

about health services and pre-processing them. In the next chapter, word embedding models 

are presented in detail. 



Chapter 5 

Word Embedding Models for Arabic 
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5.1 Overview 

Word embedding is also known as word representation and word distribution. It is a powerful 

approach in terms of gathering semantic or syntactic meaning. Bian et al. (2014) defned this 

term as the NLP technique to compute continuous vectors of distributed word representation. 

In addition, Chen et al. (2015) introduced the word representation approach as when each 

word is mapped to a vector in a space; with a huge number of word vectors allowing 

researchers to gain word similarity based on a large corpus of text. Moreover, the word 

embedding concept is illustrated in De Boom et al. (2016) as representing words in distributed 

vectors as real-numbers in fxed-dimensional space. 

There are different methods to generate the word embeddings from a large row of text 

data: neural networks (Mikolov et al., 2013), word co-occurence statistics (Lin and Hovy, 

2003), dimensionality reduction (Lebret and Collobert, 2014), and other methods. There 

are unsupervised learning techniques. The algorithms cluster the words semantically or 

syntactically based on the availability of abundant and diverse words in a corpora and 

associate each word with other words based on the context. The large row of text is fed to 

the word embedding algorithms in order to map a word to a vector. Many researchers have 

discussed these approaches and have shown the impact of this task in different linguistic 

areas such as text classifcation, sentiment analysis, document clustering for information 

retrieval, paraphrasing, etc. Zahran et al. (2015) trained three word embedding models for 

Arabic that are: Word2Vec (Continuous Bag of Words (CBOW) and Skip-gram (SG)) and 

Global Vector Model (GloVe). The vector dimension is 300 for all models and the window 

sizes are fve for CBOW and ten for SG and GloVe. Word analogy questions were used to 

evaluate the models. Dahou et al. (2016) collected an Arabic corpus from the web and it was 

used to train Word2Vec (CBOW and SG) models. Three dimensionalities were used for both 

models that are: 100, 200, and 300. A window size of fve was applied to the CBOW model 
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and a window size of 10 was used for the SG model. The trained model outputs were used as 

input for the CNN to apply the sentiment classifcation on fve Arabic datasets. 

There are different techniques to create word embedding models, such as Word2Vec 

(Mikolov et al., 2013), Global Vector (GloVe) (Pennington et al., 2014a), fastText (Bo-

janowski et al., 2017), and Poincaré Embeddings (Nickel and Kiela, 2017). In this chapter, 

three different techniques for Arabic word embedding will be used to build the models using 

two different Arabic Corpuses. The techniques are Word2Vec, GloVe and fastText, and the 

Arabic corpora are the Abu El-khair Corpus (Abu El-khair, 2016) and the Arabic Twitter 

Corpus created for this study and it is available in (Alayba et al., 2019). We will use these 

pre-trained word embedding models with the sentiment classifcation in Section 6.4.2. 

5.2 Word Embedding Techniques 

As has been described in the overview section, there are different approches for word 

representation. In this section, the three techniques that will be used in our experiments will 

be described in detail. 

5.2.1 Word2Vec Model 

Mikolov et al. (2013) proposed the Word2Vec approach to produce word representations 

using neural networks. It is an effcient approach to group the words that are semantically 

and syntactically similar from the context. The input of this model is a vocabulary-size vector 

that represents the words presented in the sentence by placing 1 in their respective index. 

There is a fxed sized window that slides over all the input text and applies the probabilistic 

computation to predict similar words. Harris (1954) stated that the similarity in the meaning 

of the words will increase if they occur in similar contexts. In order to measure the similar 

meaning between the words, there is a fxed-size of a window to specify the size of the 

http:contexts.In
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context. Therefore, the prediction is measured based on the surrounding words within the 

fxed-size of the window. There are two architecture models for Word2Vec: continuous bag 

of words (CBOW) and skip-gram (SG), and Figure 5.1 illustrates the differences between the 

two models. The window size in Figure 5.1 is three and the dimensions of each word are the 

same. 

Fig. 5.1 Word2vec model, continuous bag of words (CBOW) and skip-gram (SG) 

• CBOW Model: Continuous Bag of Words (CBOW) predicts the target (centre) word 

based on a fxed-size window from the context. For example, for "I am a PhD student 

at Coventry", the input in this model is ("I", "am", "a", "student", "at", "Coventry") 

and the outputs or the predicted word is "PhD" in the CBOW model. In Figure 5.2, 

we expand the information in Figure 5.1, and we represent the architecture of CBOW 

model in a neural network architecture. The inputs are one-hot vectors of the context 

words within the window size of three. The total number of inputs in Figure 5.2 is 

six, which are the three words on the left and the three words on the right of the centre 

word. Each word in the input layer is represented by a one-hot vector where 1 is placed 

in the respective index of the word. The number of neurons in the hidden layer is 200 

and it represents the dimensions of the output vector. The output consists of neurons 
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that are equal to the vocabulary-size, but only the neuron of the centre word is updating 

its values. 
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1

0

”به“ 

Fig. 5.2 The Word2Vec CBOW neural network architecture 

• SG Model: Skip-gram (SG) predicts the context or surrounding words, which are the 

output from the centre or input word within the window size which is also three for 

the following exaple. This is an opposite model to CBOW. For example, based on the 

previous sentence example, the input is "PhD" and the predicted words are ("I", "am", 

"a", "student", "at", "Coventry"). In Figure 5.3, we clarify the information in Figure 5.1 

and we explain the architecture of SG model in a neural network architecture. The 

input is only the centre word in the window size of three. The centre word in the 

input layer is represented by one-hot vector, where 1 is placed in the respective index 

of the word. There are 200 neurons in the hidden layer of the network which are 

the dimensions of the output vector. The output contains neurons that equal to the 

vocabulary-size. However, only the six neurons of the surrounding words to the centre 

words are updating their values. 
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Fig. 5.3 The Word2Vec SG neural network architecture 

5.2.2 Global Vector Model (GloVe) 

Global Vectors for Word Representation (GloVe) is an extended model for representing a 

word in a vector. Pennington et al. (2014a) introduced this count-based and prediction-based 

method at Stanford University. It is an unsupervised approach to capture similar word 

embedding by observing three main components, which are the corpus, the co-occurrence 

count, and the word frequency. This technique uses a fxed window size to measure the 

syntactic and semantic similarities between the words within the size of the window. Also, 

it considers the global co-occurrence counts of a word from the co-occurrence matrix to 

identify the general topics. 

Pennington et al. (2014a) explained the steps of building the GloVe model from a text 

corpus. The frst step is the construction of a word to word co-occurrence matrix, which 

contains values that correspond with the number of times the two words occur in a fxed 
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context. Then, it measures the probabilities that the frst word occurs in the context of the 

second one. 

5.2.3 FastText Model 

Facebook researchers produced an unsupervised learning method to obtain a word embedding 

model called fastText (Bojanowski et al., 2017). There are two fastText models that are 

skip-gram and Continuous-Bag-of-Words. We will use Skip-gram in this study because it 

provides better results, as noted by the Facebook researchers (Facebook AI Research Team, 

2016). The fastText skip-gram is an extension to the Word2Vec skip-gram model and it 

considers sub-words by breaking a word into character n-grams and representing them in 

vectors. By default, the sub-words take from three to six sequence of characters from the 

original word. The subwords are attached to the original words in a hash list. The sum of 

the vector representation of the sub-words is equal to the vector representation of the word 

itself. It shows strength in morphological word representations. Boundary symbols are added 

before and after the word, such as <Coventry> to determine the beginning and the end of the 

word. For instance, with n = 5 and the word <Coventry>, the 5-grams for the word are: 

<Cove, Coven, ovent, ventr, entry, ntry> 

Note that the sequence <entry>, which refers to the word entry is different from the 5-gram 

entry for the word Coventry. The sum of vectors for the 5-gram <Cove, Coven, ovent, 

ventr, entry, ntry> will be equal to the sequence <Coventry>. Figure 5.4 shows the 

neural network architecture of fastText skip-gram model. It is similar to Word2Vec skip-gram 

model and it has hash lists for sub-words to each word that contains over three characters (by 

default). The updating in the outputs are only for the vectors of the context words and the 

vectors of the sub-words in hash lists. 

http:Continuous-Bag-of-Words.We
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Fig. 5.4 The fastText SG neural network architecture 

5.3 Arabic Language Corpora 

One of the requirements to construct a word representation model is a large number of 

text data. The Abu El-khair Corpus (Abu El-khair, 2016) will be used to build the word 

embedding models because it contains 1.5 billion Arabic words. Also, the Twitter Corpus, 

which was built for this study, will be used as well. The structure of a tweet is different from 

generic Arabic text and therefore, the Arabic Twitter corpus is needed. 

5.3.1 Abu El-khair Corpus 

There are many Arabic Corpora freely available, such as the International Corpus of Arabic 

(Alansary and Nagi, 2014), the Word Count of Modern Standard Arabic (Attia et al., 2011) 
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as well as many other corpora mentioned in Zaghouani (2014). The targeted corpus, in 

order to build the Arabic word embedding models, should cover a huge number of tokens 

and Arabic vocabulary entries. The Abu El-khair Corpus (Abu El-khair, 2016) is a free and 

recent Arabic corpus and it contains over 1.5 billion words and over 3 million vocabulary 

entries. It has been collected from over fve million articles for various subjects from ten 

different newspapers. The newspapers are from eight Arab countries and it took more 

than fourteen years to collect. Although, the corpus is from newspaper articles, it covers a 

large number of Arabic words in different Arabic dialects. The corpus is presented in two 

different tagging schemes, which are SGML (Standard Generalised Markup Language) and 

XML (Extensible Markup Language). Also, it has been encoded using two types of Arabic 

encoding techniques, which are Windows-1256 and UTF-8. In this research, the corpus in 

XML tagging schemes and UTF-8 encoding has been used and it was stored in ten fles based 

on different newspapers. 

5.3.2 Pre-processing the Abu El-khair Corpus 

The Abu El-khair Corpus (Abu El-khair, 2016) is structured in XML format using UTF-8 

encoding for Arabic. The corpus contains ten different XML fles. Figure 5.5 shows an 

example of one article structured in XML tags. In order to use the corpus for word embedding, 

there is a need to eliminate all the XML tags and unwanted data. The aim is to keep only the 

headline and the text (the body of the articles). There were some challenges in parsing the 

XML fles and extracting the text because of either the large size of the fles or storing Arabic 

text with some encoding errors. We tried to parse and flter the XML fles using the Python 

package, which called Beautiful Soup (Leonard Richardson, 2015), but we could not parse 

them because of the large XML fles and limited memory. Alternatively, we used another 

Python tool called The ElementTree XML (Python Software Foundation, 2019) because it 

can flter large XML fles. However, the XML fles contain non-UTF-8 characters since they 

http:errors.We
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are not valid for this package. As a result, we converted the XML fles to TXT fles and 

fltered unwanted data as well as XML tags based on the lines. Then, we pre-processed the 

text itself from unwanted characters and remaining XML tags. There are further details on 

the pre-processing the Abu El-khair Corpus and Python code in Appendix C. 

Fig. 5.5 An example of one article in one of the XML fles 

5.3.3 Arabic Twitter Corpus 

This corpus has been collected for this study and has been used to build the word representa-

tion models for sentiment analysis purposes. There are many resources available online to 

collect Arabic corpuses. Also, it is easy to collect many Arabic texts from the web. However, 

Twitter is the source for this corpus, as it will be used for sentiment classifcation on the 

Arabic Health Services (AHS) dataset which was also collected from Twitter. The reason for 

using Twitter as a resource is because the way of writing a tweet in Twitter is different from 

text on other platforms. For instance, the tweet has a limited length of characters and the 

language used has its own style. All the vocabularies in the AHS dataset is used as keywords 

to retrieve tweets that contain these words to build this corpus. The vocabulary size is 6900 

words. The reason for that is to ensure that all words in the AHS sentiment dataset have 

vectors represented in a pre-trained word embbeding model. 
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There are two optional ways to retrieve the tweets from Twitter, which are either using 

Python or R. Python takes a longer time to retrieve uncommon words that have been written 

on Twitter, thus R has been used to retrieve the tweets automatically. The R package called 

"twitteR" was used for tweet collection and saved the retrieved results of each word in a 

single CSV fle. The maximum number of retrieved tweets for each word is 1000 tweets and 

the minimum number is 5 tweets. Using 5 tweets as a minimum is because any word that 

occurs less than 5 times for word embedding models will not be considered. There were 

46 words that did not have any retrieved results for them, due to the word being written 

incorrectly, or it not being a common word on Twitter, or the seven day limitation access to 

the Twitter API. 

5.3.4 Pre-processing the Arabic Twitter Corpus 

The retrieved tweets were stored in many CSV fles, but the Arabic text may be lost if using 

tools that do not support Arabic. Several methods were used in order to parse the tweets 

without losing the Arabic text. Below, is a listed series of steps that were followed in order to 

flter the text and combine them in a single fle: 

1. Each CSV fle contains 17 columns as mentioned in Chapter 3, and the tweets are in a 

column called text. Only the text column is parsed. 

2. After parsing the text column, any retweeted tweets were removed to have a variety of 

context next to the keywords. 

3. For any fle containing less than fve tweets, the keyword will be returned to collect 

more tweets for the returned keyword. There were 55 words that had less than fve 

tweets. 

4. Collecting tweets manually for 46 words that did not have any retrieved results and 55 

words that had less than the minimum number of tweets. 
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5. After collecting between 5 and 1000 tweets for each word in the AHS dataset, the text 

needs to be fltered by removing non Arabic letters and special characters. 

5.4 Building and Evaluating Word Representation Models 

Three techniques are used in this thesis, word2vec, GloVe, and fastText, to build the word 

representation models. The two different corpora (Abu El-khair Corpus and Arabic Twitter 

Corpus) are used to feed the models. Word2vec showed good results in many previous 

studies, such as (Tang et al., 2014; Levy et al., 2015; Nalisnick et al., 2016). Therefore, a 

word2vec representation model was built frst using the Abu El-khair Corpus. The gensim 

3.2.0 tool ( ˇ uřek and Sojka, 2010) for Python 3.6.1 was used to generate the word2vecReh˚

models. A fxed window size of fve was used in this study as this is a default option. Also, 

the words that have at least a frequency of fve times in the corpus were considered. Five 

different models were built for each technique (CBOW and SG) and the differences between 

them were based on the dimensionality length. The dimensionality is 10, 50, 100, 200 and 

300, so, as a result, there are ten different Word2vec models. 

There is a need to evaluate the models in order to choose the appropriate model for 

this sentiment analysis study. The most common way to evaluate the vectors in word 

representation models is by measuring the cosine similarity which is in Equation (5.1). It is a 

standard measure in Vector Space Modelling to calculate the similarity of two words’ vectors 

(Frome et al., 2013). 

xxx ·yyy ∑i
n 
=1 xiyisimilarity = cos(xxx,yyy) = = q q (5.1)

||xxx|| · ||yyy|| 
∑

n 2 
∑

n 2 
i=1 xi i=1 yi 

It considers the proportional analogies, which is the similarity of the word France to the 

word Paris which in turn is like the word England to the word London. It can be calculated as 

London = Paris - France + England. This evaluation method was used in much research, such 
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as (Mikolov et al., 2013; Drozd et al., 2016; Ghannay et al., 2016), and for Arabic (Zahran 

et al., 2015). Different types of word relations were used, such as countries to capitals and 

currency, adjective to adverb, masculine to feminine, etc. 

On the other hand, the evaluation of the word embedding models in this study uses 

the most_similar function from gensim ( ̌ uřek and Sojka, 2010) to fnd the similar Reh˚

10 entities to the target word. This study concentrates on sentiment analysis and the most 

popular two words for positive and negative sentiment are the word "good", which in Arabic 

is "YJk. " and the word "bad", which in Arabic is " 
úæ�". These two words were used as a 

target, and then the ten most similar words to them were retrieved. Finally, the model which 

had the most similar words was selected. 

Appendix B, illustrates the results of the ten most similar words to the words good and 

bad "úæ� ð YJk

. " based on the ten different word2vec models. From the tables in Appendix 

B, the best model was evaluated which could get the best results for the sentiment analysis. 

The two models SG and CBOW with 10 dimensions are not appropriate because similar 

words do not have the relevant meaning to the words good and bad. For example, the word 
�missing " èXA®
�
J¯@" appears as a related word to good "YJk. ", and the word confused "½J.

�
KQÓ" 

has a similarity to the word bad. Also, the two models SG and CBOW with 300 dimensions 

are not good choices as well, because the CBOW has words of opposite meaning within 

the top ten words. The SG is suitable for the word good "YJk. ", but the similar words to 

bad " 
úæ�" are only the word bad with different spellings. In the 100 and 200 dimensions 

of the SG model, the opposite word bad "Zúæ�" occurred within the list of similar words to 

the word good "YJk. ". The CBOW model with 50 dimensions is not an appropriate option 

because the word natural "ùªJJ.£" occurs as a similar word to both the words good "YJk. " 
and bad "Zúæ�". The word natural "ùªJJ.£" can be classifed as either positive or negative, so 

any models having this word in the similar words list are not considered, which are the SG 

with 50 dimensions and the CBOW with 100 dimensions. As a result of this analysis, the 
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most convenient model to be selected for this study is the CBOW with 200 dimensions. A 

very low dimension indicates not enough trained data to represent similar words, but a very 

high dimension leads to overtrained models. 

Building the GloVe models for the Arabic language is implemented using the available 

code in Pennington et al. (2014b). The Abu El-khair Corpus was used to represent the Arabic 

words in vectors. The same attributes of the best model in word2vec were applied to create 

the GloVe model. These attributes are: not considering words that occur less than fve times in 

the corpus, the window size of fve, and the dimension of 200. Also, the same attributes were 

used to build the fastText model, and the code available in Bojanowski et al. (2017) was used 

to build the model based on the Abu El-khair Corpus. After building the word embedding 

models based on the Abu El-khair Corpus, three models that have the same attributes as the 

previous models were built using the Arabic Twitter Corpus. However, the window size was 

changed to three instead of fve because the length of the tweets was small. 

5.5 Summary 

This chapter reports some defnitions of the word embedding and describes some techniques 

of them which are Word2vec, GloVe, and fastText. Then, it describes the Abu El-khair corpus, 

the process of parsing, and extracting the text from it. Also, it proposes the Arabic Twitter 

corpus and explains the pre-processing of the corpus. It details the techniques of training 

different word embedding models using the two corpora. Finally, it evaluates different 

Word2vec models to be used for the sentiment classifcation. In the next chapter, sentiment 

classifcations are presented in detail. 



Chapter 6 

Feature Sets and Classifers for 

Sentiment Analysis 
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6.1 Overview 

There is a lack of tools that preprocess and deal with Arabic text. In Subsection 2.3.1, it was 

mentioned, that there is complexity in Arabic, because of the multiple forms for a single 

word. Al-Nashashibi (2014) addressed different methods for extracting Arabic roots. We 

tried Tashsphyne Arabic Light Stemmer (Zerrouki, 2012) as a stemmer and roots generator 

for Arabic words in the datasets. However, as we see in Table 6.1, it was not an accurate 

tool to do the stemming and root generating. This tool might be excellent for text that is 

written in Modern Standard Arabic but it is not appropriate for our dataset. Table 6.1 shows 

an example of a tweet and clarifes the stem and root forms of each word in the tweet. In 

Table 6.1 Examples of words in a tweet and their stem and root forms using Tashsphyne 
Arabic Light Stemmer 

Original word Stemmed word Root of the word 
�HAÓYmÌ'@ AÓYg ÐYg 
éJj�Ë@ l�� l�� 
úæË

�
@ - -

AêÓY®
��
K ÐY¯

�
ÐY¯

�

�HAJ® �� ��Ö
� 

Ï @ ­�� ­�� 
�
èPA

�
JÜØ PA

�
JÓ QÓ 

Table 6.1, the word �
���Ö

� 
@ has the stem and root form ­�

� while the stem form should HAJ® � Ï

�be ù® �� ��Ó
� and the root ù® �� ��

� 
@ . Moreover, the word èPA

�
JÜØ has the stem form PA

�
JÓ and the 

root form QÓ , while the stem form should be PA
�
JÜØ and the root form should be PA

�
JÓ@ . 

This chapter explains an alternative way to prevent the multiple forms of a word in Arabic 

using different sentiment analysis levels. In addtion, all the sentiment analysis experiments 

using various features and machine learning methods are described in this chapter. Finally, 

the sentiment analysis experiments results will be explored using the proposed classifers and 

features. 

http:roots.We


	


	






	







	




	

105 6.2 Sentiment Analysis Levels 

6.2 Sentiment Analysis Levels 

This study applies sentiment classifcation on short messages (tweets) in Arabic. As the 

tweets contain a limited number of words, there is a need to expand the number of features, by 

considering each single character in a tweet. Moreover, some words are split into sub-words in 

order to generate more features, and some words that have many forms are normalised. This is 

� �an example of a tweet in the AHS dataset: " èPA
�
JÜØ HAJ® �� ��Ö

� 
Ï @ AêÓY®

��
K úæË

�
@ éJj�Ë@ HAÓYmÌ'@" 

and the translation in English is: "The health services that are provided by hospitals are 

excellent". This section describes the different sentiment analysis levels that were used in 

this study, with examples for this tweet. 

6.2.1 Character Level (Char-Level) 

This level splits a tweet in both datasets into character rather than words and each charchter 

in the short message becomes a single feature. For example, the previously mentioned tweet 

becomes in Char-Level [’T’, ’h’, ’e’, ’ ’, ’h’, ’e’, ’a’, ’l’, ’t’, ’h’, ’ ’, ’s’, ’e’, ’r’, ’v’, ’i’, ’c’, 

’e’, ’s’, ’ ’, ’t’, ’h’, ’a’, ’t’, ’ ’, ’a’, ’r’, ’e’, ’ ’, ’p’, ’r’, ’o’, ’v’, ’i’, ’d’, ’e’, ’d’, ’ ’, ’b’, ’y’, ’ ’, 

’h’, ’o’, ’s’, ’p’, ’i’, ’t’, ’a’, ’l’, ’s’, ’ ’, ’a’, ’r’, ’e’, ’ ’, ’e’, ’x’, ’c’, ’e’, ’l’, ’l’, ’e’, ’n’, ’t’]. For 

�the Arabic text, this is [ ’ @’, ’È’, ’p’, ’X’, ’Ð’, ’ @’, ’H’, ’’, ’ @’, ’È’, ’�’, ’h’, ’ø’, ’ è’, ’’, ’ @’, 
�� � �’È’, ’H’, ’ø’, ’’, ’ H� ’, ’�’, ’X’, ’Ð’, ’ è’, ’ @’, ’’, ’ @’, ’È’, ’Ð’, ’�’, ’H’, ’��’, ’¬’, ’ø’, ’ @’, ’H’, 

’’, ’Ð’, ’Ð’, ’H� ’, ’ @’, ’P’, ’ è’]. In the Arabic example, there are six words and 39 characters. 

6.2.2 Character 3-Gram Level (Ch3gram-Level) 

Arabic is a complicated language in terms of the variety of words that are generated from 

the root word. There are many forms as has been explained in Chapter 3. Most of the words 

in Arabic are derived from the root, which consists of three consonant letters and forms a 

verb. When some affxes are added to the root, it transforms the word into different forms. 
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There are ffteen possible forms known as " à@Pð B@ Alawzaan" (Alsaad and Abbod, 2014). 

Each form has its own basic meaning and the meaning is linked to the root. For instance, the 

word I�
J» ktb means write. When the letter Ð meem is added as a prefx to the word, and the . 

� �letter è teh marbuta is added as a suffx to the word, it becomes éJ.
�
JºÓ mktbp which means 

library. Also, if the two letters � seen and ø yeh are added as prefxes to the root and the 

two letters ð waw and à noon are added as a suffx to the root, the word becomes àñJ.
�
JºJ� 

syktbwn, which means "they will write". 

Due to the lack of an accurate tool to do the pre-processing for the Arabic text, the 

Ch3gram-Level will be used, which will divide any word that has more than three letters 

into 3-grams. For example, the aforementioned tweet in the English translation becomes 

in Ch3gram-Level ["The", "hea", "eal", "alt", "lth", "ser", "erv", "rvi", "vic", "ice", "ces", 

"tha", "hat", "are", "pro", "rov", "ovi", "vid", "ide", "ded", "by", "hos", "osp", "spi", "pit", 

"ita", "tal", "als", "are", "exc", "xce", "cel", "ell", "lle", "len", "ent"]. Also, the Ch3gram-

�Level in Arabic is [ ’ tÌ'@’, ’YmÌ’, ’ÐYg’, ’ AÓX’, ’HAÓ’, ’’, ’�Ë@’, ’i�Ë’, ’úm��’, ’ éJk’, ’’, ’ IË� @’, 
� � �� � � �’úæË

� ’, ’’, ’Y®
�
K’, ’ÐY¯’, ’ éÓX’, ’ AêÓ’, ’’, ’ÕË @’, ’�ÖÏ’, ’I�Ó’, ’���

� ’, ’­��’, ’ù®��’, ’ AJ¯’, ’HAK’, 

’’, ’ � ’ A�JÓ’, ’PA
�
K’, ’ èP@’ ]. The number of features in this Arabic example is 27. IÜØ’, 

6.2.3 Character 5-Gram Level (Ch5gram-level) 

The number of characters is extended and the 5-gram is used on any words that have more 

than fve lettters. The reason for choosing the number fve is because the average length of all 

the words in the AHS dataset equals fve. For example, the Ch5gram-Level for the English 

translation is [ ’The’, ’healt’, ’ealth’, ’servi’, ’ervic’, ’rvice’, ’vices’, ’that’, ’are’, ’provi’, 

’rovid’, ’ovide’, ’vided’, ’by’, ’hospi’, ’ospit’, ’spita’, ’pital’, ’itals’, ’are’, ’excel’, ’xcell’, 

�’celle’, ’ellen’, ’llent’ ], and the Ch5gram-Level in Arabic is [ ’ÐYmÌ'@’, ’ AÓYmÌ’, ’HAÓYg’, ’’, 

� �’új�Ë@’, æË@’, ’’, ’ éÓY
�

¯’, ’’, ’ � Ï @’, ’���Ö
� ’, ’­���Ó

� ’, ���
� ’,’ éJj�Ë’, ’’, ’ú �

®
�
K’, ’ AêÓY

�
I�Ö Ï ’ù® � 
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�’ AJ® �� �’, ’ �HAJ®��’, ’’, ’PA
�
JÜØ’, ’ èPA

�
JÓ’ ]. The number of distinctive features for this Arabic 

example is 16. 

6.2.4 Stanford Tokenization Level (StanfordToken-Level) 

StanfordToken-Level is implemented using Stanford CoreNLP natural language software 

(Manning et al., 2014). It has several functions and one of them is tokenizing the text. This 

tokenizer is benefcial when using it with Arabic text, because of its ability to split some 

Arabic linked object pronouns that are linked to nouns, verbs, adjectives, etc. In order to 

tokenize the Arabic text using Stanford Tokenizer, we need to download the Arabic CoreNLP 

Server and run it on the computer. Then, we used the pycorenlp Python package to connect 

to the server using the class StanfordCoreNLP. This class has a function called annotate, 

which takes two inputs; the text and properties. In the properties, we can specify the required 

Stanford CoreNLP functions, such as POS, Lemmas, Tokenization, etc. The challenge in this 

method is extracting the tokens from the output which is a Python dictionary. 

After tokenizing the tweets, many tokens contain only one character and they will be 

removed. For example, the word AêÓY®
��
K is a feminine present verb with an object pronoun 

�at the end of the word. The root and the past tense of the word is ÐY¯. When adding the 
��letter H to the beginning of the root word, it will become ÐY®
�
K, which is the feminine present 

verb form. The object pronoun Aë means her linked to the end of the feminine present verb, 

to make the word AêÓY®
��
K. When this word is tokenized based on the StanfordToken-Level, 

�there will be two tokens which are the feminine present verb form ÐY®
�
K and the object 

�pronoun Aë. The StanfordToken-Level for the example tweet in Arabic is [ ’HAÓYmÌ'@’, 
�’új�Ë@’, ’ è’, æË@’, ’ÐY®
�
K’, ’ Aë’, ’ � ���Ö

� 
Ï @’,’ú �

HAJ® � ’ èPA
�
JÜØ’ ]. However, when we use this tool to 

tokenize English text, the text will be tokenized based on the words only. 
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6.2.5 Word Level (Word-Level) 

Word-Level is the most commonly used level in sentiment analysis and text classifcation, 

even for short messages. Each word in a tweet is a single feature, and the tweet is split 

by spaces " ". For instance, [ ’The’, ’health’, ’services’, ’that’, ’are’, ’provided’, ’by’, 

�’hospitals’, ’are’, ’excellent’ ]. Also, the Arabic example is [ ’HAÓYmÌ'@’, ’ éJj�Ë@’, ’úæË
�

@’, 

�’ AêÓY®
��
K’, ’HAJ® �� ��Ö

� 
Ï @’, ’ èPA

�
JÜØ’ ]. The number of features in the Arabic example is 6. 

6.2.6 Word Bigram Level (Word-Bigram-Level) 

Word-Bigram-Level focuses on combining two words in a tweet as one feature using the 

2-gram or bigram method. The number of features is reduced in this level compared to 

the Word-Level. Applying Word-Bigram-Level on the example tweet gives [ ’The health’, 

’health services’, ’services that’, ’that are’, ’are provided’, ’provided by’, ’by hospitals’, ’hos-

�pitals are’, ’are excellent’ ]. Also, the Arabic example is [’ éJj�Ë@ HAÓYmÌ'@’, ’úæË
�

@ éJj�Ë@’, 

� �’ AêÓY®
��
K úæË

�
@’, ’HAJ® �� ��Ö

� 
Ï @ AêÓY®

��
K’, ’ èPA

�
JÜØ HAJ® �� ��Ö

� 
Ï @’]. The number of features in the Ara-

bic example is 5. 

6.3 Using Different Machine Learning Algorithms 

The following subsections describe all the used features and different ML models for senti-

ment classifcation. Also, the evaluations of these models will be presented as well. 

6.3.1 Different Machine Learning Algorithms 

Various machine learning classifers are used to do the sentiment analysis. Scikit-learn, also 

known as sklearn, is used in this thesis (Pedregosa et al., 2011). It is a Python tool for data 

analysis. This package contains a range of machine learning methods to implement super-

vised and unsupervised learning, and other functions such as preprocessing, dimensionality 
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reduction, model selection, etc. It is built on NumPy (Van der Walt et al., 2011), SciPy (Jones 

et al., 2001), and matplotlib (Hunter, 2007) to simplify the data distribution and the data 

visualisation. In this section, we will use three different feature selection techniques for the 

sentiment classifcation, which are TF, TF-IDF, and Part of Speech (POS) tagging. Each 

text token will be presented by a numeric value using TF and TF-IDF techniques, explained 

in Section 3.4.5. In the POS technique, the required POS tagging classes of the words 

will be represented by numeric values. There will be more details about feature selection 

in Subsection 6.3.1. Also, we will use seven machine learning methods from the sklearn 

package that are: 

1. Multinomial Naive Bayes (MNB) 

2. Bernoulli Naive Bayes (BNB) 

3. Nu-Support Vector Classifcation (NSVC) 

4. Linear Support Vector Classifcation (LSVC) 

5. Logistic Regression (LR) 

6. Stochastic Gradient Descent (SGD) 

7. Ridge Classifer (RDG) 

We will apply these algorithms on the proposed sentiment classifcation problem to 

predict the class (positive and negative). We will use different features and different sentiment 

analysis levels to improve the classifcation. The used features with the previous Machine 

Learning algorithms are: 

• Term Frequency (TF): sklearn has a class called TfidfVectorizer which trans-

forms documents to a matrix that contains TF-IDF weighted features using the 

fit_transform method. It has many parameters, such as analyzer which is used 
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for specifying the kinds of features and whether they are words or characters. Also, 

ngram_range builds the n-gram using minimum and maximum values. Another used 

class is TfidfTransformer, to convert a count matrix to weighted TF or TF-IDF 

using the transform method, and one of its parameters is use_idf. When the value 

of the parameter is False, the terms will be weighted using TF only. 

• Term Frequency Inverse Document Frequency (TF-IDF): has the same steps as 

TF, but the only difference is using the default value in the use_idf parameter, which 

is True. This parameter is to calculate the inverse-document-frequency of the terms. 

• Part of Speech Tagging (POS): is applied using the Stanford CoreNLP – natural 

language software (Manning et al., 2014) for the Arabic language (Green and Manning, 

2010) and the CountVectorizer class which is one of the classes in scikit-learn. Stan-

ford CoreNLP has tools for human language technology and it has packaged models 

for several languages, Arabic being one of them. It has different functionalities to 

generate Part of Speech, Lemmas, Constituency Parse, Words Dependency, Sentiment, 

etc. 

There is a Python package, that is called py-corenlp for Stanford CoreNLP. It provides 

an API to connect to the Stanford CoreNLP server and do some text processing us-

ing the available functionalities in the Stanford CoreNLP (Milli, 2016). The Part of 

Speech Tagging annotation is used to classify each word into its type, Verbs Adjec-

tives, Comparatives, and Superlatives are considered. A list was built that contains 

Verbs and Adjectives in order to utilise them as features for the sentiment classifca-

tion. Figure 6.1 shows the Part of Speech tagging for the example tweet, which is 

� �" èPA
�
JÜØ HAJ® �� ��Ö

� 
Ï @ AêÓY®

��
K úæË

�
@ éJj�Ë@ HAÓYmÌ'@". 

In order to use various machine learning classifers, the words need to be converted to 

numeric features; and CountVectorizer converts a text to a matrix of token counts 
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Fig. 6.1 An example of the Part of Speech Tagging on an Arabic tweet 

using both the tokenization and its frequency counting in this class. It has the same 

parameters as TfidfVectorizer, and one of them is vocabulary used either to map 

a Python dictionary or iterate over terms. The created Part of Speech Tagging list is 

iterated using the vocabulary parameter. 

6.3.2 Evaluation and Discussion on Using Different Machine Learning 

Algorithms 

We will use the accuracy to evaluate the performance of the classifers. We use 10-fold Cross 

Validation to evaluate each model with the three different feature sets. Also, the variations 

of 10-fold Cross Validation are calculated. There are six different tables from Table 6.2 to 
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Table 6.7 that contain the accuracy and the variation results for different sentiment analysis 

levels. In each table the highest accuracy for each dataset has been emboldened. Table 6.2 

shows the accuracy of the seven used ML models using the features based on the Main-AHS 

and Sub-AHS datasets. Using the part of speech tagging, as a feature selection, is not 

applicable in the Char-Level. The accuracy for tha Main-AHS are between 0.7700 and 

0.8199 and the accuracy for tha Sub-AHS are between 0.7985 and 0.8459. 

Table 6.2 The accuracy and the standard deviation of all the ML classifers with the three text 
feature selection (TF, TF-IDF, POS), on the Main-AHS and the Sub-AHS datasets, based on 
the Char-Level 

Main-AHS Sub-AHS 

TF TF-IDF POS TF TF-IDF POS 

MNB 0.7904 
(+/- 0.11) 

0.7983 
(+/- 0.13) N/A 

0.8026 
(+/- 0.27) 

0.8076 
(+/- 0.25) N/A 

BNB 0.7700 
(+/- 0.20) 

0.7745 
(+/- 0.24) N/A 

0.7985 
(+/- 0.24) 

0.7997 
(+/- 0.20) N/A 

NSVC 0.8199 
(+/- 0.18) 

0.8130 
(+/- 0.20) N/A 

0.8429 
(+/- 0.25) 

0.8424 
(+/- 0.16) N/A 

LSVC 0.8198 
(+/- 0.20) 

0.8164 
(+/- 0.19) N/A 

0.8452 
(+/- 0.24) 

0.8430 
(+/- 0.19) N/A 

LR 0.8189 
(+/- 0.16)) 

0.8164 
(+/- 0.17) N/A 

0.8441 
(+/- 0.21) 

0.8459 
(+/- 0.18) N/A 

SGDC 0.8070 
(+/- 0.20) 

0.8031 
(+/- 0.27) N/A 

0.8262 
(+/- 0.32) 

0.8251 
(+/- 0.33) N/A 

RDG 0.8139 
(+/- 0.21) 

0.8149 
(+/- 0.21) N/A 

0.8435 
(+/- 0.23) 

0.8447 
(+/- 0.19) N/A 

Table 6.3 illustrates the accuracy performance of the different machine learning algorithms 

with the TF, TF-IDF and POS as features. The results in the Ch3gram-Level improve in 

comparison to the results in the Char-Level. They are between 0.8618 and 0.9072 for the 

Main-AHS, and for the Sub-AHS the results are in a range between 0.8631 and 0.9307. The 

POS feature is not suitable for this level, due to the majority of the verbs and adjectives in 

Arabic having a length over three characters. 



113 6.3 Using Different Machine Learning Algorithms 

Table 6.3 The accuracy and the standard deviation of all the ML classifers with the three text 
feature selection (TF, TF-IDF, POS), on the Main-AHS and the Sub-AHS datasets, based on 
the Ch3gram-Level 

Main-AHS Sub-AHS 

TF TF-IDF POS TF TF-IDF POS 

MNB 0.8914 
(+/- 0.21) 

0.8855 
(+/- 0.20) N/A 

0.9215 
(+/- 0.13) 

0.9221 
(+/- 0.11) N/A 

BNB 0.8974 
(+/- 0.19) 

0.8958 
(+/- 0.23) N/A 

0.9284 
(+/- 0.13) 

0.9284 
(+/- 0.19) N/A 

NSVC 0.8618 
(+/- 0.25) 

0.8894 
(+/- 0.30) N/A 

0.8666 
(+/- 0.13) 

0.8632 
(+/- 0.14) N/A 

LSVC 0.9018 
(+/- 0.18) 

0.9072 
(+/- 0.20) N/A 

0.9296 
(+/- 0.15) 

0.9261 
(+/- 0.13) N/A 

LR 0.8885 
(+/- 0.20) 

0.8722 
(+/- 0.25) N/A 

0.9128 
(+/- 0.12) 

0.8961 
(+/- 0.20) N/A 

SGDC 0.8929 
(+/- 0.24) 

0.8973 
(+/- 0.23) N/A 

0.9267 
(+/- 0.13) 

0.9232 
(+/- 0.15) N/A 

RDG 0.8998 
(+/- 0.19) 

0.8998 
(+/- 0.21) N/A 

0.9307 
(+/- 0.10) 

0.9284 
(+/- 0.14) N/A 

Table 6.4 The accuracy and the standard deviation of all the ML classifers with the three text 
feature selection (TF, TF-IDF, POS), on the Main-AHS and the Sub-AHS datasets, based on 
the Ch5gram-Level 

Main-AHS Sub-AHS 

TF TF-IDF POS TF TF-IDF POS 

MNB 0.8914 
(+/- 0.19) 

0.8924 
(+/- 0.23) 

0.8879 
(+/- 0.19) 

0.9209 
(+/- 0.20) 

0.9220 
(+/- 0.18) 

0.9191 
(+/- 0.20) 

BNB 0.8815 
(+/- 0.18) 

0.8835 
(+/- 0.25) 

0.8933 
(+/- 0.20) 

0.9140 
(+/- 0.15) 

0.9128 
(+/- 0.18) 

0.9278 
(+/- 0.15) 

NSVC 0.8569 
(+/- 0.28) 

0.8919 
(+/- 0.24) 

0.8825 
(+/- 0.27) 

0.8707 
(+/- 0.28) 

0.8944 
(+/- 0.35) 

0.8949 
(+/- 0.23) 

LSVC 0.9008 
(+/- 0.27) 

0.9017 
(+/- 0.24) 

0.9032 
(+/- 0.17) 

0.9307 
(+/- 0.18) 

0.9272 
(+/- 0.10) 

0.9324 
(+/- 0.11) 

LR 0.8761 
(+/- 0.26) 

0.8504 
(+/- 0.20) 

0.8845 
(+/- 0.20) 

0.9007 
(+/- 0.21) 

0.8649 
(+/- 0.11) 

0.9070 
(+/- 0.15) 

SGDC 0.8954 
(+/- 0.26) 

0.8918 
(+/- 0.30) 

0.8954 
(+/- 0.18) 

0.9302 
(+/- 0.19) 

0.9272 
(+/- 0.09) 

0.9307 
(+/- 0.07) 

RDG 0.8993 
(+/- 0.24) 

0.8948 
(+/- 0.25) 

0.9022 
(+/- 0.18) 

0.9273 
(+/- 0.18) 

0.9180 
(+/- 0.13) 

0.9347 
(+/- 0.17) 
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Table 6.4, Table 6.5 and Table 6.6 present the accuracy results for the ML models using 

the three different sentiment levels that are the Ch5gram-Level, the StanfordToken-Level 

and the Word-Level. The three experiments’ results are similar and they are between the 

range of 0.8455 to 0.9132 for the Main-AHS and for the Sub-AHS, they are in the range 

of 0.8568 to 0.9406. Table 6.5 provides the results using the StanfordToken-Level and it 

has the best accuracies, 0.9132 for the Main-AHS using LSVC with the POS feature and 

0.9406 for the Sub-AHS using SGDC with the POS feature as well. Overall, the POS feature 

selection has the best accuracy results. In the Ch5gram-Level, the POS feature is the best for 

all classifers except MNB and NSVC as well as in the StanfordToken-Level, the POS has 

the best accuracy performance for all classifers except the NSVC. 

Table 6.5 The accuracy and the standard deviation of all the ML classifers with the three text 
feature selection (TF, TF-IDF, POS), on the Main-AHS and the Sub-AHS datasets, based on 
the StanfordToken-Level 

Main-AHS Sub-AHS 

TF TF-IDF POS TF TF-IDF POS 

MNB 0.8914 
(+/- 0.16) 

0.8904 
(+/- 0.16) 

0.8890 
(+/- 0.23) 

0.9180 
(+/- 0.20) 

0.9186 
(+/- 0.13) 

0.9192 
(+/- 0.13) 

BNB 0.8968 
(+/- 0.14) 

0.9002 
(+/- 0.24) 

0.9018 
(+/- 0.24) 

0.9296 
(+/- 0.24) 

0.9301 
(+/- 0.13) 

0.9302 
(+/- 0.23) 

NSVC 0.8707 
(+/- 0.14) 

0.8988 
(+/- 0.22) 

0.8860 
(+/- 0.20) 

0.8903 
(+/- 0.24) 

0.9030 
(+/- 0.27) 

0.8984 
(+/- 0.1930) 

LSVC 0.9121 
(+/- 0.11) 

0.9091 
(+/- 0.16) 

0.9132 
(+/- 0.21) 

0.9405 
(+/- 0.23) 

0.9319 
(+/- 0.18) 

0.9400 
(+/- 0.24) 

LR 0.8855 
(+/- 0.21) 

0.8568 
(+/- 0.18) 

0.8904 
(+/- 0.22) 

0.9053 
(+/- 0.21) 

0.8735 
(+/- 0.18) 

0.9174 
(+/- 0.14) 

SGDC 0.9102 
(+/- 0.14) 

0.9047 
(+/- 0.18) 

0.9063 
(+/- 0.26) 

0.9347 
(+/- 0.22) 

0.9359 
(+/- 0.14) 

0.9406 
(+/- 0.23) 

RDG 0.9043 
(+/- 0.13) 

0.8953 
(+/- 0.16) 

0.9097 
(+/- 0.24) 

0.9353 
(+/- 0.20) 

0.9221 
(+/- 0.12) 

0.9405 
(+/- 0.24) 
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Table 6.6 The accuracy and the standard deviation of all the ML classifers with the three text 
feature selection (TF, TF-IDF, POS), on the Main-AHS and the Sub-AHS datasets, based on 
the Word-Level 

Main-AHS Sub-AHS 

TF TF-IDF POS TF TF-IDF POS 

MNB 0.8919 
(+/- 0.22) 

0.8865 
(+/- 0.21) 

0.8889 
(+/- 0.10) 

0.9255 
(+/- 0.19) 

0.9146 
(+/- 0.17) 

0.9220 
(+/- 0.19) 

BNB 0.8914 
(+/- 0.20) 

0.8870 
(+/- 0.18) 

0.8884 
(+/- 0.17) 

0.9186 
(+/- 0.24) 

0.9169 
(+/- 0.12) 

0.9226 
(+/- 0.12) 

NSVC 0.8736 
(+/- 0.24) 

0.8963 
(+/- 0.19) 

0.8667 
(+/- 0.08) 

0.8886 
(+/- 0.20) 

0.9019 
(+/- 0.39) 

0.8995 
(+/- 0.21) 

LSVC 0.9018 
(+/- 0.18) 

0.9013 
(+/- 0.16) 

0.9037 
(+/- 0.14) 

0.9388 
(+/- 0.1547) 

0.9324 
(+/- 0.07) 

0.9394 
(+/- 0.17) 

LR 0.8722 
(+/- 0.25) 

0.8455 
(+/- 0.15) 

0.8850 
(+/- 0.12) 

0.8938 
(+/- 0.21) 

0.8568 
(+/- 0.1467) 

0.9117 
(+/- 0.1597) 

SGDC 0.8973 
(+/- 0.17) 

0.8983 
(+/- 0.18) 

0.8934 
(+/- 0.20) 

0.9313 
(+/- 0.13) 

0.9348 
(+/- 0.13 

0.9330 
(+/- 0.17) 

RDG 0.9018 
(+/- 0.20) 

0.8905 
(+/- 0.19) 

0.9028 
(+/- 0.11) 

0.9302 
(+/- 0.12) 

0.9296 
(+/- 0.16) 

0.9394 
(+/- 0.19) 

Table 6.7 The accuracy and the standard deviation of all the ML classifers with the three text 
feature selection (TF, TF-IDF, POS), on the Main-AHS and the Sub-AHS datasets, based on 
the Word-Bigram-Level 

Main-AHS Sub-AHS 

TF TF-IDF POS TF TF-IDF POS 

MNB 0.8352 
(+/- 0.10) 

0.8006 
(+/- 0.14) N/A 

0.8522 
(+/- 0.12) 

0.8101 
(+/- 0.18) N/A 

BNB 0.7414 
(+/- 0.13) 

0.7408 
(+/- 0.12) N/A 

0.7558 
(+/- 0.09) 

0.7535 
(+/- 0.13) N/A 

NSVC 0.8201 
(+/- 0.58) 

0.7929 
(+/- 0.22) N/A 

0.8396 
(+/- 0.53) 

0.8151 
(+/- 0.48) N/A 

LSVC 0.8376 
(+/- 0.11) 

0.8169 
(+/- 0.24) N/A 

0.8528 
(+/- 0.15) 

0.8308 
(+/- 0.17) N/A 

LR 0.7730 
(+/- 0.18) 

0.7182 
(+/- 0.09) N/A 

0.7812 
(+/- 0.14) 

0.7304 
(+/- 0.10) N/A 

SGDC 0.8435 
(+/- 0.11) 

0.8223 
(+/- 0.20) N/A 

0.8568 
(+/- 0.18) 

0.8407 
(+/- 0.18) N/A 

RDG 0.8223 
(+/- 0.14) 

0.7942 
(+/- 0.24) N/A 

0.8349 
(+/- 0.14) 

0.8014 
(+/- 0.18) N/A 
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Finally, Table 6.7 shows the accuracy results for different ML methods using the Word-

Bigram-Level and they are the worst results in comparison to the other levels. The results are 

between 0.7182 and 0.8435 for the Main-AHS and they are from 0.7304 to 0.8568 for the 

Sub-AHS. 

Both Figure 6.2 and Figure 6.3, show the accuracy in histogram for both datasets: Main-

AHS and Sub-AHS. They summarise the results for all of the different sentiment levels using 

different machine learning algorithms with different features. We do not use the POS tagging 

feature selection in three levels: Char-Level, Ch3gram-Level, and Word-Bigram-Level. All 

of these levels are not appropriate to extract the POS tagging because the features in these 

levels are either: characters, three characters (not a meaningful word), or a combination of 

two words. 
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Fig. 6.2 The accuracy for the Main-AHS dataset using different machine learning models, 
with the three used features based on different sentiment analysis levels 

It is clear from both fgures that the Char-Level and the Word-Bigram-Level have lower 

accuracies compared to the other levels. In the Char-Level, the BNB classifer has the lowest 

accuracies for both datasets indicating 0.77 for the Main-AHS and 0.79 for the Sub-AHS. On 
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Fig. 6.3 The accuracy for the Sub-AHS dataset using different machine learning models, 
with the three used features based on different sentiment analysis levels 

the other hand, the NSVC, LSVC, LR, and RDG classifers have the highest classifcation 

results that are around 0.81 for Main-AHS and 0.84 for the Sub-AHS. In general, all the 

used ML algorithms have similar results using both TF and TF-IDF features. In the Word-

Bigram-Level, the lowest accuracy is about 0.71 for Main-AHS using LR classifer and 

TF-IDF feature selection and 0.73 for Sub-AHS. The BNB method is the second lowest 

results for both feature selections (TF and TF-IDF) that are about 0.74 for the Main-AHS 

and around 0.75 for the Sub-AHS. In contrast, the powerful ML classifer is SGDC using TF 

feature selection and the results are around 0.84 for the Main-AHS and about 0.85 for the 

Sub-AHS. The TF have better results compared with the TF-IDF in all used ML classifers in 

Word-Bigram-Level. The variations between the two features are slightly large except in the 

BNB method because the features are converted to binary numbers either (0 and 1) instead 

of foat number. There is a binarize parameter in naive_bayes.BernoulliNB class in 

sklearn package with a threshold equals 0.5 to convert the feature over the threshold to 1, 

otherwise to 0. 
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The results in the Ch3gram-Level, the Ch5gram-Level, the StanfordToken-Level, and 

the Word-Level are generally almost similar in both graphs. The range of the results in 

these levels are between 0.84 and 0.91 for the Main-AHS and between 0.85 and 0.94 for 

the Sub-AHS. In all the four different levels, the LSVC shows the greatest classifcation 

results for the Main-AHS and the RDG, SGDC, and LSVC are the best used algorithms in 

the Sub-AHS. The StanfordToken-Level has the highest accuracy, which is over 0.91 in the 

Main-AHS, and it is the only level that reaches 0.94 for the Sub-AHS. In addition, in the 

Ch5gram-Level, the StanfordToken-Level, and the Word-Level where we used POS tagging 

as a feature selection, it almost presents better features extractions compared with TF and 

TF-IDF. 

As a result, the length of the documents in the Char-Level is large compared with other 

levels and the number of features are limited to Arabic characters only. These caused the low 

classifcation results as we used TF and TF-IDF feature selection. In the Word-Bigram-Level, 

the features are large and the term frequency of one feature is rare due to the fexibility in 

the word order in Arabic. Therefore, the classifcation results in this level are low using the 

different ML methods. 

6.4 Convolutional Neural Network (CNN) Models 

CNN are feed-forward neural network and they consist of different layers that are: the input 

layer, the convolutional layer, the pooling layer, the fully connected layer, and the output 

predictions layer. 

• Input Layer: it contains the vectors of the input data and in our case are the tokens 

of the text based on different levels. This layer must have a fxed number of vectores 

and dimensions. The number of vectors in the text data will be based on the longest 
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document in our case (tweet). Table 6.8 shows the number of vectors, where each 

vectore represents a token based on different sentiment analysis levels. 

Table 6.8 The size of the longest tweets in AHS dataset based on different levels 

Sentiment analysis The size of 
levels the longest tweet 

Char-Level 241 
Ch3gram-Level 148 
Ch5gram-Level 87 

StanfordToken-Level 67 
Word-Level 52 

Word-Bigram-Level 51 

• Convolutional Layer: there are different window sizes in this layer that slide or 

convolve over a matrix in order to generate the features. It uses nonlinear activation 

functions like ReLU or tanh. There is a stride window size that can have an effect on 

generating the features, which is the size of shifting the windows over the matrix. The 

windows can also be called kernels, flters, or feature detectors. 

• Pooling Layer: also called the subsampling or downsampling layer and is used after 

the Convolutional Layer. It generates subsamples from the Convolutional Layer using 

a max function for each flter. It reduces the dimensions and generates the important 

features. The max function is the most commonly used function in the pooling layer, 

where some users might use other functions, such as average, sum. 

• Fully Connected Layer: this can be called the affne layer, and it contains neurons 

that have full connections to the previous layer. It takes the outputs’ high-level features 

from the convolutional and pooling layers as input in order to classify them based on 

classes of the dataset. It applies the softmax activation function. 
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Each layer might be repeated depending on the structure of the network and the complex-

ity of the problem that needs to be solved. CNN shows robust learning in computer vision 

systems, such as in Li et al. (2015) and Lin et al. (2015). 

Kim (2014) introduced a text classifcation model using CNN and the model performance 

obtained good classifcation accuracy. This thesis proposes two CNN sentiment classifcation 

models, which are in next two subsections. 

6.4.1 CNN Model 

This is slightly modifed from Kim (2014) in order to apply it on both the Main-AHS and 

Sub-AHS datasets, using different sentiment analysis levels to do the text classifcation. 

Figure 6.4 clarifes the structure of the CNN model and the different layers. Also, it shows an 

example of representing and padding an Arabic tweet in order to classify it as either positive 

or negative. 

Fig. 6.4 CNN model architecture with an example tweet to classify it as either Positive or 
Negative. 
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The steps taken to do the classifcation process in the CNN model are: 

1. Loading the Main-AHS or Sub-AHS dataset fles as text fles. 

2. Filtering the text from special characters, numbers, punctuation, etc. 

3. Generating different sentiment levels, as mentioned earlier in this chapter. 

4. Calculating the length of the tweets and fnding a tweet that has the maximum length. 

5. Padding each tweet to the maximum tweet length such as 52 tokens as the maximum 

length of the tweets when using Word-Level. The <PAD> token is commonly used in 

NLP tasks to pad the sentences to the maximum sentence length and here it is the same. 

The reason for that is to effciently batch the data as it must have the same length to do 

the batching. 

6. Building a vocabulary index based on all of the vocabularies that occur in the used 

dataset. Mapping each word in the used dataset to an integer index between 0 and the 

vocabulary size based on different datasets and sentiment levels, such as 6900 words 

when using the Word-Level for the Main-AHS. Each tweet is represented as a vector 

of foat. 

7. Representing each token in the tweet by its word embedding vectors. The word 

embedding models were trained using the sentiment dataset with the 200 dimension. 

Each tweet is represented as a W×V matrix where W is the maximum length of the 

tweet, such as W = 52 for Word-Level, and V is the word embedding dimension (V = 

200). 

8. Splitting the datasets randomly to 80% for the training set and 20% for the test set. 

9. Sliding four flters of different sizes (2, 3, 4, and 5) over the input matrix to generate new 

features. Also, applying the Rectifed Linear Unit (ReLU) as a non-linear activation 

function to obtain the same shape as the feature map. 
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10. Reducing the dimensionality by using the max function in the Pooling Layer. It 

applied to each window result by extracting the maximum element in the feature. 

11. Computing the class scores in the Fully Connected Layer: using the softmax activa-

tion function in order to predict the class. 

6.4.2 Evaluation and Discussion of the CNN Model 

We will evaluate CNN model by measuring the accuracy on the test set which is 20% of 

the whole dataset and it is randomly divided. We measure the performance of the model 

over 100 epochs using the fve different sentiment levels. Table 6.9 compares the accuracy 

Table 6.9 The accuracy of the CNN model for the Main-AHS and the Sub-AHS datasets 
based on the test set using different sentiment levels 

Sentiment Analysis Levels Main-AHS Sub-AHS 

Char-Level 0.8374 0.8576 
Ch3gram-Level 0.8892 0.9108 
Ch5gram-Level 0.9015 0.9251 
StanfordToken-Level 0.9154 0.9395 
Word-Level 0.9113 0.9337 
Word-Bigram-Level 0.8596 0.8905 

performances of the CNN Model using different sentiment analysis levels for both the Main-

AHS and the Sub-AHS datasets. The StanfordToken-Level and the Word-Level have the 

highest results in both datasets compared with other levels. 

The features in this model are represented by vectors with 200 dimensions. There are 

four different flters that convolve over the vectors of the tweets, which are represented in 

different sentiment levels. The sizes of flters are 2, 3, 4, and 5. These flters consider the 

features that occur next to each other in different sizes of flters. The beneft in this model is 

that different flter sizes generate different features and then reduce the size of the features. 

The output of each flter maps the results to the features map. Figure 6.5 and Figure 6.6, 
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100

Accuracy Rates for the Main-AHS Dataset Using the CNNs Model

Fig. 6.5 The accuracy of the CNN model on the test set for the Main-AHS dataset using 
different sentiment analysis levels 

100

Accuracy Rates for the Sub-AHS Dataset Using the CNNs Model

Fig. 6.6 The accuracy of the CNN model on the test set for the Sub-AHS dataset using 
different sentiment analysis levels 
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present the accuracy scores for the CNN Model over 100 epochs for both datasets using all 

different levels. 

The Char-Level has the lowest accuracy in both datasets. In this level, each character 

in the tweets is represented by a vector and this leads to increase the length of the input 

layer. Also, the size of convolving flters, which capture the features, are small (from 2 to 5) 

vectors representing (2 to 5) characters only. Therefore, the classifcation results are low for 

this level. It might be useful to increase the size of the sliding flters and also to use more 

than one convolution and pooling layers to achieve better results. However, we used these 

sizes of flters in order to make appropriate comparison. The Word-Bigram-Level has the 

second lowest accuracy performance in the Main-AHS and the Sub-AHS. This is due to the 

fexibility of the word order in Arabic and the vector in this level represents a combination of 

two words. Consequently, similar combination of two word in the AHS dataset is rarely to 

occur. 

In the Main-AHS dataset, the other levels have very similar results to each other which 

are between 0.88 and 0.91. In Sub-AHS, the Ch5gram-Level, the StanfordToken-Level, and 

the Word-Level have very similar scores. The highest accuracy for the CNN Models in the 

Main-AHS dataset is the StanfordToken-Level which is 0.9154. Also, the best accuracy for 

the CNN Models in the Sub-AHS dataset is the StanfordToken-Level which is 0.9395. 

6.4.3 Lexicon Integrated CNN Model 

This is adapted from the Naive Concatenation model in Shin et al. (2017) to be used for 

Arabic sentiment analysis. It has a similar structure to the previous model (CNN model). 

The only difference is that the lexicon embedding matrix is appended to the end of the of the 

tweet embedding matrix. Figure 6.7 illustrates the architecture of the Lexicon Integrated 

CNN Model. The same confguration as in the CNN model is used apart from considering 
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and comparing different pre-trained word embedding models that have been explained in 

Chapter 5. 

Fig. 6.7 The Lexicon Integrated CNN model architecture, the lexicon embeddings are 
concatenated to the word embeddings. 

Moreover, two different Arabic lexicons were used in this study. First, the SemEval-2016 

Arabic Twitter Lexicon (Kiritchenko et al., 2016). It contains sentiment words and phrases 

and it has 1,168 single words, 198 phrases, with the total at 1,366 terms. The sentiment 

scores are numbers between -1 and 1, where any score indicates the degree of positive and 

negative sentiment. The second lexicon is the Arabic Health Twitter Lexicon, which was 

built manually for this study and it is based on the Main-AHS dataset. It contains only two 

values which are -1 for negative terms and 1 for positive terms. The lexicon embedding for 

this model is built by concatenating both lexicon scores for the word w, and if w does not 

occur in one lexicon, 0 is placed as a value. 
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6.4.4 Evaluation and Discussion of the Lexicon Integrated CNN model 

We will measure Lexicon Integrated CNN model based on the accuracy of the test set 

which is 20% of the whole dataset and it is randomly divided. We will use the performance of 

the model over 100 epochs by considering only the Word-Level because of using the lexicons 

of words. Also,we will compare the pre-trained word embedding models that were built in 

Chapter 5 which are; Word2Vec, GloVe, and fastText using the two different Arabic corpora. 

Table 6.10 illustrates the accuracy results using the Lexicon Integrated CNN model for 

both datasets. The Word-Level was only used in this experiment because of using lexicons 

of words in this model. The word vectors in this model is generated from the outputs of 

proposed pre-trained word embedding models in Chapter 5. The accuracy results that used 

the word embedding models based on the Twitter Corpus are slightly less than the results 

of the word embedding models based on the Abu El-khair Corpus. The accuracy scores 

are between 0.8938 and 0.9284 for the Main-AHS and for the Sub-AHS, the results of 

the accuracy start from 0.8994 to 0.9502. Overall, the Word2Vec technique using the Abu 

El-khair Corpus is a superior word embedding option. On the other hand, the fastText word 

representation model using the Twitter Corpus has inferior results. 

Table 6.10 The accuracy of the Lexicon Integrated CNN model for the Main-AHS and 
Sub-AHS datasets using different word embedding models based on the test set 

Word Embedding Models Main-AHS Sub-AHS 

fastText-Abu El-khair 0.9126 0.9407 
fastText-Twitter 0.8938 0.8994 
GloVe-Abu El-khair 0.9160 0.9259 
GloVe-Twitter 0.9012 0.9037 
Word2Vec-Abu El-khair 0.9284 0.9502 
Word2Vec-Twitter 0.9111 0.9175 

Figure 6.8 and Figure 6.9, visualise the accuracy performances of the Lexicon Integrated 

CNN Model over 100 epochs and the length of input vectors is 200 dimensions. The vectors 

in this model are used from the six pre-trained word representation models in Chapter 5. The 
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models are Word2Vec-Abu El-khair, Word2Vec-Twitter, GloVe-Abu El-khair, GloVe-Twitter, 

fastText-Abu El-khair, and fastText-Twitter. Then, we used four sizes of flters for the CNN 

that are 2, 3, 4, and 5 to extract the features from the input vectors. In this model, we used 

only word-level because the lexicons contain words and the scores of each word. Thus, it 

is not appropriate to score characters, sub words, etc. Hence, in this model, we tended to 

compare the results of using different word embedding techniques with different corpora. 

In Figure 6.8, the variation in the lines graphed are very close to each other in the 

Main-AHS. The Word2Vec word representation technique using the Abu El-khair Corpus 

has the best sentiment classifcation performance which is 0.9284. Then, the second best 

classifcation models is using GloVe-Abu El-khair, followed by using fastText-Abu El-khair, 

Word2Vec-Twitter, GloVe-Twitter, and fastText-Twitter. On the other hand, the variation 

in Figure 6.9 for the Sub-AHS dataset is bigger compared to Figure 6.8. Also, the highest 

classifcation accuracy for the Sub-AHS is Word2Vec technique using the Abu El-khair 

Corpus, which is 0.9502. Likewise, the order of the best used word representation in Sub-

AHS is similar to it in Main-AHS except the second best one is fastText-Abu El-khair and 

the third best used model is GloVe-Abu El-khair. 

The performance of sentiment classifcation using the word embedding models with the 

Twitter Corpus is slightly lower than Abu El-khair Corpus because of the small size of the 

corpus. There is a need to collect more tweets and increase the maximum and minimum 

number of collected tweets to improve the word representation. Another reason might be 

because of the size of the sliding window over the corpus which is three only because of 

the short text. We trained different Word2Vec techniques using Abu El-khair Corpus and 

the fxed-window size was fve. There were different dimensions for each Wor2vec models 

and we determined the appropriate model for the sentiment classifcation in Section 5.4, 

which was 200 dimensions. Based on the attributes of the best Word2Vec model we trained 

http:theshorttext.We
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the GloVe and fastText models using the same attributes. This might be the reason that 

Word2Vec has the best sentiment analysis results using the Lexicon Integrated CNN Model. 

100

Accuracy Rates for the Main-AHS Dataset Using the Lexicon Integrated CNNs Model

Fig. 6.8 The accuracy of the Lexicon Integrated CNN Model on the test set for the Main-AHS 
dataset using different word representation models 

100

Accuracy Rates for the Sub-AHS Dataset Using the Lexicon Integrated CNNs Model

Fig. 6.9 The accuracy of the Lexicon Integrated CNN Model on the test set for the Sub-AHS 
dataset using different word representation models 
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6.5 A Combined CNN and LSTM Network Model 

6.5.1 CNN and LSTM Model 

Wang et al. (2016) proposed a CNN-LSTM model which has two parts: regional CNN and 

LSTM for prediction. Tang et al. (2015) introduced a model to do the sentiment classifcation 

for document level. The model composes the sentence representation from word embedding 

using CNN or LSTM models. Then, a Backward Gated Neural Network does the document 

composition from the sentence representation. Finally, the sentiment classifcation is applied 

based on the document representation. Zhou et al. (2015) proposed a combined CNN and 

LSTM model for text classifcation. A dropout (Srivastava et al., 2014) were used either 

before feeding the vectors into the CNN or to the output of LSTM to regulate the network 

and to prevent it from the overftting. Also, the pooling layer was not applied after the 

convolutional layer in order to prevent breaking the sequence of vectors. However, in our 

model, we used a pooling layer to generate the maximum value using a fxed-size of window 

to keep the sequence of the feature. As a consequence, we will apply a dropout layer to avoid 

the overftting and feed the output sequence of the pooling layer to the LSTM. 

The combined CNN and LSTM network model in this thesis consists of CNN model 

and LSTM model. The CNN generates and reduces the feature from the input layer. There 

are many fxed-size of flters that slide over the input layer to generate the features. The 

generated features are placed in a feature map in order to select the maximum value within 

a fxed-size of a window by the Max-pooling. The fxed-size in the Convolution layer and 

Max-pooling layer is to a fxed-size of features as input to the LSTM. The outputs of the 

LSTM layer are connected to a fully connected layer to classify the input data. In this model, 

we consider different sentiment analysis levels to improve the sentiment classifcation. In 

Convolution layer, the flter size is changed based on the different sentiment levels. For 

instance, this thesis used the flter size of 2 for the Word-Bigram-Level, 3 for the Word-Level, 
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and 4 for the StanfordToken-Level. In addition, we used the window sizes 10, 15, and 20 for 

the Ch5gram-Level, the Ch3gram-Level, and the Char-Level, respectively. As a result, the 

size of the flters are raised due to the increase in the length for the row of data in each level 

Alayba et al. (2018c). 

Another neural network used in this model is the Long Short Term Memory Network 

(LSTM), which is one type of the Recurrent Neural Network (RNN). RNNs are intended 

to learn data using feedback connections and it is ideal for time series and sequential data 

(Medsker and Jain, 1999). Hochreiter and Schmidhuber (1997) proposed the LSTM and 

derived it from RNNs by extending the memory of the network. Therefore, it is an appropriate 

algorithm to learn from data, in which the order of data is important Alayba et al. (2018c). 

Dropout

Fig. 6.10 A combination of the CNN and LSTM model architecture for sentiment analysis, 
with an example of an Arabic tweet. 

CNN has an advantage in being able to generate features from the data (Athiwaratkun 

and Kang, 2015) and LSTM are good for sequential data (Medsker and Jain, 1999). In this 

model, we propose a combination of two neural networks, which are CNN to generate the 

features and LSTM to consider the sequential nature of the text. Figure 6.10 presents the 

combined CNN and LSTM model to classify the Arabic tweets. 

http:StanfordToken-Level.In
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The steps to do the sentiment analysis using this model are: 

1. Loading the dataset, either the Main-AHS or the Sub-AHS and fltering the text. 

2. Applying the different sentiment analysis levels to the dataset. 

3. Identifying the maximum row of text in the used dataset. Each level used has a 

different maximum length. The maximum lengths are 241 for the Char-Level, 148 for 

the Ch3gram-Level, 87 for the Ch5gram-Level, 67 for the StanfordToken-Level, 52 for 

the Word-Level, and 51 for the Word-Bigram-Level. 

4. Padding the length of all the tweets in the dataset to the maximum tweet length. For 

instance, the maximum length of a row of text in the dataset using the Ch3ngram-Level 

is 148. Thus, the word <PAD> is added to the end of any tweet that has less than 148. 

5. Creating a vocabulary index list and mapping each token to its corresponding vector as 

we built the vectors from the beginning using either the Main-AHS or the Sub-AHS. 

6. Dividing the used dataset into 80% for training and 20% for testing. 

7. Convolving a fxed-size of flter and a fxed-number of flters over the input matrix to 

capture the features. Each sentiment level has different sizes and numbers of flters. 

The flter sizes are 2, 3, 4, 10, 15, and 20 for the Word-Bigram-Level, the Word-Level, 

the StanfordToken-Level, the Ch5gram-Level, the Ch3gram-Level, and the Char-Level, 

respectively. Also, the number of flters are changed based on the different sentiment 

levels, according to the formula (L− S)+ 1 where L is the length of the input layer and 

S is the size of the flter. 

8. Applying the max function in the pooling layer to generate the maximum value in the 

feature map. The window size of the max pooling is 4. 

9. Using the dropout layer to avoid overftting in the network. 
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10. Feeding each LSTM unit by the output of each max pooling layer. The number of 

LSTM units equals the length of the input layer to ensure there are enough units. 

11. Merging and concatenating all the LSTM units output to a fully connected layer, which 

has a single output. Then, applying the sigmoid function (Han and Moraga, 1995) to 

measure the output between 0 and 1, which is either a negative or positive class. 

6.5.2 Evaluation and Discussion of the Combined CNN and LSTM Net-

work Model 

In this model, we use the accuracy to measure the sentiment classifcation. We use also 

the same size of training and test set as in the previous models. The accuracy results of 

this model are in Table 6.11 for both the Main-AHS and the Sub-AHS datasets. Using the 

Word-Level for the Main-AHS dataset achieved the best classifcation performance at 0.9408. 

Whereas, the StanfordToken-Level has the most powerful level in the Sub-AHS dataset which 

is 0.9626. 

Table 6.11 The accuracy results of the Combined CNN and LSTM network model for the 
Main-AHS and Sub-AHS datasets based on the test set using different sentiment levels 

Sentiment Analysis Levels Main-AHS Sub-AHS 

Char-Level 0.8941 0.9164 
Ch3gram-Level 0.9015 0.9481 
Ch5gram-Level 0.9113 0.9568 
StanfordToken-Level 0.9366 0.9625 
Word-Level 0.9408 0.9510 
Word-Bigram-Level 0.8621 0.8876 

Figure 6.11 and Figure 6.12, present the accuracy over 50 epochs using the combined 

CNN and LSTM network model for both datasets. We used only 50 epochs in this model 

because the accuracy results reach almost a steady state after epoch 10 and, so there is no 

need to have 100 epochs. The Word-Bigram-Level has the lowest scores for the Main-AHS 
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50

Accuracy Rates for the Main-AHS Dataset Using the CNN+LSTM Model

Fig. 6.11 The accuracy of the combined CNN and LSTM network model on the test set for 
the Main-AHS dataset using different sentiment analysis levels 

Accuracy Rates for the Sub-AHS Dataset Using the CNN+LSTM Model

Fig. 6.12 The accuracy of the combined CNN and LSTM network model on the test set for 
the Sub-AHS dataset using different sentiment analysis levels 
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and Sub-AHS datasets. The lines charted in Figure 6.11, shows that the StanfordToken-Level 

and the Word-Level have very similar results which are the best sentiment classifcation 

accuracy using the combined CNN and LSTM network model. However, there are four 

lines that have very similar accuracy scores to each other in Figure 6.12. The lines are: the 

Ch3gram-Level, the Ch5gram-Level, the StanfordToken-Level, and the Word-Level. 

In the combined CNN and LSTM model, the Word-Bigram-Leve has the lowest accuracy, 

because of the fexibility of the word order in Arabic as we stated in the discussion of 

previous models. The second lowest accuracy is the Char-Level and this is due to the limited 

number of vectors that represent the 28 Arabic characters only. Another reason is because 

the tweets represented in characters level and the size of the tweets is large. We used four 

small sizes of convolving flters (2, 3, 4, and 5) for the CNN. However, the results of this 

level improved from the lowest result in CNN Model to be the second lowest results. This 

improvements are due to the usage of LSTM with CNN for time service data, where it 

considers the sequence of characters. In the Ch3gram-Level, the accuracy is the third lowest 

results for both datasets because the number of features increased, which leads to make noise 

in the features. The Word-Level has the best sentiment classifcation performance for the 

Main-AHS and the StanfordToken-Level has the best result for the Sub-AHS. As a result, 

the StanfordToken-Level is the best used sentiment level in the combined CNN and LSTM 

network model for sentiment analysis. 

6.6 Summary 

This chapter introduces different sentiment analysis levels and feature selections that we used 

in the sentiment classifcation. Then, it describes different deep neural network models and 

other machine learning models that we used in this study. Also, it evaluates and discusses 

the results of all the sentiment analysis models. In Appendix A, we provide all the obtained 

results for all the used models in three tables. In Char-Level, the reason for having low 

http:models.In
http:large.We
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classifcation results are that the length of the tweets is large. Also, the number of features 

is limited to 28 Arabic letters only, and there is much noise in this level compared with 

others. In Ch3gram-Level and Ch5gram-Level, we tried to expand the number of features 

with some words to get the root or the main letters of the words. This leads to a rise in the 

noise in the dataset especially when using Ch3gram-Level. In the StanfordToken-Level, the 

text segmentation is very good, where it splits the word roots from the prefxes and suffxes 

without adding more noise to the dataset. Also, this level reduced the multiple forms of some 

Arabic words and that led to a very good sentiment classifcation. In Word-Bigram-Level, 

due to the fexibility of the word order in Arabic, a combination of two words in the dataset 

is rare to occur. 

In word embedding models, the large corpus (Abu El-khair) shows better sentiment 

classifcation results compared with the small corpus (Arabic Twitter corpus). Also, using a 

small window size to train the word embedding models affect the sentiment analysis. We 

checked different dimensions and models for Word2Vec and we determined the best one, 

which was CBOW with 200 dimensions. However, we trained the GloVe and fastText using 

the same window size and dimensions, and this might be the reason for better classifcation 

for Word2Vec. 

http:analysis.We
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7.1 Overview 

This thesis addresses the sentiment classifcation task for Arabic text collected from social 

networks. Sentiment analysis can be useful for other NLP tasks, such as machine translation 

(Hutchins, 2003), question answering (Ravichandran and Hovy, 2002), automatic summarisa-

tion (Hutchins, 2003), text segmentation (Choi, 2000), etc. Additionally, sentiment analysis 

has an essential role in predicting sales performance (Liu et al., 2007), spam detection (Jindal 

and Liu, 2007), predicting elections (Tumasjan et al., 2010), ranking products and merchants 

based on reviews (McGlohon et al., 2010). Many researchers are encouraged to investigate 

more in social data and develop many intelligent systems. The literature covers various 

languages. English is the most popular one, while there is a more limited number of research 

studies and available datasets in Arabic. 

Arabic is one of the most complicated languages due to its richness in morphology, 

diffculty of orthography, complexity of grammar, number of dialects, etc. Also, there is a 

lack of tools that can deal with Arabic text for NLP tasks. These limitations lead this study 

to investigate deeper in this area and identify new ways to improve research. 

7.2 Main Contributions 

The main contributions of this research are: 

1. Building the Arabic Health Services (AHS) dataset. 

In order to do that, some tasks were performed to produce the sentiment dataset, which 

are collecting, fltering, and annotating the tweets. Also, there are several challenges 

to create and prepare the dataset, such as Arabic text encoding, fltering the tweets 

and the text, etc. At the beginning, there were diffculties writing Arabic script in 

Unicode form, especially to create more than one word. Then, it was very hard to 

retrieve many tweets that contained sentiments in a specifc topic, unless there are 
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many trending hashtags on this topic. After fltering the dataset, it was very challenging 

to judge whether the tweets contain an opinion or not. Twitter does not have a review 

scale like on Amazon, Booking.come, etc., which makes annotating the tweets a very 

complicated task. Therefore, the tweets were annotated based on the view of each 

annotator, and the fnal sentiment was measured based on majority voting. Some tweets 

were not agreed on by all three annotators, as being either positive or negative Alayba 

et al. (2017) . 

2. Training different word representation models. 

We trained different word embedding models, using three techniques on two different 

Arabic corpuses. The techniques are Word2Vec (Mikolov et al., 2013), GloVe (Pen-

nington et al., 2014a), and fastText (Bojanowski et al., 2017). The corpuses are the 

Abu El-khair Corpus (Abu El-khair, 2016), which is collected from ten newspapers and 

the Arabic Twitter Corpus that was built for this study. We examined the effectiveness 

of using a very large corpus on the sentiment classifcation task. Also, we considered 

sentiment analysis based on the way of writing the tweets using the Arabic Twitter 

Corpus. We applied all different pre-trained word embedding models as a part of the 

sentiment classifcation, using the Word-Level only. The variation of the sentiment 

classifcation is small when using the Main-AHS dataset, while it is large when using 

the Sub-AHS dataset. The word embedding model that had the highest sentiment 

classifcation accuracy was Word2Vec using the Abu El-khair Corpus Alayba et al. 

(2018c) . 

3. Utilising different sentiment analysis levels. 

Due to the lack of NLP tools for the Arabic language, different sentiment analysis 

levels were proposed. Besides that, we expand the number of features in some levels, 

as this study focuses on tweets sentiment classifcation. All the different levels were 

http:Corpus.We
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compared using different features and classifers. As a result from the sentiment 

analysis experiments, the Char-Level and the Word-Bigram-Level have shown the 

lowest accuracy scores in all the sentiment classifcation models. On the other hand, 

both the StanfordToken-Level and the Word-Level shared the highest sentiment analysis 

results, and especially the StanfordToken-Level had the top scores in most of the models 

Alayba et al. (2018a) . 

4. Developing effective sentiment classifers 

This thesis presented three primary types of sentiment classifcation models. The 

models were: different machine learning algorithms, the CNN, and the combined CNN 

and LSTM model. It is a very intricate process to compare the results of the classifers 

in different machine learning algorithm sections because of using different features 

and using different levels. However, the LSVC, RDG, and SGDC have shown the best 

performance for both datasets in most of the different sentiment levels. The results of 

the CNN model are almost similar to the results when using different machine learning 

algorithms, where the top results are 0.91 for the Main-AHS and 0.94 for the Sub-AHS 

Alayba et al. (2017). There is a slight improvement for the sentiment classifcation 

using the Lexicon Integrated CNN model, which increased to 0.9284 for the Main-AHS 

and to 0.9502 for the Sub-AHS Alayba et al. (2018c). Finally, the last model, which is 

a combined CNN and LSTM model, achieves the best sentiment classifcation accuracy 

compared with all other classifers. The accuracy results increased to 0.94 for the 

Main-AHS and 0.96 for the Sub-AHS Alayba et al. (2018a). 

7.3 Future Work 

This study has detailed the process and the challenges of building an Arabic sentiment 

dataset. Also, it has investigated the feasibility of using different sentiment analysis level 
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with different classifers and feature selections. However, the work is continuous and there is 

a need to explore new areas in Arabic sentiment analysis and other NLP tasks. Moreover, 

there are few Arabic sentiment datasets available and the amount of data in these datasets is 

small in comparison to other languages. 

It will be interesting to obtain many datasets from different social media platforms. In 

addition, gathering different datasets for different Arabic dialects and different topics would 

be very helpful for many reasons. Firstly, it would be very good to train the machine on the 

various examples of Arabic sentences, because Arabic has a fexible word order. Secondly, it 

can capture different words from different Arabic dialects, so it would be easy for clustering 

the synonyms, sentiment words and building Arabic lexicons. Also, the advantage of this can 

be to build an automatic Arabic system for collecting and classifying the data. 

There are few accurate Arabic NLP tools to do the preprocessing on Arabic text. It would 

be useful to investigate this task more, and provide some improvements. There are some 

tools discussed in some studies, such as Hadni et al. (2013), Althobaiti et al. (2014), Al-Kabi 

et al. (2015), etc. As mentioned in Chapter 3, Arabic words have multiple forms, such as 

the word ù® �� ��Ó
� "hospital", which occurs in 42 different forms in the Main-AHS. All these 

forms are represented differently before the classifcation, thus the classifer deals with them 

as different words. It is necessary to rely on convenient NLP tools for Arabic to normalise or 

reduce the number of forms. 

Twitter is an easy source to collect data from. Moreover, the length of a tweet has been 

expanded to 280 characters recently, which provides the users with more characters to write 

their tweets. However, there are many users that use this platform to post their advertisements 

for products, services, etc. Some studies consider this issue in detecting spam tweets for the 

Arabic language, such as Abozinadah et al. (2015), El-Mawass and Alaboodi (2016), and 

Abozinadah and Jones (2017). It is worth improving Arabic spam tweet detection techniques, 

http:platforms.In
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which will help Twitter to prevent the spread of spam accounts, and for fltering the data as 

well. 

It would be a good idea to expand our Arabic Health Services dataset. As health is 

an important topic everywhere, and feedback about health services is required to attend to 

patients’ needs. It would be interesting to collect the tweets about health from different Arab 

countries to cover many Arabic dialects, share experiences and improve decision making. 

This will lead to an increase in the number of classes to three classes: positive, negative and 

neutral. Also, it might be advantageous to have fve classes that are very positive, positive, 

neutral, negative, very negative. This may help to improve the measurement of the sentiment 

score for the words in the dataset. 
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Table A.1 Summary of all the accuracies for ML classifers with the three feature selections 
(TF, TF-IDF, POS) for both Main-AHS and Sub-AHS 
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Table A.2 Summary of all the accuracies for CNN model and CNN and LSTM model with 
different sentiment levels for both Main-AHS and Sub-AHS 

Table A.3 All the accuracies for Lexicon Integrated CNN model with different word embed-
ding models for both Main-AHS and Sub-AHS 
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Table B.1 The most similar words to the word good in Arabic using the Word2Vec technique 
CBOW for different dimensionalities: 10, 50, 100, 200, and 300 

dimensionality Good "YJk. " 

10 

50 

100 

200 

300 
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Table B.2 The most similar words to the word bad in Arabic using the Word2Vec technique 
CBOW for different dimensionalities: 10, 50, 100, 200, and 300 

dimensionality Bad " 
úæ�" 

10 

50 

100 

200 

300 
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Table B.3 The most similar words to the word good in Arabic using the Word2Vec technique 
SG for different dimensionalities: 10, 50, 100, 200, and 300 

dimensionality Good "YJk. " 

10 

50 

100 

200 

300 
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Table B.4 The most similar words to the word bad in Arabic using the Word2Vec technique 
SG for different dimensionalities: 10, 50, 100, 200, and 300 

dimensionality Bad " 
úæ�" 

10 

50 

100 

200 

300 





Appendix C 

The Details of Filtering the Abu El-khair 

Corpus and the Python Code Used 

Due to the large size of the XML fles in the Abu El-khair Corpus, we separately did the 

text pre-processing for each fle. The corpus contains ten XML fles and the fles names 

are based on the names of the newspapers, which were collected from. The names of the 

fles, as we downloaded them from (Abu El-khair, 2019), are: Alittihad.xml, Almasrya-

lyoum.xml, Almustaqbal, Alqabas.xml, Echoroukonline.xml, Ryiadh.xml, Sabanews.xml, 

SaudiYoum.xml, Techreen.xml, and Youm7.xml. We converted all the fles to TXT format 

instead of XML. Then, we ran the following code to keep only the titles and the bodies or the 

text of the articles only. The following code is to flter the SaudiYoum fle and if we want to 

flter another fle, we changed the IN_fle, OUT_fle, and some elements of XMLtags list 

based on the unwanted XML tags. 

1 _ _ au t ho r _ _ = ’ a a l a y b a ’ 

2 # F i l t e r i n g *** SaudiYoum . t x t *** 

3 

4 # S p e c i f y i n g t h e i n p u t f i l e 

5 I N _ f i l e = ’ SaudiYoum . t x t ’ 

http:andYoum7.xml.We
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6 

7 # S p e c i f y i n g t h e name o f t h e o u t p u t f i l e 

8 OUT_fi le = ’ SaudiYoum_Del _Tags . t x t ’ 

9 

10 # Opening t h e o u t p u t f i l e t o w r i t e each l i n e o f t h e t e x t i n i t 

11 w i t h open ( OUT_file , ’w ’ ) a s o u t f i l e : 

12 # Opening t h e i n p u t f i l e t o r e ad t h e t e x t from i t 

13 w i t h open ( I N _ f i l e , ’ r ’ ) a s t x t : 

14 # A l oop t o r e ad each l i n e from t h e i n p u t t e x t 

15 f o r l i n e i n t x t : 

16 # S p e c i f y i n g a l i s t o f unwanted d a t a and XML t a g s i n t h e SaudiYoum . t x t 

f i l e 

17 XMLtags = ( " <?xml " , "<SaudiYoumData > " , "<SaudiYoum>" , " <ID>" , " < D a t e l i n e > 

" , " <URL>" , " </ SaudiYoum> " , " </ SaudiYoumData >" ) 

18 # I f c o n d i t i o n t o i g n o r e any l i n e t h a t c o n t a i n s any e l emen t i n t h e 

XMLtags l i s t 

19 i f a l l ( t a g no t i n l i n e f o r t a g i n XMLtags ) : 

20 # Wr i t i n g t h e l i n e t h a t no t c o n t a i n s any e l emen t i n t h e o u t p u t f i l e 

21 o u t f i l e . w r i t e ( l i n e ) 

Listing C.1 A Python code to remove unwanted data and XML tags 

Fig. C.1 An example of one article in one of the XML fles after runing the Python code 

After running the previous python code, the output fles will be similar to Figure C.1. 

They have four XML tags remaining that are "<Headline>", "</Headline>", "<Text>", and 

"</Text>". Also, the text itself have unwanted characters, such as, punctuations, numbers, 
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special characters, letters from other languages, normalising some Arabic letters, etc. There-

fore, the text still needs further pre-processing. For example, to normalise some Arabic letters, 

remove Arabic diacritics, remove Tatweel, remove punctuations, remove any non-Arabic 

letters, and replace multiple whitespaces by single whitespace. We used the Python code 

which is split into Figure C.2 and Figure C.3, to do the further text pre-processing. 

Fig. C.2 The First part of the Python code to do the further text pre-processing 
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Fig. C.3 The second part of the Python code to do the further text pre-processing 
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