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Abstract

The harnessing of heat from waste water in non-industrial buildings is of utmost
importance to balance the demands of space with those of hot water heating in order to
make future buildings more energy efficient, to increment the share of third generation
renewable technologies in the energy consumption of buildings and to potentially make
future buildings both a source and sink of decentralised heat in low temperature fourth

generation district heating (DH) networks.

This research develops a methodology to design a waste water heat harnessing
exchanger for non-industrial setups, incorporating phase change materials (PCMs). In
this thesis, the methodology is applied to waste water heat harnessing in residential
buildings’ appliances, with the associated boundary conditions. Heat is stored from the
incoming waste water into the PCM and transferred back to cold water (CW). Such a
heat exchanger (HE) decouples demand and supply by providing high-density latent
thermal storage whilst incorporating heat recovery and storage in a single unit. This
passive technique has considerable advantages over the commercially available
technologies in terms of energy efficiency, economic and environmental benefits, as
highlighted in the literature review. The boundary conditions and flow patterns of waste
water flow in residential buildings are also established with an extensive literature
review as the basis for the subsequent research. At the same time, the applications of

PCMs used in passive waste heat harnessing applications are also put forward.

This research was divided into three main phases. Initially, the PCM having the
optimum thermal characteristics and melt temperature with regard to the boundary
conditions of this application was selected using a Particle Swarm Optimisation (PSO)
algorithm coupled with the classical 2-phase analytical solution, developed in
MATLAB. Secondly, the optimal geometric parameters of a corrugated pipe were
selected to enhance heat extraction internal to the pipe for the flowing fluids. A
Computational Fluid Dynamics (CFD) simulation developed in Star-CCM was
validated based on an experimental setup to carry out a parametric study to select such a
corrugated pipe. Finally, to propagate the heat fully into the PCM, an external thermal
conductivity enhancement technique using high conductive fins was selected in a

similar CFD and experimental setup. Based on the outcome of these three research



phases, a full scale HE was developed and assessed for usage in conjunction with

conventional appliances in residential buildings.

In residential appliances, the average outgoing waste or grey water (GW) is at about
325K (51.85°C) while the incoming fresh CW is at 285K (11.85°C), both at a mass-
flow rate of 0.1kg/s. Based on these boundary conditions, in the first part of the
research, a PCM with a melt temperature of 298K (24.85°C) was chosen to provide the
optimal thermal performance both in terms of melting and freezing. In the second part
of the research, a corrugated pipe having a rib height ‘e’ of 4.5mm with a pitch ‘p’ of
30mm was selected to provide the best enhancement in terms of internal heat transfer.
Finally, based on the third part of the research, 1mm thick copper fins with a pitch of
10mm and dimensions of 40x90mm provided the best external heat transfer
enhancement within the PCM. The design was based on the bottleneck case of PCM
freezing, which is about 60-70% more-time consuming than melting for the same
amount of heat transfer. Based on this configuration, the highest possible increment in
CW temperature was achieved with a complete PCM phase change resulting in the
maximum amount of latent heat transfer for both melting and freezing. Additionally, the
holistic design of a HE with three multi-cascaded PCMs is predicted to increment the
CW temperature by15K. In a typical four-member household, this device would save
4,687kWh of energy annually with a payback time on the investment of 4.77 years in
lieu of present-day gas prices.

Based on the outcomes of this research, the design of such a HE for any non-industrial
building can be established, especially for commercial ones that have a higher potential
of heat harnessing. Additionally, usage of the harnessed heat has versatility in its
potential applications that are not limited to CW heating, as in this thesis.
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Abbreviations

ASHP Air source heat pump

BW Black water

CFD Computational fluid dynamics

CFR Critical flow rate

COP Coefficient of performance

Cw Cold water

DC District cooling

DH District heating

e Rib height

f Friction factor

GW Grey water

HAF Heat absorbing fluid

HE Heat exchanger

HP Heat pump

HPC High performance computer

HTC Heat transfer coefficient

HTF Heat transfer fluid

LHS Left-hand side

Nu Nusselt

p Pitch

PCM Phase change material

PSO Particle swarm optimiser

PV Photovoltaic

Re Reynolds

RHS Right-hand side

TPF Thermal performance factor

TRL Technology readiness level

WWTP Waste water treatment plant

e-NTU Effective - Number of transfer units
Nomenclature

Cy, Ok, 0, C1¢, C3¢ | Constants dependent on iterations and conditions

E;; Component of the rate of deformation

N; Number of points

1% Volume flow rate in m%/s

m Mass-flow rate in kg/s

q Heat in W

y* Dimensionless wall treatment height

o0 Infinity

a Ratio of the under root of the thermal diffusivities

A Area in m?

c Specific heat in kJ/(kg.K)

D Diameter in m

E Energy in J

erf Error function

erfc Complementary error function

g Acceleration due to gravity in m/s?

H Enthalpy in J




h Heat transfer coefficient due to convection in W/ (m?K).
J1 Cognitive learning rate

J2 Social learning rate

k/IK Thermal conductivity of liquid phase W/(m.K)
L Latent heat kJ/kg

I Length inm

m Mass in kg

)| Efficiency

P Pressure in Pa

pBest Particle best vector of the PSO
q/Q Heat in J

r Random variable between 0 -1

R Thermal resistance in K/W

r Radius in m

sBest Swarm best vector of the PSO

St Stefan number

T Temperature in K

t Timeins

U Overall heat transfer coefficient in W/ (m?.K)
Y Velocity in m/s

w Inertia weight of the particle

X Position inm

y First cell height from wall in mm
A Delta or change

A Root of the transcendental equation
p Density in kg/m®

f(x) Fitness function for the PSO

a Thermal diffusivity in m?/s

U Dynamic viscosity in Pa.s
Subscripts

abs Absolute

b Boundary

eff Effective

Exp Experimental

f Freezing

i/0 Initial

in Interface

L Liquid region

I Liquidus

Lat Latent heat

m Melting

n Nominal

S Solid region

S Solidus

Sens Sensible heat

Sim Simulation

Y Volumetric
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Chapter 1 - Introduction

1.1. Overview

The population of the earth is increasing at an exponential rate, approaching about 7.9
billion by the end of this year. This has especially put extra strain on the environment
and energy resources. Concurrent to this exponential growth, the number of buildings is
increasing simultaneously. It is estimated that in the next 30 years, the demand for
buildings for housing will increase by 67% and for commercial buildings, 300% [1]. At
the moment, buildings consume about one third of the final global energy consumption
and approximately half of this consumption is accounted for by hot water and
heating/cooling requirements [1]. It is clear that to develop an overall sustainable energy
system, the transformation of the building sector should play an integral role. At the

same time, this issue is at the core of energy summits and policies worldwide.

At the 2015 United Nations Climate Change Conference COP-21 in Paris, the goal of a
comprehensive agreement on mitigating climate change with all the nations of the world
was reached. Most of the approved pacts included the concept of developing green
buildings with zero-carbon technologies [2]. Furthermore, the whole of the fourth day
of this summit was dedicated to improving overall building energy efficiencies It was
concluded that by 2050, about 50EJ of energy could be saved globally, reducing about
2Gt of carbon emissions, by improving policies aimed at buildings [3]. As a
consequence of this summit, most global policies to transform the building sector

revolve around three objectives:

e Reduction of energy demand by technological improvements and retrofitting the
structure (secured energy).

e Sourcing the required energy from renewable and sustainable sources
(sustainability).

e Making heating/cooling more energy efficient along with the overall energy
demand of the building (competitiveness).



1.2. Problem statement

Based on the first objective for future buildings, the concept of passive houses was
developed to reduce the energy demand of non-industrial buildings. These types of
buildings originated in the early 1990s with the objective of consuming minimal
amounts of energy whilst maintaining indoor comfort. Their main focus is on using
passive technologies whilst being robust under all environmental conditions and
maintaining the architectural integrity of a building [4]. Passive houses can be built at
an extra cost of about 5-10% while consuming about 80-90% less energy in comparison
with conventional buildings. Presently, there are more than 25,000 such buildings in
Europe only, with considerable research in this domain to ultimately transform these
houses into near zero external energy consuming structures [5]. However, most past and
present research on passive houses is aimed at reducing the space heating demand.
Consequently, a reduction in the energy consumption demand for hot water has usually
been overlooked and is a relatively unexplored research domain. In conventional
buildings, the energy consumption for space heating is about 40-50% of the total energy
demand, while water heating consumes about 10-20%. However, with extensive
research and improvements in passive house designs, the consumption for space heating
is less than 10%, while that of water heating is about 50% [6]. This imbalance is
depicted in Figure 1-1:
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Evidently, the sub-divisions of energy consumption in passive houses are extremely
disproportionately distributed. Normally, the space heating demand is less than
15kWh/m? while the water heating demand is about 50kWh/m?. Although the
temperatures of the consumption of hot water cannot be reduced due to human comfort
requirements, the efficiency of its utilisation can be improved. The waste water from all
sources apart from toilets has a high thermal exergy (maximum useful work) content,
which is normally flushed down the drain. Clearly, this source of low temperature waste
water or grey water (GW) is a major source of inefficiency and must be addressed in

non-industrial buildings.

Considering the second point outlined in section 1.1, it is envisioned that the source of
energy in future buildings should be renewable for sustainability. In densely urban
populations, it is almost impossible to harness energy via second generation renewable
technologies including large scale wind turbines, solar panels and bio-fuels [7]. This is
due to limited space, sensitive surroundings and most of all, the unpredictable
generation potentials. For this reason, energy harnessing/harvesting techniques have
been in the limelight, especially with a focus on dense urban centres. Conventional
renewable technologies for heating can be replaced with more flexible sources of energy

to be scavenged into useful thermal output, as displayed in Figure 1-2:
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Figure 1-2: Replacement of second with third generation renewable technologies for heating



As per the second law of thermodynamics, all energy conversion processes have an
upper limit. Therefore, there is an abundant supply of waste non-industrial heat with
GW having the highest exergy potential which has usually been overlooked, due to the
low energy efficiency and the economic feasibility of recovery. At the same time, there
is an inexhaustible supply of other forms of man-made waste energy that has the
potential of being thermally harvested [8]. In this sense, harnessing the thermal energy
from GW is considered as a third generation renewable technique, complying with the
overall objective of increasing the share of renewables in future buildings [9].

As per the third objective in section 1.1, district heating/cooling (DH)(DC) is
considered as the most efficient mechanism to meet the demands of buildings,
especially in dense urban centres [10]. In fact, most urban centres in Europe are already
transforming to low temperature fourth generation DH grids [11]. Normally, these grids
operate at relatively low temperatures of 313-333K (39.85-59.85°C) with several
decentralised and centralised sources along with sinks of heat, as illustrated in Figure
1-3:
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To realise this concept to its maximum potential, there is a requirement for integrating
decentralised sources and sinks with efficient thermal storage and smarter distribution
networks in a unified approach, as encircled in red. This decentralisation must be
available at both a district and a national scale, requiring non-industrial buildings to
simultaneously act as a source and sink of heat with the capability of high-density
thermal storage. The most viable option to achieve this is once again through GW heat

harnessing.

A summary of the motivation and problem statement, which is inclined towards the

harnessing of GW heat, is presented in Figure 1-4:
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Figure 1-4: Convergence of the research objective towards GW heat harnessing

1.3. Constraints and proposal

Energy savings from harnessing heat from GW are tremendous. At the same time, many
commercial technologies are already available for this purpose including simple
counter-flow heat exchangers (HEs) and heat pumps (HPs), as will be detailed in
section 2.3. Nevertheless, this idea still has not become mainstream and is yet to
become an integral part of every building. According to a study [12], some decisive




factors determining the mass commercialisation of GW heat harnessing devices are as

follows:

e Feasible capital costs, savings and payback times of the device especially

compared to conventional fossil-fuel powered technologies.

e The size of harnessing and linkage to viable heating networks.

e The decoupling of the demand and supply of heat.

e Enhancement in the thermal storage density of these devices.

The commercial technologies used at present lack all these aforementioned domains [3].

For this reason, it is obvious that a better harnessing device to remedy these

shortcomings should be proposed. A basic requirement of such a device is that it must

be a passive technology with reasonable harnessing efficiencies capable of being

integrated at all levels of the waste water system. An overview of the shortcomings of

conventional technologies and the remedies required in the proposed device are

presented in Table 1-1:

Table 1-1: Comparison of conventional GW heat harnessing with the proposed technique

Conventional heat harnessing

Proposed schema

Usually appropriate for a single-
appliance or specific building

Flexibility to be utilised with any
appliance, or building even at a district
level

Potential to harness GW on a large scale
is quite rare

Buildings could be exploited as
decentralised heat sources/sinks on a
district level conforming with the overall
concept of smart energy grids

Exergetic efficiencies are low

Higher heat extraction potential to
increase exergetic efficiency

Only increases the energy efficiency of a
building

Has the potential to be utilised in a
dynamic manner on a large scale within a
smart energy system to optimise the its
use based on a range of criteria

Mechanically moving parts with high
maintenance costs

Simple robust parts having a higher
reliability

High capital costs

Mediocre costs expected to reduce with
research advancements in the future

Supply and demand coupled together
since cold water (CW) must be heated
when GW flows

Decoupled demand and supply, to store
the heat of the GW without the need to
immediately transfer it

Limited demand side management and
optimisation techniques to reduce heating
demands

Stored thermal energy could be utilised
by efficiently managing several resources




at once since the constraint of time is
removed

Heat recovery and storage is usually done
separately

Integration of heat recovery and storage
into a single unit

Usually, thermal storage is only
applicable to sensible heat storage at a
small-scale level

Usage of high-density latent heat storage,
so heat could be transferred to any
secondary source at any level increasing
the versatility of usage in multiple
applications

Must be custom designed based on
application and topography

Applicable to a range of conditions with
only minor changes

Based on these deficiencies in conventional devices, the most obvious outcome is that

high-density latent heat storage must be utilised. This would integrate recovery and

storage into a single unit, decouple demand and supply and at the same time make the

unit applicable to a range of applications, even at a district level. The usage of Phase

Change Materials (PCMs) in this application is a novel, innovative and extremely

promising approach as it has not been investigated before. It would be particularly

insightful to see how a custom designed multi-flow PCM HE could harness waste heat

at multiple levels without any mechanically moving parts, both in the short and the long

term. Consequently, the usage of PCMs with this application has many constraints

which would be tackled in three phases of this research, as outlined in Table 1-2:

Table 1-2: Research strategy based on the constraints of GW heat harnessing with PCMs

Constraint Implication Research strategy
;?]ﬁ:jn;:g;r?é supply Using a PCM optimised for this
application to maximise robustness
patterns Heat storage — Phase

Space constraints

Making the HE compact and
maintenance free, using a high-
density PCM with appropriate
thermal characteristics

1 — Selection of the
PCM

High flow rates for
low time durations

Enhancement of the heat transfer
coefficient (HTC) of the fluids
involved

High potential of

d_ep03|f[s of Flow without constrictions
biological through streamlined pipes
impurities & g PIP
fouling

Low pressure of
incoming water
flows

Streamline flow path without
abrupt bends or turns to avoid fluid
backflow

Heat extraction —
Phase 2 —
Enhancement of heat
transfer of the flow
internal to the pipes




Low thermal
6 | conductivity of
PCMs

Enhance the thermal conductivity
external to the pipe flows

Heat transfer —
Phase 3 —
Enhancement of heat
transfer external to
the flow in the pipes

The structure of this thesis is presented accordingly. A summary of the constraints and

the proposal in this section is presented in Figure 1-5:
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Figure 1-5: Proposed concept of GW heat harnessing using PCMs

1.4. Aim and objectives

The aim of this study is to formulate a methodology to develop a PCM HE capable of

extracting waste heat from non-industrial GW, to comply with the initial goals and fulfil

the shortcomings of conventional devices as outlined in the last two sections.

This formulated methodology to develop a PCM HE would be specifically applied as an

example of harnessing heat from GW in conventional appliances in residential

buildings. Although the extracted heat stored in the PCM could be used in any heating

application, this study will focus on heating incoming mains CW. Consequently, the

research is based on the following underlined objectives accompanied with the specific

research questions:




e A literature review of the different aspects of GW heat harnessing.

What is GW and its parameters in non-industrial setups? Which technologies exist
commercially? Are PCMs a viable solution?

e Selection of a PCM with optimum thermal performance based on the constraints of

this application.

What is the background and the requirements of this phase of research? Which
techniques are used to model PCMs? Which optimisation techniques are used? What
are the best PCM thermal behaviour and optimisation models? Which methodology
is to be used for the development of an integrated algorithm?

e Enhance the internal heat transfer of the flow of GW and CW in the pipes of the HE.

What is the background and the requirements of this phase of research? Which
mechanisms are used to enhance internal heat transfer? Which technique is
appropriate for this phase of research? Which methodology is to be used for the
selection of the best parameters?

e Enhance the external heat transfer into the PCM.

What is the background and the requirements of this phase of research? Which

mechanisms are used to enhance heat transfer in the PCM? Which technique is

appropriate for this phase of research? Which methodology is to be used for the
selection of the best parameters?

e Develop the thermal performance of the complete HE based on the outcomes of the

last three objectives.

How would the holistic HE be developed? What methods are used to thermally
analyse HEs? What is the thermal performance of the developed HE? What
influence does a multi-cascaded PCM arrangement have?

e Establishing the economic viability linked with usage in residential appliances.

What is the economic viability of the developed HE in a residential building?

1.5. Research methodology

The approach in this thesis is applied research, categorised as being quantitative with
both analysis and synthesis. It is a systematic scientific investigation of design and
performance based on a combination of mathematical, experimental and computational

techniques. For this reason, it is also be considered as a triangulation approach. Based



on experimental techniques, the numerical and mathematical models are validated to
conduct optimisation studies in order to select the best set of design parameters. A case
study of a residential building is investigated to establish the holistic performance of the
HE. An overview of the contents in the chapters of this thesis, based on the hypotheses
of the research questions in each phase with the associated methodology, as per the

outlined objectives is as follows:

Chapter 2 - Literature review

a) An overview of the characteristics of GW, its composition, GW piping in
conventional non-industrial buildings, techniques for gathering GW
production data, characteristics of the GW produced based on different
residential appliances and in typical commercial buildings and the potential
of GW heat harnessing both in terms of energy and exergy.

b) An overview of the technical parameters of different stages of GW heat
harnessing, types and performance of conventional HE recovery units, types
and performance of conventional HP recovery units, drawbacks of both
technologies, an overview of hybrid combinations of both techniques used
with renewable applications and an overview of decentralised heat
sinks/sources.

c) Performance and categorisation of PCMs used in waste heat harnessing
applications.

Chapter 3 - PCM selection
a) A literature review of PCM modelling and optimisation strategies. The

constraints and objectives concerned with the selection of the PCM.

b) An overview of the mathematical models and mechanisms to predict the
thermal behaviour of PCMs for the selection of an appropriate model.

c) An overview of the most appropriate optimisation algorithms with the
selection of a suitable technique.

d) Background and mathematical formulation of both the appropriate PCM and
optimisation models to determine the maximum amount of heat absorbed
and released by the PCM.

10



e) Development of the algorithm suitably linking both models to select the
PCM with optimum thermal performance with regard to the boundary
conditions of GW heat harnessing for residential appliances.

f) A parametric study to investigate the influence of the variables in both the
PCM and optimiser model, for the selection of a commercially available
PCM with the most suitable thermal properties.

Chapter 4 - Internal heat transfer enhancement

a) A literature review of internal flow enhancement techniques along with the
objectives concerned with its selection for this application.

b) An overview of the pros and cons of commonly used internal heat transfer
enhancement techniques.

c) Selection of the best enhancement technique with regard to the constraints of
the GW heat harnessing application and an overview of the important
parameters of the selected technique.

d) An overview of the experimental rig to practically test the selected technique
and the development of a numerical model, validation of the numerical
model based on experimental data to conduct a parametric study for the
selection of the optimum configuration.

e) Analysis of the internal flow and thermal performance characteristics of the
enhancement technique based on the parametric study to select the best
geometric parameters of the configuration. Analysis of the overall
performance linked with GW heat harnessing using the selected PCM.

Chapter 5 - External heat transfer enhancement

a) A literature review of PCM heat transfer enhancement techniques along with
the objectives concerned with its selection for this application.

b) An overview of the viable options to enhance the external heat transfer with
the pros and cons of each method.

c) Selection of the best enhancement technique with regard to the boundary
conditions of the GW heat harnessing application and an overview of the
important parameters of the selected technique.

d) An overview of the extension of the experimental test rig to practically test
the selected technique and the development of a numerical model. Validation
of the numerical model based on experimental data to conduct an

optimisation study for the selection of the best layout.

11



e) Analysis of enhancement in PCM heat transfer compared to a layout without
enhancement in the GW-PCM application. A comparison of the important
parameters and overall thermal performance to select the best geometric
parameters of the configuration.

Chapter 6 — Design of the holistic HE

a) An overview of numerical techniques to model holistic HEs and the
selection of an appropriate method after integrating the outcomes of all three
previous phases of the research.

b) A literature review of methods to holistically analyse HEs, the pros and cons
of each technique and the selection of an appropriate method.

c) Define and formulate the important evaluation criteria to assess the thermal
performance of the HE.

d) Regression analysis of the data to develop a generic equation of the
performance of the holistic HE. A parametric study of the thermal analysis
of different cascaded combinations.

e) Costs, payback times and practicality of the developed model to formulate an
economic feasibility study.

Chapter 7 - Conclusion and recommendations

a) An overview of the developed HE.
b) Shortcomings, concerns and recommendations to further develop and
commercialise the designed HE to different GW heat harnessing

applications.

A summary of this methodology is presented in Figure 1-6:
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Figure 1-6: Summary of research methodology

The temperature, mass-flow rate and flow duration for both GW and CW in domestic
appliances was established, based on the outcome of the literature review. Using these
boundary conditions in MATLAB, the classical 2-phase analytical solution to predict
the PCM’s thermal behaviour was merged with the Particle Swarm Optimisation (PSO)
technique to select the PCM for this application. The algorithm predicted the usage of a
commercially available organic PCM to perform optimally, named RT-25 and
manufactured by Rubitherm. In the next phase using RT-25, an experimental test rig
with a commercially available corrugated pipe was used to validate a Computational
Fluid Dynamics (CFD) simulation of a similar setup, in Star-CCM. A parametric study
was conducted on nine different corrugated pipe configurations in the CFD environment

at three plausible mass-flow rates to select a copper corrugated pipe to perform the best.
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The optimum pipe was with a rib height of 4.5mm and a pitch of 30mm. In the final
step of this three-phase methodology, an appropriate external heat transfer enhancement
technique was selected. The experimental setup was extended, but instead of using the
selected corrugated pipe from the previous phase, a plane pipe was used in the
experiment due to manufacturing constraints. Additionally, as a comprehensive
comparative assessment between different flow conditions the experiment was
performed for a longer time duration with two different mass-flow rates and two
different operation strategies of the HE. At the same time, to validate the selection of
RT-25 as the PCM in the first phase of this research, this stage of the experimental setup
compared the performance with RT-42. Nevertheless, the corrugated pipe version was
used in the validated CFD simulation to carry out a sensitivity analysis to select
40x90mm rectangular copper fins with a pitch of 10mm, to perform the best. Finally, a
unit-volume of the designed HE based on the outcomes of this three-phase methodology
was simulated to derive empirical correlations of the thermal performance of a holistic
HE. Consequently, a three stage multi-cascaded PCM was shown to increment the
incoming CW by 15K whilst having a payback time of about 4.77 years, for typical

domestic houses in the UK.

As an alternative to this three-phase methodology, an approach based either completely
on an experimental or on a simulation analysis was a possibility. However, due to
resource and especially manufacturing constraints, a complete experimental analysis
was not viable. Hence, in this three-phase methodology, the experiments were designed
only to validate the simulation which became the basis of an in-depth study. Similarly, a
complete simulation using a holistic software e.g. (Modelica, Dymola, TRNSYS, Revit,
IES) or a thermodynamic modelling approach in a programming language etc., was also
not viable. Primarily this was because the number of unknown variables in such a
singular approach were high, making it impossible to compute a satisfactory solution.
At the same time, most of these platforms lack the capability to both explicitly design
the individual components of the HE along with testing it in a case study. This is
especially a concern when modelling PCMs, as they have unpredictable characteristics,
lacking a complete mathematical model. For this reason, simultaneously using both
experimental and simulation approaches along with subdividing the design into three
different phases to comprehensively study each component of the HE was considered

the most feasible option in this situation.

14



Chapter 2 - Literature review

To formulate the design of this GW heat harnessing application for domestic buildings,
the boundary conditions of the flow had to be determined based on the production
patterns along with establishing the potential of heat harnessing. The shortcomings of
commercially available technologies also had to be investigated in order to be rectified
when using GW heat harnessing with PCMs. At the same time, the feasibility of using
PCMs in similar waste heat harnessing applications had to be potentially examined.

2.1. Overview

As mentioned above, limited research has been carried out within the domain of GW
heat harnessing. Research has been inadequate and lacks a holistic picture, whether it is
the collection of GW data [13,14] or the analysis of technologies to capture this waste
heat [15,16]. This is primarily due to the fact that very low energies are involved in a
harnessing technology, making it economical unviable in comparison to current fossil-
fuel powered technologies. However, it is only recently, with fluctuating fuel prices and
environmental awareness, that researchers have been exploring the possibility to tap this
source of energy. This section presents a complete picture of all the elements involved
in GW heat harnessing. In particular, the following objectives are researched, to give a

holistic overview of the past and the future:

e The various output patterns of GW and conventional methods used to source this
data.

e Commercially mature GW heat harnessing technologies used at different levels
along sewage lines.

e An analysis of the shortcomings of these commercial technologies with the
underlying hurdles in making them mainstream in conventional buildings.

e Investigating the potential of PCMs coupled with GW heat harnessing based on

similar applications.
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2.2. Characteristics of GW

Initially, the most important criteria to be established are determining the availability of
GW production data, the sources and characteristics of GW output patterns in non-

industrial buildings and assessing the potential of heat harnessing.

2.2.1. Production data

GW has been at the centre of many research studies due to global water shortages.
However, this is not from the perspective of heat harnessing but for reclamation
purposes [17]. For this reason, production data is scarce, especially in terms of the
thermal characteristics [6]. In typical residential buildings, GW can be classified into the
three categories [15,18-20], presented in Table 2-1:

Table 2-1: Classification of residential waste water

Type Source Contents
Low/light-load | Showers, bathtubs, Shampoo, soap, hair, bacteria, organic
GW WC basins particles, etc.
Dishwashers, kitchen | Surfactants, detergents, phosphates, heavy
Heavy/dark- . . : . )
sinks, washing metals, suspended solids, organic particles,
load GW . : . ;
machines oil, grease, higher pH-bacteria, etc.
Bla(cgv\ov)ater Toilets, bidets Faeces, urine, toilet paper, etc.

Heat harnessing of light GW is the easiest and has the highest potential, while that of
dark GW requires additional grease traps, strainers and sludge removal equipment [18].
These impurities tend to clog the HE, eventually reducing the thermal efficiency to a
great extent. BW is unsuitable for harnessing due to its higher waste contents and lower

temperature [15].

Another important reason for the scarcity of GW production data is due to the piping
architecture in conventional buildings. The separation of the three classes of water
outlined in Table 2-1 is usually non-existent [18]. Normally, most houses have a single
stack where the wastewater of the entire building is dejected, irrespective of its class

and re-usage potential. Due to this, not only is the possibility of gathering essential data
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eliminated, but the possibility to harness heat at the building’s level is also low. For this
reason, most buildings of the future would have different stacks for each class of water.

However, GW heat harnessing in buildings at an appliance level is more practical with a
higher technical feasibility. An overview of the plumbing system of a conventional

residential building is illustrated in Figure 2-1:

i

Basin
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Bidet 32mm dia

e St 1T

/ / 2 W+—— Bath 40mm
4 dia

Shower / WC 110mmdia

40mm dia

Sink 40mm dia

ﬁ """" |
W machine
40mm dia

Figure 2-1: Layout of the water drainage architecture in a conventional residential building [20]

=/

The stack is a large pipe positioned vertically through the building with a trap at the top
in order to minimise clogging and smells caused by the congestion of water. With every
appliance, there is a requirement to install a P-trap to avoid clogging followed by
downward sloped piping. The P-trap is an essential component as part of building
regulations [21]. However, this limits the flexibility of installing a heat harnessing
device, let alone a data capturing unit. Similarly, due to the slightly sloped pipe, the
flow of waste water is caused only by gravity with limited pressures. This puts a
constraint on harnessing waste heat with minimal pressure losses. For this reason, the
use of intrusive techniques inside the pipe’s diameter cannot be carried out. Finally,
most of the GW piping architecture in buildings is buried beneath concrete floors. The
hardest pipes to access are beneath baths and showers due to an additional layer of hard
ceramic tiles [19]. Therefore, the potential of gathering production data and heat
harnessing is quite limited without a major retrofitting of the piping architecture in

conventional buildings [18]. These physical constraints coupled with economic
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unfeasibility are the main reasons for the scarcity of GW production data. However, the
layout of passive houses and future buildings is more versatile with an increased

possibility of both GW heat harnessing and reclamation.

Typically, production data in non-industrial buildings can either be collected in a field
study [13] or through theoretical techniques [15], irrespective of the position of

measurement in the piping architecture.

I.  Experimental/Field data

This method is more genuine, although considerable fluctuations in the data are present.
It must be noted that GW production data is quite erratic as it is greatly dependent on
the mood and location of the user. Based on data [13], collected in 25 houses in the UK,
the water usage varied by a factor of seven in spite of similar building designs and
specifications. The three important parameters for the purpose of GW heat harnessing
are the outlet temperatures, flow rates and duration of flow from the various appliances
and/or sewage lines in a building [22]. The outlet data has to be collected after GW
discharges from an appliance, since measured data from the stack would be inaccurate
as it would contain BW [19]. Three components must be installed onto the specified

pipeline to measure real-time data via a field study:

e Instrument
The physical constraints of a GW heat harnessing application put a limit on
obstructing the flow due to increased pressure losses and the vulnerability of
biofilm deposits. For this reason, non-intrusive and non-invasive devices are
recommended on the outer diameter of the pipe to collect data. In order to
measure the mass-flow rate, ultra-sonic flow meters that function based on the
Doppler effect are more commonly used compared to magnetic induction meters
[23]. Clamp-on ultrasonic meters usually cost between £500-2,000 with almost
no maintenance requirements. Although they must be regularly calibrated, this
can easily be done manually by using the timed volume measurement technique
[22]. Both these devices produce pulses as an output where the frequencies of

these pulses are proportional to the flow rate [13].
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Similarly, to measure the temperature of the GW production data, a non-
intrusive and non-invasive strategy has to be used. The chances of error with
clamped sensors are much greater due to the effects of the ambient temperature
in case the device is not securely fastened onto the pipe [24]. Probe-type sensors
can usually be used at pipe junctions without considerable retrofitting
requirements, although with less installation flexibility. Thermocouples and
resistance-based semiconductors are the most commonly used, with prices
ranging between £10-500 [25]. The physical principles behind their operations
are the Seeback effect and Ohms law, respectively. Since clamps and self-
adhesives may not provide a firm contact point over the long term, the chances
of error can be quite high, especially if the pipe has GW flow in its lower
circumference [26]. Infrared (based on the principle of radiation) and fibre-optic
sensors (based on the Raman Effect) are more accurate, with online prices in the
range of £100-2,000.

Power Source

There are usually three options to power instruments: firstly, with an externally
powered direct current battery in the range of 0-30V; secondly, the instrument
can be plugged into a conventional alternating current socket of a building;
thirdly, using rechargeable internal batteries, charged via the connected data
logger or the data transmitting source. The applicability of each technique
depends on the instrument and the accessibility.

Data transmitter

Long term real-time GW data is usually desirable, hence the need for an external
data storage to be coupled instead of a simple LED display on conventional
instruments [19]. The transmission of data can be wireless or via Modbus,
Ethernet, or USB devices, etc. The most common method is the transmission of
the data onto an external hard disk via an interconnected data logger [22].
Depending on the location in the piping architecture and the data storage
capacity, the frequency of the transmission of recording values can range
between 1-600s [13]. Nevertheless, a cleaning method is usually required to

eliminate noise in the acquired data [19].
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Il.  Theoretical data

This probabilistic method has gained popularity over the years with advancements in
artificial intelligence-based computer algorithms [27]. The inflow of water from the
mains connection of a building or the outflow from a boiler is measured in this
technique. Following this, programming techniques are used to compute the production
and characteristics of GW at different points in the piping architecture [15]. This general
technique is known as a flow trace analysis, although different variations exist [28].
Using data from field studies, this technique has been validated with several developed
models having the ability to predict with a 90% accuracy [27]. These tools can be
adjusted based on building types and regions, making them quite versatile along with
being extremely economical compared to data collected via field studies. Similar
techniques are also used for forecasting GW data for the future, essential for demand
side management techniques [29]. At the same time, regression analysis and
extrapolation techniques based on field data are used to predict future production data
for GW [13]. An example of such a statistical prediction model was developed by the
American Water Works Association based on data collected from a million users [15].
At the same time, a water consumption calculator was launched in the UK based on a
regional survey [30]. The origin of this calculator is a statistical algorithm based on
questions on usage patterns from a million survey takers. Ultimately, a smart water
meter is in the making to efficiently perform demand side management techniques,

where users can monitor their real-time usage linked with heating.

2.2.2. Production patterns

As an estimate, approximately 16 million cubic meters of water are handled by the UK
sewage system on a daily basis from non-industrial buildings [30], which is increasing
at an annual rate of 0.5-1% [22]. For this reason, it is vital to understand the
characteristics of the patterns of production in both residential and commercial

buildings before assessing the potential of heat harnessing.

l. Residential buildings

In residential buildings, the highest production of GW is normally before and after local

working hours, as depicted in Figure 2-2:
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The usage profile of each appliance throughout the day is represented as a time
percentage over its total daily use. This pattern is consistent throughout the year without
the influence of external weather conditions. However, the contents of the outflowing
GW vary considerably and are highly dependent on the occupancy statistics of the
building. The second most important feature in terms of GW heat harnessing is the
temperature profile. Based on a field study [14], of 124 dwellings in the UK, the typical
production temperatures with an average of 324.9K (51.75°C) are illustrated in Figure
2-3:

15%

10%

w
E
1

Frequency of occurrence (112 cases)

0%
313 315 317 319 321 323 325 327 329 331 333 335 337

(40°C) Temperature/K (64°C)

Figure 2-3: Distribution of GW temperatures in conventional residential buildings in the UK [14]

Finally, the amount of GW produced per person is also quite variant in terms of region,
environment and economics [31]. An approximate overview of the typical production of

GW per person on a daily basis is presented in Figure 2-4:
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Figure 2-4: Region wise daily GW production per person

Based on these figures, a single person produces about 0.14-0.15m? of GW per day. As

a cross-verification, a similar study by the Oak Ridge National Lab estimated that an
average person produces 0.136m? per day [32]. In terms of the division of this amount

Figure 2-5 illustrates that showers produce the highest amount of GW:

Hand wash
dishes 4%

Dishwasher 1%

Car IS—— Garden 1%

1% | Bathroom
hot tap 7%

Shower
25%

Figure 2-5: Distribution of the source of GW in a conventional residential building [30]

Of all the waste water production in a conventional residential building, about 64% of

the output is GW. Similarly, a more optimistic study [32], estimated that 41-91% of the

total waste water production can be classified as GW, having a high potential of

harnessing heat.

Based on Figure 2-2, there are three main areas in a residential building contributing to

the production of GW: a) washroom b) kitchen and c) washing machine. Additionally,
both washrooms and kitchens have basins/sinks, making a total of five appliances

potentially applicable for GW heat harnessing.

22



e Showers/baths and washroom basins

Hot showers cost about £2.3 billion annually in the UK [30]. Statistically, a person
showers 0.7 times a day for an average duration of about 8.2 minutes. The average flow
rate of old shower heads is about 0.2kg/s. This corresponds to about 70kg of GW
generated from the shower on a daily basis. Comparatively, about 80kg of GW is
produced if a water bath is used [30]. The average temperature of the GW produced in a
shower is between 313-323K (39.85-49.85°C), depending on the user and the region

[28]. An overview of the statistics of showers is presented in Figure 2-6:

20+ mins 1%

10-20 mins

12% Standard Electric
mixer 35%
31%

Eco-mixer

11% Standard power

18%

Eco-power 5%
a) b)
Figure 2-6: Typical showering statistics in the UK a) average shower times b) shower head types [30]

Standard power shower heads producing about 0.20-0.25kg/s have mostly been replaced
with standard mixer shower heads in the UK, having an average flow rate of 0.13Kkg/s.
Eco-mixers and electric showers are considered low flow, having an average flow rate
of 0.1kg/s. These mixers usually have aerated showerheads drawing in air along with

water at higher pressures in a strategy to minimise consumption.
Similarly, the average temperature of GW produced in washroom basins can be between

313-333K (39.85-59.85°C) [20]. On average, a person produces about 50-60kg per
week with flow rates from basin taps being at about 0.03kg/s.
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e Dishwashers and kitchen sinks

An average of about £1.6 billion worth of electricity is consumed annually to heat water
for dishwashers and washing machines in the UK [30]. Similar to washroom usage,
kitchen GW production can be divided into dishwashers and sink usage. The larger the
household and the more developed the region, the higher the probability of ownership
of a dishwasher. In developed countries, about 41% of all households have a dishwasher
[30]. Compared to washing dishes in a kitchen sink, recently developed eco-friendly
dishwashers have better water usage and energy consumption statistics. A typical
dishwasher produces about 10-25kg of GW per wash at a temperature between 333-
358K (59.85-84.85°C) [25]. In typical dishwashers, water is drawn in and flushed in
three different cycles, with a single wash lasting about an hour.

Washing in kitchen sinks can be done via two main mechanisms. Some users prefer
filling the entire bow! of the sink only once to wash all the dishes while others use a
constantly running tap without clogging the sink outlet. About 86% users in the UK use
the first method with separate sinks for washing and rinsing. This sink filling
mechanism consumes about 8kg of water compared to about 20-30kg in the running tap
method. The output temperature of the GW in both mechanisms is in the range of 313-
333K (39.85-59.85°C). A single person uses a dishwasher approximately once a week
or normally washes the dishes by hand at about 3-7 times a week [30]. However, these
statistics are subject to high variability depending on the household size. With bigger
households, the average production per person lowers as the kitchen usage of water

becomes more economical.

e \Washing machines

In developed countries, 97% of the population use washing machines while in
developing countries, most use the old fashioned way of using a hot water tub to wash
clothes by hand [30]. A single wash in a washing machine produces about 30-50kg of
water without the influence of whether the machine is fully or partially loaded. In most
washing machines, water flows in and drains out in two different cycles, with a single
wash lasting at least an hour. A conventional household uses a washing machine 2-4.7

times a week or 1-2 times a week for a single person, normally at a temperature above
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303K (29.85°C). The distribution of washing machine temperatures based on statistics

in the UK is presented in Figure 2-7:

Figure 2-7: Distribution of the temperature settings for washing machines [30]

For showers and basins/sinks there is a concurrent production of GW and demand for
CW to be heated. The time gap between both is non-existent, making heat transfer by
conventional harnessing devices ineffective without the usage of thermal storage. On
the other hand, the demand with supply in washing machines and dishwashers is not
simultaneous as there are different cycles of inlet and outlet flow, necessitating thermal
storage for continuous operation. Hence, both cases advocate in favour of the use of a
high-density thermal storage to decouple demand and supply to improve thermal

efficiencies.

II.  Commercial buildings

Harnessing heat from GW in commercial buildings has a much higher potential. This is
because the output patterns are much more consistent and predictable compared with
residential buildings, while the flow rates and durations of flow are much higher as
well. However, due to the versatility in types of commercial buildings, a harnessing unit
based on the boundary conditions has to be specifically designed for each one. A major
undesirable aspect is the fact that in most commercial buildings, GW can be only
harnessed during working hours on weekdays [33]. Figure 2-8 illustrates the consistent
nature of the output profile of GW production in a commercial hotel and Spa in
Shenzhen, China:
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Figure 2-8: GW output profile of a typical commercial spa in China [33]

The mean temperature is about 306K (32.85°C) with GW produced only during the
spa’s operating times. At the same time, the readings were recorded in summer when

the output temperatures are comparatively less compared to conventional values.

In another research [32], the commercial washroom and dining facilities of an army
barracks were investigated in terms of GW heat harnessing potential. In terms of the
shower facilities, a cadet used an estimated 50kg of water a day. There were about 600
cadets in a standard army barracks which corresponded to an output of about 30,600kg
of GW a day. Once again, the average output temperature was in the range of about
303-323K (29.85-49.85°C), depending on the ambient temperature. The dining halls of
such a barracks had at least two dishwashers operating for about 10.5 hours a day. This

corresponded to an output of 0.18kg/s of GW at a temperature of 333-353K (59.85-
79.85°C).

In another study [19], the potential of installing low temperature heat harnessing devices
in a primary school in Kuwait was investigated. Although only 3-16kg per student was
dejected during school hours, the potential is still quite large. This is because most was

sourced from basins with a consistent output pattern that had almost no impurities.

Similarly, the potential to harness heat from GW in large residential apartments is
tremendous. In a case study [34], a 41 apartment building in Berlin with 100 tenants
produced approximately 3,000kg of light GW daily. At the same time, a 330 room
student dorm in Berlin was estimated to have the potential to harness 917kWh worth of
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heat from GW in the main sewage line on a daily basis [35]. However, the highest
potential of harnessing in terms of commercial buildings is in public swimming pools
and water parks [26]. In a typical Olympic-sized swimming pool, about 3 million kg of
water at a temperature of about 303-308K (29.85-34.85°C) is flushed out at least once a
week. Similarly, a hotel room produces about 184kg of GW while a hospital bed
produces 327kg on a daily basis [36].

Based on these studies, similar statistics for commercial showers in gyms, dining
facilities in hotels and dorms in universities etc. would portray an optimistic potential

for GW heat harnessing.
2.2.3. Potential of harnessing

The US Department of Energy has estimated that 350TWh worth of energy ends up in
the USA sewage system on an annual basis [37]. It was concluded in this study that if
every household had a simple harnessing device with 40% energy efficiency, at least
140TWh of this energy could be recovered. This would save 30-50% of the fuel used
for heating water. It was also put forward that when water is converted to GW, it loses
only 10-20% of its thermal energy. In another study [38], it was estimated that the GW
produced in Germany and Switzerland had the potential to heat 3% of the buildings
within these countries. Similarly, about 1,928 million m® of GW is produced annually in
Holland, being at least 20K higher than the ambient temperature. At the same time,
60TWh worth of heat has the potential to be recovered from the sewage system in
Switzerland [12].

Although there are several constraints in GW heat harnessing, the potential advantages

outnumber the disadvantages:

e Harnessing GW heat would make buildings more energy efficient, increase the
share of renewables in the energy mix and at the same time increase the
possibility of having decentralised sources of heat in a fourth generation DH

grid, as outlined in section 1.2.
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e The output and temperature profiles of GW production are consistent throughout
the year and are independent of weather conditions. This ensures production
reliability and predictability of this potential heat source.

e Asoutlined, the quantity and the potential are also quite large, especially in
commercial buildings.

e The possibility of using the harnessed heat in a variety of applications makes
this source quite versatile. At the same time, integrating harnessing devices in
the plumbing systems of future buildings can be done with minimal costs and
effort.

e GW heat harnessing can easily be done at low costs and maintained using
passive technologies.

e In residential buildings, these devices are known to extend the life of boilers and
enhance their performance as their usage decreases [37].

e In countries with warm climates, the reverse of a harnessing cycle can be
developed. Incoming water can be cooled down by injecting heat to the GW. In
fact, such co-generation technologies are considerably more practical and

economical, based on past experiences [24].

As an example, if only 1K of heat from 1m?® of GW was extracted, this would save
1.17kWh of energy. As mentioned, an average person produces 140-150kg of GW on a
daily basis. As an optimistic estimate, if 20K could be transferred from the GW to the
incoming CW, a total of 3.5kWh would be saved. When this is amplified to a national
level for the 65 million population of the UK, it amounts to a saving of 228GWh worth
of energy. A conventional boiler would consume 0.4m? of gas to produce this 3.5kWh
of thermal energy. This corresponds to an annual consumption of 145m? of gas which
would save 320kg of CO: if it was not burned [39]. This is estimated based on the 80%
energy efficiency of a conventional boiler in the UK [40]. 6% of the overall CO.
emissions in the UK are contributed due to heating water which could be reduced to
about half this value with heat harnessing technologies [30]. The average price of gas in
the UK is about 2.8p/kWh, hence a GW heat harnessing device would save £45 in
annual gas bills for a single person. This corresponds to an estimated 20% savings on
energy bills. A summary of the potential of GW heat harnessing is presented in the

Sankey diagram in Figure 2-9:
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Figure 2-9: Sankey diagram of the energy distribution in conventional residential appliances

A similar analysis can be performed based on exergy to determine the quality of the
GW heat [6]. The exergy potential of GW is calculated compared to the average
incoming temperature of CW of about 285K (11.85°C), taken as the dead state [14]. As
highlighted in Figure 2-3, the average GW temperature is 325K (51.85°C) for 150kg
produced daily per person. This corresponds to an annual exergy content of 2,465kWh
per person. If this exergy content was converted into mechanical energy, the exergetic
potential would only be about 151kWh with more than 90% destroyed as anergy due to
the irreversibility in the conversion process. This proves that the heat from GW is best
suited to be stored thermally for later use instead of being converted into electricity,
primarily due to the fact that it is a low-grade energy source [39]. Only thermal to
thermal recovery is the best approach to extract this energy. Additionally, the harnessed
heat is not sufficient to be operated in a Rankine cycle or a similar work output cycle.
Nevertheless, thermoelectric generators that directly convert thermal energy to
electricity without any mechanical parts are also quite famous as an alternative option
[41]. These generators operate on the Seeback principle similar to the functioning of
Photovoltaic (PV) cells. However, they would have an extremely low energy efficiency

with regard to this application.

Unfortunately, as presented in section 2.3, conventional GW heat harnessing devices are
only capable of extracting 20-50% of this exergy content. This is yet another reason to
develop a more efficient heat harnessing device. In general, the incoming CW in a
conventional buildings needs to be heated by about 40-60K before being consumed. If
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most of this required temperature increment is provided by GW, both the improvement
in exergetic and energetic efficiency would significantly enhance the building’s
competence [14]. The usage of latent heat storage linked with this application is a novel
and an unexplored approach. For this reason, this approach can be categorised as having
a Technology Readiness Level (TRL) of 3/4. Having proved its feasibility, considerable
upgrades would be expected to demonstrate the technology in actual operating
conditions. At the same time, linking this source of harnessed heat with a fourth
generation DH grid is a concept at a TRL-1 stage, especially in non-Scandinavian

countries [10].
2.3. Commercial GW heat harnessing technologies

Harnessing the thermal energy from GW is a concept that has existed for several
decades. Consequently, HEs and HPs or a combination of both, are mature technologies
available in the market to harness GW heat [42]. Comparatively, HEs have lower
investment and operational costs as they are much simpler compared to HPs. For this
reason, the energy efficiencies of HEs are lower with less operational flexibility in
comparison with HPs. However, HPs have the disadvantage of higher installation and
maintenance costs due to having mechanically moving parts, i.e. the pump. HPs require
an external source of energy classifying them as non-passive devices. Harnessing GW
heat while investing additional energy defies the concept of low-energy passive houses
and makes the whole process economically unfeasible. At the same time, HPs are more
suited to larger sewage pipes and are not applicable for single appliances primarily due
to space constraints. Hybrid combinations of both are frequently used to amplify the
advantages of both technologies and minimise the disadvantages. As an extension of
Figure 2-9, if a typical heat harnessing device is used in conjunction with an appliance,
it would recover 60% of the thermal content of the flushed GW (72 energy units). Only
46 energy units of fuel would be needed instead of the original 100 energy units. This
would save 54% of the original 100 units of fuel consumption, as illustrated in the

Sankey diagram in Figure 2-10:
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Figure 2-10: Sankey diagram of the potential energy savings with GW heat harnessing in conventional residential
appliances

Harnessing heat from waste water can be done at three different levels [34,35,42,43], as

highlighted in Table 2-2:

Table 2-2: Different levels of waste water heat harnessing

Tempera | Mass-flow . .
Level tures/K rates/kgs™ Technologies | Possible recovery
At a building
level, instantly | 313-337 0
afterthe GW | (3985 | 003033 | HEandHps | [0 90% of:(grr]]fent
enters the drain | 63.85°C) 9y
of an appliance
Both in-line
At a larger 166.67 > (plate HES) A higher content of
district level, 288-303 | de endin on and out-line contaminants
when the GW P g (HEs & HPs) | resulting in recovery
; (14.85- | the location )
arrives at the o . having of 40-50% of the
. 29.85°C) and pipe . e
main sewage diameter additional original energy
lines pressure content
pumps
At a waste
water treatment 283-293 HPs to 10-30% of energy
plant (WWTP), (9.85- 166.67 < transport the | recovery depending
before the o ' large quantities | on the purification
e 19.85°C) :
purification over distance process
process
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Harnessing at the second and third levels cannot only be done on GW without massive
infrastructure changes to the conventional sewage system. At this level, GW and BW
are mixed with sludge and sometimes industrial waste water as well. As the waste water
propagates through the sewage system from a building to a WWTP, it loses its
temperature and gains more impurities, typically in the form of more sludge. Additional
pumps are normally required to keep this higher density wastewater moving through the
piping grid [40]. An advantage of harnessing at the WWTP level is that after treatment,
the water can be directly used in a HP cycle without the need of an intermediate circuit.
Although the temperatures of the wastewater in the last two levels are lower, probably
about 1-10K can be recovered compared to a recovery of about 10-30K at a building
level, but the flow rates and volume of water involved at these last two levels is so high
that the potential to harness it is still quite extraordinary [34]. Harnessing heat at a
building level is relatively easier in terms of the legal requirements as the owners are the
only stakeholders. However, at the other two levels, harnessing would be a district-
initiated project. Additionally, there are stringent legal requirements for the quality and
minimum allowable temperature of the wastewater in sewage lines which puts an upper
limit on the harnessing potential [43]. One reason for this is that there is a possibility
that the sludge would freeze in the sewage lines if heat harnessing was performed below
a minimum temperature, making it impossible to get it transferred to the WWTP. At the
same time, if the temperature of the wastewater fell below 283K (9.85°C) [24], it would
be extremely difficult to purify the water in the WWTP during the nitrification stage
[12]. Additionally, there is a need for a temperature cushion as the waste water loses an
additional 5-10K in the purification process [42]. If the GW heat is harnessed beyond
this limit, there would be an additional requirement to heat the sludge during
purification which would defy the concept of harnessing the heat passively to save
energy. Another issue with WWTP level harnessing is the distance between
consumption and recovery, requiring additional pumps and auxiliary equipment.
WWTPs are generally on the outskirts of urban centres; in fact only specific points in
the sewage lines can be accessed even for level two harnessing. Harnessing at the
second and third level is generally large-scale, acting as a centralised source of heat.
However, the realisation for fourth generation DH requires decentralised heat sources
instead of large centralised sources. In some circumstances, the harnessed heat can be
utilised within the WWTP at the third level (e.g. at the digester tank or to dry the sludge

in the later processes of purification) [12]. In general, recovery at the sewage level has
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the best rate of return, especially in providing heat at district levels [35]. However, the
temperatures involved are lower, eventually resulting in the destruction of more exergy.
It is estimated that at the second or third level, about 4,000 MWh of energy could be
recovered at a regional level [44].

2.3.1. Heat exchangers (HE)

HEs are the most commonly used passive heat harnessing technique; transferring heat
without contact between fluids with no external energy input and minimal maintenance
requirements. About 40-80% of the thermal energy in the GW can usually be recovered
with the possibility to recover even more using longer cascaded arrangements. The rate
of recovery is highly dependent on the flow characteristics of the fluids involved and
the HE design [16]. In some circumstances, external pumps are used to enhance the
HTC with forced convection and turbulent flow conditions [34]. Pumps are also usually
used at level two or three harnessing systems in Table 2-2 [35]. HES do not decouple
supply with demand as there must always be a CW inflow when the GW heat is being
harnessed. For this reason, it is important that the pipes in the HE have double layers to
avoid contamination or leakages into the incoming CW. At the same time, the GW drain

line should be vented to avoid any foul smells and clogging.

Most commercial HEs are usually advertised and designed for residential showers.
However, they can be equally beneficial when used with other residential appliances or
commercial drain lines as well. In a field study [45], a commercial HE was successfully
demonstrated to harness GW heat from basins/sinks in a multi-storey building, showers
in a student dorm, dishwashers in a restaurant and washing machines in a laundry
facility. The best results were achieved when the HE was used in conjunction with the
dishwashers, since the incoming GW temperature was greater than 333K (59.85°C).
The payback period for most HEs used with residential appliances is usually between
2.5-5 years. However, when constructing a residential building, their investment is less
than 0.1% of the total cost making it a good investment over the long term [46]. In
general, HEs for GW heat harnessing can be divided into five main categories:

o Type

e Orientation
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e Location of installation
¢ Anti-fouling mechanism

e Operation strategy

Consequently, each main category has several subcategories as illustrated:

. Type

A further division of four main types of commercial HESs is possible:
e Shell and tube

Along with plate HEs, this type is considered the best for liquid-to-liquid heat transfer
applications. When used for GW heat harnessing, both these types of HEs have a high
vulnerability to fouling and biofilm deposits. Normally, a large GW storage shell
contains spirally arranged CW tubes within [32]. The CW tubes can be arranged within
the shell along its circumference to avoid biofilm deposits on their external surfaces.
This HE is different due to the fact that the GW is retained in the shell over a longer
duration. This leads to convection along with conduction as the sources of heat transfer,
enhancing the energy efficiency. The capacity of the shell is usually designed at 90kg
per person [47]. The shell is insulated from the outside with several possible
connections as it can be linked with more than one appliance at the same time.
Considerable pressure losses in the CW tubes limit the overall transfer of heat with

efficiencies in the range of 40-50%.

e Concentric pipe

Also known as the tube-in-tube HE, it is the most economical and the simplest of all
methods to harness GW heat. Typically, a smaller diameter pipe is inserted into a larger
diameter pipe with a small gap between them both. Normally, GW flows along the
circumference of the internal pipe with support from surface tension and gravity while
CW flows in a counter-flow direction along the external pipe. An impermeable lining is
usually necessary on the outer circumference of the internal pipe to minimise the risk of
contamination and leakages. The efficiencies of these HEs are less than 60% with the
advantage that there are almost no pressure losses and fouling possibilities [48]. Also,

the start-up time is only a few minutes before steady-state conditions are achieved. A
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drawback is that this HE can only be installed in a vertical orientation. These HEs have
the least energy efficiency in comparison, due to their low contact time and the surface

area of contact between the fluids [49].

e Falling/Gravity film

This type of HE is the most commonly used with the greatest number of manufacturers,
having had about ten patents since the 1980s [47]. With the assistance of gravity and
surface tension, the GW falls along the circumference of a vertical pipe with smaller
CW tubes looped around the external circumference [50]. This HE is also referred to as
the gravity-film exchanger (GFX) due to its gravity assisted operation. The flow of the
GW is considered turbulent, having more than 1mm of velocity boundary layer
thickness. Although there is no pressure loss in the GW flow, there are considerable
losses in the CW tubes of between 7-15kPa, depending on the flow conditions and
design of the HE. An important limitation for these HEs is their lack of performance at
high GW flow rates. In this circumstance, most of the GW falls through the centre of
the vertical pipe without much contact with the circumference, resulting in almost
negligible heat transfer [25,51]. The material of the pipe and tube in the HE ranges from
aluminium, copper and plastic with lengths of about 1-1.5m [52]. Nevertheless,
cascaded combinations of more than one HE can be used, keeping in mind an optimum
balance between the length and the performance. Beyond the optimum length, the small
additional performance is not worth the extra investments. There can usually be about
0.5-3m of vertical installation capacity in the drain pipes of a residential appliance. The
energy transfer efficiency of the falling film HEs is the highest at about 60-70%.

In an interesting study [26], to enhance the performance of these HEs, a layer of water
jacket was used to cover the outer CW tubes. Water has a higher thermal conductivity in
comparison to air, which reduces the thermal resistance between the GW and the outer
tubes. It was concluded that the smaller the gaps between the outer tubes and the inner
vertical pipe, the better the performance. Consequently, it was proposed to use square
outer tubes instead of circular ones, to minimise this gap and increase the surface area of
contact. In these types of HE, the vertical GW pipe is about 50-150mm in diameter
while the CW tube is about 12-25mm. Since these are the oldest HEs to harness GW
heat, they have evolved over three generations [26]. In the first generation, the flow of

both fluids was counter-flow with the CW having only a single point of entry in the
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tubes, resulting in high pressure losses. In the second generation, the CW had multiple
entry points in several tubes arranged in parallel. This resulted in lower pressure losses,
but most HEs developed in this generation were not counter-flow. In the latest third
generation, thin squared CW tubes with multiple parallel entries and a counter-flow
arrangement with the GW were developed. This reduced the CW pressure losses whilst
maintaining a high heat transfer rate [37]. However, a noticeable drawback in the third
generation is the deposition of lime due to calcium carbonate in the CW flow, primarily
due to the thin square tubes being prone to fouling.

e Plate

Plate HEs are normally used to harness GW heat at a sewage level along with a building
level. In building installations, horizontal plate HEs are placed directly beneath the slabs
or floor tiles. This type is most commonly used in conjunction with residential showers,
due to their ease of installation. Normally, the slab or platform is integrated with
footplate HEs or a multi-layer unit is placed horizontally underneath the drain [47].
Although it is not common, this HE can also be placed on top of shower slabs, as in a
case study [53], where an integrated lattice type plate HE recovered 50% of the thermal
energy of the GW. Such a unit consists of alternate flow channels of the GW and CW,
with a series of plates combined together in a cascaded arrangement. Adjacent layers of
the plates with the same flow fluid are linked together with a manifold at either end. The
flow of the fluids (GW and CW) can either be counter or cross-flow. An additional
chamber usually exists vertical to the HE to temporarily store and guide the GW
through [54]. These types of HEs have the advantage of an increased surface area of
contact whilst having average pressure losses, but are vulnerable to fouling. The energy
efficiency is usually below 50%, but several cascaded units can recover up to 90% of
the thermal content of the GW. The material for the plates is normally stainless steel to

avoid corrosion over the long term.

Plate HEs are also commonly used in large sewage lines. They are usually embedded
within pipelines by being placed on the surface of the lower circumference of the pipe
[38]. However, due to the sludge and sediment formations on the surface, regular
maintenance is required and the energy efficiency is considerably lower. Consequently,
the use of outline HEs in conjunction with sewage lines is proposed to tackle this

36



obstacle [43]. However, the requirements of additional pumps and filtration systems

increase the investment and operational costs, making it impractical without major

infrastructure refurbishments.

A summary of the different types of HEs with details of commercial manufacturers and
costs [32,37,47], are in Table 2-3:

Table 2-3: Summary of the different types of HEs used in GW heat harnessing
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Il.  Orientation

The thermal performance of the described commercial HEs is better in vertical
orientation compared to horizontal installations which have only about 20-50% energy
efficiency [52]. The primary reason for installing horizontal orientation HEs is the lack
of vertical space in the drains of residential appliances. In an experimental study [52],
vertical installations of different HEs were compared to horizontal orientations. The

energy efficiencies were in the range of 30-75% for low flow rates in a vertical
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orientation, while the same devices were between 5-20% efficient in a horizontal
orientation. Hence, the same HEs would have to be oversized for horizontal orientations
which would eventually increase their payback period from 3 to 15 years. The outlying

reason for this major difference in efficiency is portrayed in Figure 2-11:

@ O

Figure 2-11: Flow of GW in a) horizontally oriented b) vertically orlented piped HEs [52]

In a horizontal orientation, only the lower circumference of a pipe is in contact with the
flowing fluid. Comparatively, the entire circumference is in contact in vertical
orientation which considerably enhances the heat transfer rate. The increase in the
surface area of contact is more than double for the vertical orientation, which is the
prime reason for the difference in efficiencies. Additionally, an alternative configuration
was proposed for horizontal installations in this study to enhance the area of contact, as

illustrated in Figure 2-12:

Drainwater

. \ /Fx

/ \\\
Hot Drainwater
Free Surface Flow

Cold Water
Supply Pipe
Figure 2-12: Proposed configuration to improve the efficiency of horizontally oriented piped HEs [52]

The energy efficiency was 45% in this counter-flow concentric pipe configuration. This

is still lower compared to the vertical installation but considerably better than typical
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horizontal orientations. Additionally, it was concluded that falling film HEs lose 4% in
energy efficiency when tilted by 2° from the vertical. This relationship is not linear but
quadratic, with a maximum allowable angle of tilt of 15° prescribed by manufacturers
[53].

1. Location of installation

HEs can be used at either a building or a sewage level when installed in solo operation.
However, they can be used at any level when combined in hybrid with HPs. In this case,
they can either act as a preheater for the HP or provide last-stage additional heating after

the HP cycle.

The installation of HESs in sewage lines has two options; either in-line or out-line with
additional pumping and filtration systems [43]. To efficiently utilise in-line HEs, it is
recommended that the sewage lines have a diameter greater than 800mm with a
minimum flow rate of 30kg/s with waste water covering at least 0.8m? of surface on the
bed of the sewage pipe [12]. There are two further options for in-line installations, as
highlighted in Table 2-3. Either the HE can be embedded into the lower bed of the
sewage pipe or a plate HE can be placed on this bed [55]. Embedding a HE into a
sewage line is only possible in new installations, as the refurbishment of existing lines

would be extremely expensive and challenging.

Typically, out-line installations of HEs are coupled in hybrid with HPs to enhance
energy efficiency. However, additional pumps and filtration devices are needed,
especially when pumping sewage water over long distances. There is usually an opening
at the lower end of the sewage pipe, from which the waste water is filtered and pumped
into an intermediate HE followed by a HP circuit. About fifty different facilities of this
type are present in Switzerland with some having hybrid HE-HP combinations [24]. At
the same time, only three such facilities in the city of Zurich have the capacity to
recover SMW of waste heat. Similarly, a facility installed in Oslo, Norway can heat an

entire district of the city during peak hours.
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IV.  Anti-fouling mechanism

There is always a high vulnerability to fouling in HES, especially in conjunction with
GW heat harnessing where biofilm deposits are inevitable, especially in the long term.
There are two techniques to tackle this problem; either actively or passively. Passive
techniques are usually used in simple HEs, while both methods can be used
simultaneously in the evaporators and condensers of HPs. It is a more critical concern in
HPs, since it affects the performance of all the associated machinery. At the same time,
the clogging of the evaporator and condenser can even lead to the choking of the HP.
For this reason, active anti-fouling techniques are elaborated in section 2.3.2.

The most common passive strategy for simple HEs is dipping and baking the surface of
the pipes with chemical coatings. This averts corrosion and fouling at the cost of
reduced thermal conductivity. For small HEs in residential applications, the easiest and
most practical approach is prevention. The most economical and effective method is
regular cleaning and flushing the pipes with appropriate detergents. For larger biological
impurities, the use of strainers and filters at the cost of additional pressure losses is
recommended. In an interesting approach [38], the use of low-cost plastic pipes for HEs
in GW heat harnessing was investigated. Although fouling was reduced to a certain
extent; the long-term durability of the HEs was also reduced, especially at higher flow

temperatures.

V.  Operation strateqy

When harnessing GW heat at a building level, three options of installing HESs exist, as

displayed in Figure 2-13:
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Figure 2-13: Operation strategies of HEs for GW heat harnessing at a building level a) balanced with a storage
option b) unbalanced c¢) balanced without a storage option [50]

a) preheated water flows to both the storage and the appliance—balanced
condition.
b) preheated water flows only to the storage—unbalanced condition.

c) preheated water flows only to the appliance—balanced condition.

The cylindrical drum is a heater with the possibility of storing water. In options a) and
c), both the flow rates of the demand and supply of water are equal, therefore it is
regarded as the balanced condition. However, a) has more flexibility with the additional
option of storing preheated water in the drum. HEs are known to perform best in
balanced flow conditions when the flow rate of the demand is exactly equal to the
supply. In such circumstances, the temperature lost by the GW is equal in units to that
gained by the CW. For this reason, option a) is the most preferred amongst the three as
it also has the highest energy efficiency and the best rate of return on investment [46].
However, in real conditions, the fluid flow is not exactly balanced due to its transient
nature [16]. In unbalanced conditions, the HE is used as a preheater, to store warm
water in the drum, or both. Energy efficiencies in the balanced flow mode are usually
greater than 50% but are less for an unbalanced flow [37].

In a study [25], an analysis was performed on five different HES to determine the
importance of GW flow rate in comparison to temperature. It was determined that the

flow rate was more important. However, only an optimum value gave the best
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performance [13]. The energy efficiency of a HE is proportional to the flow rate up until
an optimum Critical Flow Rate (CFR). After this value, the efficiency is constant or
may decrease with higher flow rates. The CFR of a HE operating with GW is dependent
on a number of flow, metallurgical and geometrical characteristics. The CFR is between
0.07-0.13kg/s based on experimental data for pipes having a diameter between 5-10cm
[56]. At the same time, a HE operating at the CFR value reaches the quickest steady-
state operation. It is estimated to take a maximum of 300s for a HE pipe to warm up and
reach steady-state conditions with GW flow [25]. The associated pressure losses cannot
be ignored whilst considering the harnessing of GW heat through HEs. Since the GW
flows only with the pull of gravity, the margin for pressure losses are quite low, as
explained. These losses are proportional to the square of the velocity of the fluid and the
length of the pipe whilst being inversely proportional to the diameter of the pipe,
according to the Darcy-Weisbach formulation [39]. In a falling film HE with the GW
having a flow rate of 0.17kg/s, the pressure drop can be in the range of 200-1,750Pa/m
[25].

2.3.2. Heat pumps (HP)

The flow of heat in a HE is from a high temperature to a lower temperature source.
However, a HP is capable of transmitting heat in the opposite direction with an external
input of energy in the form of electricity in a vapour-compression cycle, or heat in an
absorption cycle. The main components of a HP are an evaporator, a compressor, a
condenser and a throttling valve; operating in this specific order. A working fluid
transfers net thermal energy when operating in a closed cycle HP. Initially, it evaporates
by gaining heat in the evaporator to be compressed and transported to the condenser
where it loses heat to be eventually throttled back to the evaporator. The working fluid
changes phase from being a gas in the evaporator to a liquid in the condenser [39]. This
net transfer of energy is based on the phase change of the working fluid, which is
governed by the latent instead of the sensible heat. For this reason, HPs are capable of
transferring large amounts of heat compared to HEs that operate on the physics of
sensible heat transfer. However, the evaporator and condenser of a HP are both HES in

principle. Although the association of HPs with GW heat harnessing is not that old, in
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general the technology is. The operation of a HP cycle linked with GW heat harnessing

is illustrated in Figure 2-14:

Distnbution System

Heat Pump Cyde

......................................

Wastewater Side
VII

I:Fan-coil system, IT:Floor heating,
III: Compressor, IV:Condenser/Evaporator,
V:Expansion valve, VI:Evaporator/Condenser,
VII:Wastewater HE, VIII: Wastewater line

Figure 2-14: Schematic of the operation of a HP linked with GW heat harnessing [38]

In this specific application, the thermal energy of the GW is harnessed via a HP to be
used for space heating, where fan coils blow air over the condenser of the HP acting as a
cross-flow radiator from the floor of a building. Unlike HEs that can only be used to
heat CW, the output of a HP can be used in many versatile applications after harnessing
the GW heat. Additionally, HPs are estimated to have higher energy efficiencies of
about 80-90% [16]. The main drawback of HPs for GW heat harnessing is that once
again, supply and demand are coupled as the HP must deliver output heat whenever
there is a flow of GW. At the same time, this is not a passive technology as it requires
an input of external energy. In the event that a HP is used to heat incoming CW to a
predefined level whilst simultaneously harnessing GW heat, the sizing of the HP
increases substantially. For this reason, it is mostly relevant in large scale harnessing
applications (level two and three) and not at a building level. Additionally, there are
space constraints for the installation of HPs at building levels, whilst being

economically unfeasible due to maintenance and input energy requirements. Another
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drawback is that the performance of a HP is more sensitive to the GW characteristics
being less reliable compared to HEs [33]. In general, GW heat harnessing HPs can be
distinguished based on the following five categories:

. Type

e Type of HE used in the evaporator/condenser

e Working fluid

e Location of installation

e Reversibility

Similar to HEs, each main category has several subcategories as illustrated:

. Type

The major differences based on the type of HP cycle are:

e \apour-compression cycle

This is the more commonly used type, where the input energy to the compressor is in
the form of electricity. As mentioned, the compressor is used to increase the pressure of
the working fluid to enable it to release heat to the condenser [39]. As a rule of thumb,
centrifugal compressors are preferred compared to reciprocating compressors when the
working fluid has a large specific volume and low evaporator pressures are involved, as
for this application of GW heat harnessing. Additionally, in recent energy efficient HPs,
a variable speed compressor combined with an electronic throttling valve are used to
enhance the economics of usage and flexibility in operation [6]. A typical centrifugal

compressor draws about 5-6A of current at a voltage rating of 220-240V.

e Absorption cycle

The difference between an absorption and vapour-compression cycle is the mechanism,
in which the pressure of the working fluid is increased. In an absorption cycle, the
pressure is enhanced by absorbing the working fluid into another soluble liquid and
pumping it to a higher pressure. Since a pump is used in comparison to a compressor,
the input energy required is comparatively less [39]. However, in order to make the

working fluid soluble into the absorption medium, an external source of heat is also
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required. In most cycles, ammonia is the working fluid while water is the absorbent.
The Coefficient of Performance (COP) of absorption cycle HPs is lower than that of
vapour-compression cycles, since both heat and electricity are inputs [57]. At the same
time, compressing a liquid can considerably increase pressure compared to pumping. In
most non-industrial building legislations, it is required that vapour-compression cycles
have a COP of at least 2, while absorption cycle HPs are of at least 1 before they can be

installed to supply heat [57].

II.  Type of HE used in the evaporator/condenser

Unlike the versatility in the types of HES, only two types are used as the
evaporator/condenser in a HP: a) plate and b) shell-tube type [44].

The evaporator is usually of the shell-tube type while the condenser is of the plate type.
This is due to the difference in the boundary conditions on both sides, including the
temperatures and pressures involved. However, in large scale applications including
harnessing heat in WWTPs, both the evaporator and condenser are of the shell and tube
type [38]. The shell usually contains the GW/waste water with copper tubes inserted
into it containing the HP cycle’s working fluid [6].

The biggest concern with HP evaporators is their vulnerability to fouling, especially as
GW is in direct contact at this point in the cycle. It is estimated that if no maintenance is
done, biofilm layers of up to Imm deposit on the external sides of the tubes of the shell-
tube HE within the first five months of operation. This reduces the overall COP of the
HP by about 20% [33]. There are three main types of fouling in the evaporators in this
application of GW heat harnessing: a) biological (biofilm deposits) b) corrosion and ¢)
precipitation [33]. The chemistry of the formation of each type is dependent on the flow
conditions, geometric features, HE design and operating times, etc. However, as
mentioned, the removal of these fouling conditions can be done actively or passively.
The magnitude of the fouling problem is much more intense in levels two and three of
waste water heat harnessing setups with large-scale HPs, necessitating active
techniques. In an interesting study [33], a vibrating anti-fouling clean-up system based
on an automatic electronic control mechanism was developed for a large HP. It was

concluded that such a technology was only suitable for commercial systems since a
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significant amount of energy input was required. If used for residential GW heat
harnessing applications, it would require a net energy input to defy the approach of
lowering the energy demand. Similarly, most large scale HPs have built-in
pneumatically controlled automatic fouling removal mechanisms [58]. In such a system,
automated rubber balls are circulated and brushed in a HP evaporator operating after
fixed workload hours. Similarly, passive techniques on large-scale HP evaporators have
also been analysed. In a unique device, a manually controlled external screw attached to
rotating rubber baffles located inside the evaporator was used to clean-up biofilm
deposits whenever required. This manual strategy was effective, economical and
flexible, yet zero-energy consuming. Based on an estimation, the convective HTC in HP
evaporators for sewage heat harnessing is 40% less compared to normal HP applications
due to fouling and sludge deposition [38].

1. Working fluid

The working fluid is primarily selected based on the temperature differentials between
the evaporator and the condenser, which depend on the heat output application after GW
heat harnessing. Additionally, the phase change temperatures along with several other
thermal and physical parameters of the working fluid are important as well [39]. In the
case of GW heat harnessing, the temperature of all three levels of harnessing is 283-
333K (9.85-59.85°C) in the shell-side of the evaporator. The working fluid in the tubes
of the evaporator usually operates at a temperature 5-10K lower than this, to more easily
facilitate heat transfer as per the first law of thermodynamics. Additionally, the working
fluid is selected so that it can change phase by evaporating at an appropriate pressure
without considerable input energy requirements. The use of fluorinated hydrocarbons
(HFCs) is now more common due to the role of controversial chlorofluorocarbons
(CFCs) in ozone layer depletion [57]. Based on the temperature range of GW heat
harnessing, the most appropriate working fluids for a HP are R-134a, R-404a, R-407c
and R-410a [39]. Similarly, for non-industrial applications of HPs, the use of R-134a
and R-410a are the most common working fluids [33]. Normally, the working fluids for
absorption cycle HPs are air, ammonia, carbon dioxide and water [38]. However,
compared to the many options in vapour-compression systems, the choice of working
fluids for absorption HPs is limited due to the solubility requirement into an appropriate

absorbent.

47



IV. Location of installation

As mentioned, HPs are best suited for level two or three large-scale heat harnessing of

waste water. However, they have been tested at all three levels.

The temperature lift is defined as the difference between the temperature of the heat
source at the evaporator and that of the deliverable source at the condenser. The COP of
a HP is inversely proportional to the temperature lift [6]. Values of the COP as high as
10 have been recorded in cases where the temperature lift is within 20K. Based on this,
the highest potential for heat harnessing is at a building level, when the GW has the
maximum temperature. When using HPs at a building level with appliances, it is
normally an out-line arrangement with major changes in the conventional drainage
architecture [16]. Unlike HEs, this is due to space constraints and the requirement of an
additional input energy source. Using HPs in this arrangement has produced a COP in
the range of 5-6 [16]. Typically, these HPs for heat harnessing at a building level have
capacities in the range of 0.8-10kW. In a field study [6], a HP linked with the GW
outputs from a bathroom recovered 2,400kWh of heat annually with only a 410kWh
energy input into the compressor. In a similar study [59], the use of cascaded HPs
harnessed a comparatively higher amount of energy, as two serially connected HPs were
used to recover GW heat to be transferred into CW for commercial washing machines.
Using plate type HEs in the condenser, the incoming CW was heated from 287K
(13.85°C) to 328K (54.85°C). Similarly, the shell-tube type evaporator cooled the
outgoing GW from 322K (48.85°C) to 287K (13.85°C). The unit had a balanced
operation strategy in which the mass-flow rates of both the GW and CW were equal.
This resulted in an overall COP of six for both the serially connected units. In this
cascaded combination, both HPs had different working fluids to suit the varying GW
and CW temperatures as they flowed through the arrangement. The HP operating at a
higher GW temperature used R134a while the lower temperature HP in the cascaded
combination used R407c. Consequently, about 85% of the required input energy for

heating CW in a washing machine was reclaimed through these HPs.

Although the temperatures at a building level are much higher, the flow rates are lower.
At the sewage level, both are intermediate and by economies of scale, is considered as
the best point for harnessing heat by a HP, as the recorded COPs range from 1.77 to
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10.63 [38]. The heating capacity of most units at this level range between 10-20,000kW.
The most important criteria when designing a sewage level HP is the predictability of
temperature along the flow line, so that it does not drop below the legal limit. In such a
study [24], a mathematical model was developed to predict the sewage temperature
along the length of the line. The temperature is dependent on the flow conditions, the
geometric properties of the line and the properties of the soil around the pipe. This
model had the flexibility to be adapted to different locations around the globe and was
validated based on a field study in Switzerland. In a pilot test [12], a shell-tube
evaporator of a 30kW HP was used to harness waste water heat by installation in a pit
linked to the sewage line external to a commercial 100-bed hospital, at an average COP
of 3.8.

When harnessing heat at the third level, several cascaded combinations of both HPs and
HEs are usually used. Nevertheless, there are recorded cases of solo operations of HPs
with WWTPs. In Switzerland and Scandinavia, over 100 such HPs are in operation with
ratings of up to 70,000kW [35]. In Lucerne, Switzerland there is a 50MW HP installed
in solo operation. Similarly, a HP with a rating of 9kW is used to heat the underground
train stations in Glasgow using sewage water, having a COP between 2.5-3 [60].

Additionally, there are over 500 such HPs operational worldwide [12].

V. Reversibility

By using a reversible throttling valve as in Figure 2-14, a HP cycle can be used as a
refrigeration cycle to provide cooling instead of heating. Normally, in the case of
cooling, the GW temperature is lower than the ambient [32]. This is extremely useful in
countries where both cooling and heating are desirable; especially in the Middle East or
tropical countries where daytime temperatures require cooling while night time
conditions need heating. The COP of reversible HPs operating in a cooling mode is
between 2.23-5.35 [38].

The most prominent manufacturers of level two and three HPs are Friotherm AG
(Frauenfeld, Switzerland), TECSIR (Quintana Roo, México), Nova Thermal Energy
(Philadelphia, USA) and Viessmann (Allendorf, Germany). The prices of a unit vary

considerably, being dependent on the size, whether the components are sold separately
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or as a whole unit, the level of control required in the HP, the reversibility requirement
and the desirable thermal performance. The installation of HPs at a building level is
more flexible, as smaller units with dissociated components are usually available. For
waste water heat harnessing at level two and three, the units are sold as a whole,

normally in a bulk casing.

2.3.3. Hybrid systems

I.  HE/HPs with renewable and conventional heating technologies

In most circumstances, heat harnessed from GW is incapable of providing the full-load
heat demand for the end-user. It can only partially fulfil the demand and needs to be
topped up with other sources of heat. It is most commonly used in conjunction with
conventional boilers and electric heaters to provide the remaining full-load heat demand
[36]. This also enhances flexibility and reliability, where the conventional heating
technologies can only be used as a back-up source during peak-load hours. In such a
field study [36], a 24kW HP was used as a preheater in a student dorm to heat incoming
CW from the initial 285K (11.85°C) to 318K (44.85°C). Following this, a traditional
gas boiler was used to further heat the water to the required 333K (59.85°C). In this
case, the HP reduced about 68% of the gas consumed by the boiler in normal

circumstances.

Since GW heat harnessing is considered as a third-generation renewable source [10],
linking it with second-generation renewable sources has been widely researched. In a
field study [15], a HP harnessing GW heat was coupled with an air source heat pump
(ASHP) to fulfil both the hot water and space heating demands of a residential
apartment building in New York. In all combinations of operation, the COP of the
system was greater than 4 and a minimum energy saving of 34% was recorded.
Combining harnessing technologies with solar thermal heat is most commonly
researched within this domain of GW heat harnessing, especially the cascaded
combination of solar heat-HP-HE, in spite of the high capital costs. Normally, a dark
flat plate solar thermal collector is installed on the roof of a conventional building [61].
The working fluid that gains heat through the absorbers of the solar thermal collectors is

usually water and an anti-freeze agent, eventually releasing this heat to a primary
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heating circuit. GW heat is harnessed by the cascaded HE/HP system with the same
essential features discussed previously, although it has more complicated control
equipment due to the complexity of integration. Usually, the HP/HE combination is
used to preheat the CW prior to it gaining heat from the solar thermal collectors and
may also require additional boilers in case the desired temperature is higher [62]. Data
from such systems show annual energy savings of up to 90%. In a study [62], the hybrid
combination of a HE-HP system combined with solar thermal collectors was tested to
heat water in a public showering facility. In this serially connected cascaded chain, the
solar collectors were the first in the circuit followed by the HE and eventually the HP.
The ecoMax manufactured by the firm Eco Hybrid Solar (Stamford, USA) is a
commercially sold unit for residential and commercial buildings that integrates solar
thermal energy with GW heat recovery.

II. HE/HP combinations

Although this combination exists at all levels of heat harnessing, it is most common in
the second and third levels of Table 2-2. In most circumstances, the HE is the preheater
for the incoming CW followed by a serially connected HP. To prove its viability even at
a small-scale, an integrated HE-HP was installed in the drain of a shower [63]. In this
investigation of a relatively small single-family house, the harnessed heat from the GW
was initially used to preheat CW in a shell-tube HE, after which it was used to heat the
CW in an evaporator of a small HP. Initially, the temperature of entry of the GW at the
first HE was 305K (31.85°C) reducing to 300K (26.85°C) before leaving this preheater.
It was finally discharged after the HP cycle at 288K (14.85°C). The source of the GW
was a member of the household showering at 315K (41.85°C) for 900s, with an average
flow rate of 0.1kg/s. The evaporator of this unit had a capacity of 2.70kW, while the
compressor had an input of 0.60kW. During most modes of operation, the HP had a
COP between 2.19 to 3.21. The CW heated by this hybrid combination was stored in a
60kg storage tank for this three-member household. Eventually, this system saved about
60-70% in fuel usage. In a similar study [64], a robust all weather resistant HE-HP duo
was used to recover heat from a shower GW. The secondary circuit of the HE was the
regenerator while that of the HP was the evaporator in the central heating system, using
the GW heat source for space heating. The HP had a condenser and evaporator
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temperature of 284.83K (11.68°C) and 324.65K (51.50°C), respectively, giving an
overall COP of 4.97.

Since harnessing GW heat at the second and third level is a major infrastructure project,
the induced complexities are high because of its large scale. At these levels it is most
important to have appropriate control strategies, especially to manage variations in
supply and demand. The margin for error is relatively low and the safety requirements
are more stringent. A prominent out-line HE-HP system exists in a 900mm sewage line
at a college campus in Galashiels, Scotland [65]. Using pumps and a mechanical
filtration system, the first step is to divert and filter the waste water into the out-line
system. The pumps further move the waste water into a series of 400kW cascaded HE-
HP arrangements. The COP of the HPs are 4.8, while the overall system provides

1.9GWh of heat annually for preheating CW on the college premises.

2.4.PCMis in waste heat harnessing applications

With the objectives outlined in section 1.4 along with the constraints to the heat

harnessing problem of section 1.3, the use of PCMs is proposed to harness GW heat.

Sensible heat storage linked with HEs and HPs is a mature yet comparatively inefficient
technique. In comparison, latent heat storage via PCMs is a new higher density storage
option. When a material goes through a phase change, it absorbs or releases heat at a
constant temperature. Normally, this phase change or latent heat of a material is much
larger than the specific heat capacity making latent heat storage higher in density
compared to sensible heat storage. A material usually absorbs heat (endothermic) to
melt while releasing (exothermic) it to solidify again. PCMs are available in several
phase types but the most commercially used are the solid-liquid type. This is due to
many favourable thermal factors, including a larger latent heat of fusion over a narrow
temperature range along with having minimal changes in volume during the phase
changes [66]. The use of latent heat storage has been widely researched in numerous
studies involving passive heating and cooling applications [67]. However, there are only
a handful of studies in the literature where PCMs are used to harness waste thermal
energy. At the same time, there are no studies focused on harnessing GW heat using

PCMs. Table 2-4 proves that if PCMs can effectively be integrated into similar waste
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heat harnessing systems, then they have a favourable prospect of being effectively
utilised with this GW heat harnessing application. Current research in conjunction with
PCMs and waste heat harnessing applications in the literature are summarised in Table
2-4.
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Table 2-4: Literature review of the usage of PCMs to harness waste thermal energy

Application

Reference

Overview

Results

Waste industrial heat
at 500K (226.85°C)

[68,69]

An experimental research was conducted to mimic the
actual circumstances on a large scale, where PCMs were
used to recover and transfer heat from industrial waste at a
temperature of over 500K (226.85°C). Experiments were
conducted for encapsulated PCMs and the packed bed
configurations. The characteristics of six different PCMs
were ranked according to different thermodynamic,
chemical and economic considerations.

The metallic encapsulated design showed
better heat transfer rates. While con-current
flow of the fluids involved, compared with

counter-flow strategies, provided better
heat transfer rates.

Waste heat from a
steel plant to a
chemical plant

[70]

In this theoretical study, the feasibility of using PCMs to
transfer heat, at over 573K (299.85°C), from one industrial
setup to another, was analysed. NaOH was used as the
PCM, having a melting temperature of 593K (319.85°C).
The feasibility analysis was done in terms of energy
savings, exergy potential improvements, carbon emissions
and economic aspects. Theoretically transferring 8.15GJ of
heat was analysed, with different parameters and
characteristics in comparison with conventional sensible
heat storage mechanisms.

Compared to a sensible storage
mechanism, about 2.76 times more energy
was transferred. Comparatively this
approach consumed only 8.6% of the
energy, had 38% more exergy efficiency
and 18% more carbon savings than a
conventional system.

Recovering waste
heat in
dishwashers/washing
machines

[71,72]

In this experimental analysis, four different PCMs were
used to preheat the CW in a second cycle from the waste
heat of the first cycle in a washing machine and
dishwasher. Thermal cycling was also investigated by
testing the PCM in 1000 thermal cycles.

A temperature increase of 13.4K was
achieved in the second cycle. The PCMs
remained chemically stable with a loss of

only 10% of the latent heat capacity.

Simple waste fluid
HE

[73]

In this published patent, a coaxial HE with two cylindrical
pipes was designed. The inner cylinder stored heat from a
waste fluid to the PCM while the second cylinder
contained the fluid, to which it transferred the heat.

Although the HE could be used in a wide
range of applications, the patent intended
its use for waste heat recovery applications.
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Waste heat from
cooking stoves

[74]

This was a simulative study, in which a design was
proposed for commercial stove tops to limit convective
heat losses from the top. After storage of this otherwise

wasted heat in the PCM, it can be discharged in other
useful applications. The stove top was numerically
analysed to assess the temperature and thermodynamic
performance.

It was only feasible to use this stove top in
commercial applications, since efficiencies
were too low in domestic conditions.

Exhaust heat from an
air-conditioning unit

[75-78]

In this research, a PCM was used to capture the waste heat
ejected from the condenser of an air-conditioning unit to
heat incoming CW. Analysis was focused on using a
finned tube PCM-HE to capture the waste heat, with
different variations. An experimental test rig with the
different configurations investigated this phenomenon.

Results showed that a spiral finned double
tube HE in vertical orientation was best
suited for this application. The PCM also
had graphite embedded in it to enhance
conductivity. COP of the air-conditioner
was enhanced as well.

Waste heat recovery
from engine exhaust

[79-81]

About 30% of the heat of combustion leaves a diesel
engine via the exhaust. In this experimental study, a PCM
HE integrated with a storage tank was used to extract this

exhaust heat, with different loading conditions.

A similar analysis was done for normal IC engines,

varying the parameters and conditions in experimental and
numerical studies.

About 10-15% of the heat of combustion
was recovered, which is about 7% of the
fuel energy, corresponding to about 86.45
kg/kJ of energy.

Results show that the flow rate of the
exhaust gas was a bottleneck yet to be
addressed effectively.

Automobile coolant
waste heat recovery

[82]

In this experimental study, two important criteria; the heat
transfer rate and time required to store energy from an
engine coolant to a fin and tube HE filled with a PCM was
analysed. The recovered heat by this PCM could be used to
heat the engine during start-up. A PCM with a melting
temperature of about 373K (99.85°C) was selected.

The warm-up time of an engine was
decreased by 34% using 4.2kg of PCM by
extracting heat from approximately 6kg of

coolant.

Waste heat from a
fuel-cell

[83]

A PCM was experimentally tested and analysed for use to
harness waste heat from a fuel-cell, normally between
333-373K (59.85-99.85°C). The addition of additives was

Magnesium nitrate hexahydrate was
analysed as the PCM for this specific
application with several additives. Such
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also analysed to enhance the thermal and chemical
properties of the PCM. The effects of 1000 cycles on the
long-term stability of the PCM was also analysed.

additives made the PCM extremely suitable
to the application, having all the desired
properties.

Waste heat recovery
from industrial air
compressors

[84]

The performance of a small-scale plate heat exchanging
evaporator (2-5kW) to recover waste heat from a
compressor using an organic PCM was experimentally
tested. With a numerical method, multiple conditions were
simulated and analysed for this specific application. The
PCM was also part of an organic Rankine cycle to
eventually convert the harnessed heat to electrical energy.

Although the concept was feasible, proper
control strategies varying with external
conditions must be ensured for smooth

operation, due to the unstable
thermodynamics of the PCM.

Waste heat recovery
from residential
refrigerators

[85]

A PCM slab was experimentally added on the outside
surface of the evaporator of a common residential
refrigerator. The PCM would be capable of extracting the
waste heat from the refrigerator and sharing the load with
the evaporator. At times of low peak, this energy was
released back from the PCM, hence ensuring that the loads

and performance of the refrigeration cycle were consistent.

conditions unlike before. An increase in 5—

Such enhancement techniques by the
addition of a PCM enhanced the heat
transfer rate allowing a higher evaporating
temperature of the refrigerator. This
allowed the operation in hot environmental

15% of the COP was also witnessed.
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In spite of the fact that PCMs have been used to harness waste heat in different recovery
applications, their usage with regard to GW heat harnessing at multiple levels is almost
non-existent. Nevertheless, this literature review proves the fact that if the constraints
outlined in section 1.3 are overcome, it is a possible solution. The integration of PCMs
with GW heat harnessing would also pave the way for an integrated heating grid based
on waste heat sources [36]. The usage of buildings as decentralised sources of heat
along with larger centralised sources based on level two and three heat harnessing
would make fourth generation DH a reality, resembling a smart electricity grid [44].
Fourth generation DH grids are operating at a low temperature of about 313-323K
(39.85-49.85°C), making such a grid perfect to accommodate low-grade waste thermal
heat [11]. There have already been several pilot studies on such grids in Denmark. At
the moment, residential buildings act only as heat sinks, but commercial buildings and
sewage systems are already sources of decentralised heat. The WWTP in Bern,
Switzerland is capable of generating 30MW of thermal energy recovered from waste
water. This facility annually supplies 5GWh of heat to the city’s local DH grid [12]. At
the same time, this DH grid in Bern has the capability to further condition the heat
supplied as per the demands of different users via an extra heating station. Additionally,
it acts as a DC grid in summer by supplying chilled water at 280-290K (6.85-16.85°C),
using a reverse absorption HP cycle. A schematic of this facility in Bern is illustrated in
Figure 2-15:

~.__ Heating installations o
in buildings =

Cold district /L Hot district PN

Heating system Heating system
280-290K Up to 353K (80°C) [

(7-17°C) —

T Heating Station

Heat exchanger e Heat exchanger e
a) b)
Figure 2-15: Harnessed thermal heat from sewage lines used as a source of a) DC b) DH grids in Bern, Switzerland
[12]
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2.5. Outcome

The three important parameters for the design of the HE in the forthcoming sections to

be determined from this literature review are:

e Temperature: Typically, the GW temperature from an appliance is about 5-10K
lower than the inflow water temperature [15]. There is a wide disparity in
production temperatures with washing machines and dishwashers consuming at
relatively higher temperatures. Nevertheless, the average GW production
temperature of 325K (51.85°C) will be used in the design for a PCM HE for
appliances [14]. Similarly, the average incoming temperature of the CW is taken
as 285K (11.85°C).

o Mass-flow rate: Once again there is a great disparity in flow rates, with showers

producing GW at a higher rate compared to other appliances. Nevertheless the
flow rates of the GW from each appliance can be controlled by varying pipe
diameters, having temporary storage openings or using electronic actuating
valves operated by controllers [26]. Generally in the piping architecture of
conventional buildings, the inlet pipes (25mm) to appliances are thinner
compared to the outlet drainage pipes (40mm) in order to maintain steady flow
rates and pressure at the inlet while avoiding clogging at the outlet [20]. An
average estimate of GW flow rates is between 0.2-0.1kg/s with 0.1kg/s more
frequent in showers, dishwashers and washing machines used for this design
[30]. Correspondingly the inflow of CW is at a similar flow rate.

o Duration of flow: As mentioned, the average duration of showers is 8.2 minutes,

while multiple 5 minute cycles occur in dishwashers and washing machines.
Additionally, the cumulative usage of basins/sinks is more than 30 minutes a
day. In this design, the average flow duration per appliance is taken as 15
minutes. Additionally, the inflow of the CW is for the same duration of time to

the appliance.

At the same time, it can be concluded that the usage of PCMs in this application is
viable, as they have been successfully demonstrated in heat harnessing application from

the literature sources.

58



Chapter 3 - PCM selection

As per Table 1-2, the first phase of this research was to select an appropriate PCM
within the prescribed boundary conditions, to harness GW heat and transfer it back to
the incoming CW, for residential appliances. The selection of a PCM with optimal
thermal characteristics suited for this application was required before a detailed design

of the remaining components of the three-way HE.

3.1. Overview

Although the extracted GW heat can be used in many applications, in this phase the
focus was on demonstrating heating CW for residential appliances. With different
boundary conditions, this methodology, can be extended to any similar application [86].
In a basic preliminary layout, an orthodox GW pipe was linked to the mains CW pipe

viaa PCM in an enclosed container forming a three-way HE, as displayed in Figure 3-1:

Hot GW flow

Waxy PCM

CW mains flow

Insulated
container

Figure 3-1: Basic layout of GW heat harnessing with PCM linked to incoming CW

As mentioned in section 2.2.2, the incoming CW pipe is normally smaller in diameter
compared to the outgoing drain pipe of the GW. As per Figure 2-3, the incoming GW is
at 313-337K (39.85-63.85°C) at an average temperature of 325K (51.85°C). In this HE,
the GW gives away its thermal energy to the surrounding PCM. The PCM melts, and
upon an incoming flow of CW at 278-288K (4.85-14.85°C) with an average
temperature of 285K (11.85°C), it freezes back to release the stored energy to the CW.
Several configuration improvements were made to this simple design in Figure 3-1, but
the only concern for the current chapter was selecting the optimum PCM that provided

the best heat transfer behaviour.
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Numerous researches have focused on PCMs over the last few decades due to the
popularity of high-density latent thermal storage. Many theoretical studies have been
conducted to evaluate an idea in order to carry out a basic system design. Gu et al. [76],
theoretically calculated the energy savings of using PCMs to harness waste heat from
air-conditioners. Mousa et al. [87], conducted an analysis of using PCMs to store heat
from solar irradiation for use in buildings during the night-time. In another study [68],
evaluated the possibility of utilising PCMs for waste industrial heat and a theoretical
analysis was conducted. Nomura et al. [70], investigated the practicability of
transporting waste heat from chemical plants over long distances using PCMs.
Similarly, simulation softwares have also been used in conjunction with PCMs to study
their interaction with other sub-systems. In a study [88], a solar heating tank linked with
a PCM was modelled in relation to a building in Lhasa, Tibet for an entire season. Ihm
et al.[89], modelled an ice-based PCM storage unit in EnergyPlus using direct data from
an actual building. Finally, after these two phases of independently brainstorming an
idea and then conjoining it with sub-systems, there comes the stage of a thorough
feasibility analysis. In a study [90], the feasibility was conducted in terms of an exergy
analysis for a solar desalination unit combined with PCM heat storage. Similarly, an
initial integration idea of using PCMs in a thermoelectric generator on the exhaust of an
automotive unit followed by a proof of concept analysis led to the development of a
specially created prototype [80]. Based on this, an analysis of the potential energy
savings along with the performance of the PCM-equipped thermoelectric generator was
calculated. Shon et al. [82], used PCMs to store heat from an automobile’s coolant
waste using a fin-tube HE. The transient heat transfer rate was theoretically analysed to
assess the feasibility of the concept. Fadaei et al. [91], conducted a small-scale
experiment to analyse the feasibility of using a solar chimney with PCMs. Furthermore,
the performance of the most important parameters in specific PCM applications have
been the focus of many parametric and optimisation studies. Bilgin et al. [92], focused
on optimising the economic rate of return based on the geometric layout of a PCM
system used as a coolant for PV panels. In another study [93], a PCM was used to cool
lithium-ion batteries by filling a layer of the cylindrical battery. The design was
optimised based on the geometric layout of the hollow PCM filled cylinder. In other
studies [94,95], a sensitivity analysis was performed to optimise various parameters of
PCM filled concrete and simple wooden walls for natural passive cooling over different

seasons. Li et al. [96], optimised the melting of a PCM filled horizontal annulus and
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concluded that the boundary temperature was the most important parameter in the study.
Most of these optimisation studies were experimentally demonstrated within controlled
laboratory conditions. In an experimental setup [79], the performance of a HE linked
with latent heat storage for an exhaust gas recovery system of an automobile was
investigated under different load conditions. Similarly, an experimental analysis [97],
tested the thermo-physical performance of liquid metal laden in an organic PCM for
thermal storage. The thermal cycles after long-term usage of the PCMs, along with the
energy storage performance were thoroughly tested. Zhang et al. [75], experimentally
tested the harnessing of waste heat into PCMs from the evaporator outlets in air-
conditioning units to the point where the water in the outlet air condensed. In another
experimental study [83], different PCMs were assessed for the thermal storage of urban
waste heat from emerging co-generation systems. Comparative to experimental testing,
the use of numerical simulations in PCM studies has become more widespread with
technological advancements over the years. Along with being economical, less time
consuming and simple, these numerical simulations can effectively mimic experimental
studies. Most numerical models for PCMs are basic variations of the enthalpy and
effective heat capacity method, derived using finite-volume techniques. Additionally,
most simulations in literature are simplified in terms of symmetry or are 2D due to
computational limitations. The most common commercial softwares to independently
model PCMs include ANSYS, Star-CCM, Comsol, OpenFoam, Modelica and
MATLAB, etc. Li et al. [98], studied the physical phenomena of PCM melting inside a
sphere-shaped container, in the ANSYS Fluent platform. Park et al. [99], used a 1D
numerical analysis of a PCM-based heat storage system in Modelica, to reduce engine
warm-up times for a vehicle. Bhagat et al. [100], analysed the transient response of a
PCM storage system linked with an organic Rankine cycle-based solar thermal power
plant in ANSYS using user-defined scalar equations. In most studies, an experimental
analysis is integral to validate the numerical simulation before conducting a sensitivity
analysis. Joulin et al. [101], validated a 2D Fortran-ANSYS Fluent-based simulation
using experimental results for a PCM mixed with construction materials in a building
envelope, to be used as passive solar walls. Lamberg et al. [102], used PCMs to
compensate for temperature peaks in telecommunication electronics. A numerical model
was constructed in FEMLAB before being validated by experimental data. Furthermore,
both the melting and freezing of a PCM are governed by different physical and

thermodynamic aspects. Most studies focus only on one of them. Dadollahi et al. [103],
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studied only the melting of ten different PCMs in three configurations inside a closed
container. Similarly, Gracia et al. [104], investigated only the freezing of a domestic
electrical hot water heating cylinder linked with PCMs for different performance cycles.
Nevertheless, only a handful of studies focus on both aspects; melting and freezing. In a
study [105], a PCM storage tank linked with solar thermal heat was assessed both in
terms of melting and freezing. In a similar manner, [106], numerically analysed both the

melting and freezing of a portable electronic device using a PCM-based heat sink.

Most literature is either dedicated to preliminary feasibility studies or to a detailed
design analysis with regard to specific applications. There is an absence of a
methodology to describe a strategy in the initial design phase to select a PCM based on
the temperature boundary conditions. At the same time, such a strategy with regard to
GW heat harnessing is non-existent. The majority of the published literature on PCM
applications is limited to the cooling of batteries/electronics, solar thermal energy,
passive heating/cooling technologies with air as the medium, usage in passive building
walls, waste heat harnessing in automotive applications and enhancing the energy
efficiency of existing thermal storage units. Similarly, in terms of optimisation
strategies, most research has been performed without a specific technique by simply
testing discrete variants of a design, either experimentally or numerically. Also, most
studies focus on solving the mathematical models of PCMs either numerically or by
empirical prediction through experimental testing. Based on this overview, it can be
observed that there is a lack of research focusing on the analytical solution of the Stefan
problem. Additionally, only the partial behaviour of either melting or freezing is
considered in most research, depending on the requirement of the application.

The selection of a PCM for an initial design that considers both freezing and melting
based on an analytical solution in conjunction with an evolutionary optimiser for GW
heat harnessing was not to be found in the literature. The goal was to select the phase

change temperature and various other thermal parameters of the PCM so that:

e Maximum heat is extracted while melting, with the GW flow.

e Maximum heat is inserted while freezing, with the CW flow.
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This was not possible using numerical techniques in CFD softwares due to
computational constraints, as the method in this application required the integration of a

basic optimisation algorithm to select a PCM based on a range of thermal parameters.

Comparatively, the classical 2-phase analytical solution of the Stefan problem was best
suited for this optimisation analysis to select the thermal parameters of the PCM for this
GW heat harnessing application. Using this method, the net heat flux was computed
during both melting and freezing with reference to a specific phase change temperature,
which was also to be optimised. The PSO was used in conjunction, since it has minimal
requirements and guarantees fast convergence of an array of variables within specified
ranges [107]. This is a class of well-known optimisers imitating social behaviour using
artificial intelligence techniques. The PSO algorithm has been commonly used with
various heat transfer-related applications [108-112]. In fact, to improve the robustness
of the PSO-algorithm with specific thermodynamic applications, various custom-built
versions have been built to make this optimiser extremely flexible and adaptable to this
application as well. These algorithms include the Bare-bones PSO [108], quantum PSO
[109], Gaussian kernel PSO [111] and the repulsive PSO [110,112].

This phase of the research has the following objectives:

e Formulation of a classical 2-phase analytical solution based on the thermal
parameters of the PCM, for both melting and freezing.

e Integrating a PSO algorithm with this solution based on the predefined boundary
conditions of the GW heat harnessing application.

e Optimisation of the parameters for both the solution and the optimiser, with the
aim of maximising the net heat flux into the PCM.

e Performing a sensitivity analysis of the main parameters affecting the outcome
of the solution.

e Selecting a viable commercial PCM to be used in this application based on the

outcome of the algorithm.

63



3.2. Background and mathematical models

Both the Stefan problem and optimisation algorithms have an old historical background.
A basic phase change process can be described using Stefan’s approach. This was
brought into the limelight in the late nineteenth century and was also previously
highlighted by Lame and Clapeyron. There are many solutions depending on the
accuracy and simplifications of the problem. Similarly, optimisation is the selection of
the best choice in a set of alternatives, analogous to finding the maxima or minima of a
defined function in calculus. Optimisation theory and techniques have always
constituted a large portion of applied mathematics. Many optimisation algorithms exist

suited for different problems which can be appropriately modified or used in hybrid.

A brief background is presented in this section, along with the mathematical models of
the classical 2-phase analytical solution to the Stefan problem and the PSO algorithm
[86].

3.2.1. The Stefan problem and the classical 2-phase analytical solution

I.  Background of the Stefan problem

The Stefan problem models melting and freezing phenomena, or more commonly a
phase change, at a macroscopic level. This problem is non-linear and the greatest
difficulty lies in the fact that unknown variables exist in a region which is yet to be
solved, e.g. the to-be liquid region in a melting model of an initial solid. This problem is
mathematically categorised as a ‘moving boundary problem’, due to its dependency on
the phase change front and its variation with time. Phase change is interdisciplinary,
involving theoretical concepts from heat transfer, mass transfer, materials sciences, fluid
dynamics and thermodynamics. Hence, there are many variant methods of the solution
to the Stefan problem summarised in Figure 3-2, depending on the simplifications and

accuracy required:
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Figure 3-2: Techniques to solve the Stefan problem for PCMs

The exact explicit solutions are recognised as the analytical solutions solved with the
Neumann approach, but usually contain many simplifications and are typically 1D.
However, they are the foundations of understanding the different thermal parameters
involved in a phase change phenomenon and can be a reasonable estimate of real
scenarios [113]. At the same time, various 3D applications can also be accurately
simplified using this analytical 1D approach [114]. On the other hand, implicit
approximations are also based on numerous simplifications and assumptions, but
reasonably model practical examples [66]. Generally, they are used as an initial estimate
or rough approximations of a practical setup. Validation of these analytical solutions is
necessary either through experimentation or via a numerical analysis, as in many studies
[115,116]. Finally, numerical methods are more accurate, at the cost of more
computation time and resources. Many variants to this method exist and it is a wide
field in CFD analysis [117]. Variants range from different discretisation schemes,

meshing methods and solving criteria [118,119].

The direct formulation of implicit approximations was not possible at this stage of the
design process, since the complete layout of the HE had not been established. Similarly,

most numerical solutions are performed in CFD platforms as mentioned, without the
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possibility to integrate a custom-built optimisation algorithm to select a PCM. At the
same time, they are also used for a holistic analysis of the complete HE. For this reason,
the usage of the classical solution was most appropriate at this stage of the research. The
formulation used in this model was based on a semi-infinite 2-phase analytical solution
of a 1D slab. Although the case of a slab is different from the HE configuration of
Figure 3-1, it is a good approximation of a comparative assessment of selecting an
appropriate PCM based on the boundary conditions of melting and freezing. Unless the
pipe radius is very small, the freezing or melting around a pipe is thermodynamically
slab-like, which is reasonable in this case [114]. Additionally, the slow conduction heat
transfer and the transition in phase is a reasonable approximation of a semi-infinite slab
to that of a real finite slab. Also, in the case where a finite slab has no boundary
condition or is insulated at its other end, semi-infinite approach is reasonable. In the

GW case, the HE was insulated using Styrofoam, making it a reasonable approximation.

The most common PCM used in practical applications is the solid-liquid type [66].
Before a solid can melt, it must acquire a specific amount of energy to overcome the
bonding forces within it or similarly, a liquid must release this energy for transition to a
solid. This energy is called the latent heat capacity ‘L’, representing the difference in
enthalpy levels between a liquid and solid at similar conditions, also known as the
Stefan condition at the phase change interface. Phase transition happens at a specific
temperature or at a temperature range known as the melt temperature ‘Tm’. This
temperature is dependent on pressure and most thermo-physical properties of a material
undergo abrupt changes after phase transition in a discontinuities manner, further
complicating the moving boundary problem. Density ‘p’ is the most likely to change
with differences of about 5-30% of its numerical value in both phases [114]. Most
PCMs have higher densities when solid, ‘ps > pL’ so they expand when melting. Due to
the density changes in both phases, buoyant forces cause convection to become a
predominant mode of transfer while melting. Typically, the thermal conductivity ‘ks’ of
solids is higher than that of liquids ‘k.’. However, the specific heat capacity, ‘c.’ for
liquids is usually higher than that of solids ‘cs’.

The classical 2-phase analytical solution is the simplest solution to the Stefan problem,
based upon which more complex solutions can be derived [117]. The basic assumptions

of this model to be used are as follows:
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e The PCM has constant thermal parameters for both phases. All parameters have
no discontinuity and are smooth functions.

e Heat transfer is only by conduction in both melting and freezing. The heat flow
is normal to the boundary of the slab and is uni-directional. To account for
convection heat transfer, the liquid thermal conductivity is assumed to be higher
than that of the solid phase.

e The phase change interface is sharp, planar, has zero-thickness, is straight and
occurs only at the isothermal phase change temperature. There is only one phase
change front with multiple cycles having no impact.

e No internal heat source or sink is present within the PCM. The slab is adiabatic
with no heat loss to the surroundings.

e There is no decline in the temperature of a point within the modelled domain
which is continually rising or is constant, for melting; vice versa for freezing.

e Nucleation, supercooling, surface effects and curvature effects are neglected.

The heat equation expresses the conservation of heat locally in a material and predicts
the temperature distribution in terms of position and time. It is derived from Fourier’s
law of conduction and the conservation of energy. It is a parabolic differential equation

presented in Cartesian coordinates as:

oT 0°T 0%T 0°T ,
q (3-1)

P = 6x2+6y2+622

The term on the left-hand-side (LHS) represents the thermal energy stored within the
body over time; the first term on the right-hand side (RHS) is the heat flux transferred
through conduction within the coordinate system of the body. The second term on the
RHS represents any heat source/sink within the body. It can be simplified in any

coordinate system as:

aT
— = aV%T + ¢ 3-2
T a + q (3-2)

The solid and liquid regions of a phase change problem are modelled with the heat
equation, with no internal heat sink/source. As described in the forthcoming Figure 3-3
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at the end of this section, the classical 2-phase analytical solution assumes that a phase
changing slab is initially at a temperature ‘Ti’, with the application of a constant
temperature ‘Tp’ at the left-hand boundary at time ‘t = 0s’. The jump from ‘T;’ to the
temperature ‘Tp’ at this initial instant of time is a discontinuity in the heat equation and
the resultant solution, as well. It implies that the temperature changes at an infinite rate
at this initial time ‘to’. Although this may seem unreasonable, the assumption in the
equation is applicable for theoretical calculations in a semi-infinite domain with
relatively small temperature gradients. This assumption in the analytical solving of the
equation is another reason that the other boundary of the slab is insulated or considered

semi-infinite, as is in this model.

From equation (3-2), the thermal diffusivity ‘a’, of a material is defined as:

a= — (3-3)

It is a measure of the rate of heat transfer within a material. When there is a change in
temperature within a material, the thermal diffusivity dictates the rate at which this
temperature smoothens out, or the rate at which the body reaches thermal equilibrium.
A higher thermal diffusivity means a low thermal inertia, implying heat moves rapidly

within the material having a fast response time.

The heat equation governs the liquid and solid phases, after which the next step is
modelling the phase change interface. Applying the law of conversation of energy at the

interface over time, the following equation is derived:

(pe),+divg=0 (3-4)

Based upon this equation, the rate of heat transfer across the interface is equal to the net
heat flux across it. Using the Rankine-Hugoniot jump relations and the fact that the
enthalpy of the liquid phase is higher than the solid phase by the value of the latent heat
[120], the Stefan condition can be derived to be:
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pLv =q.n (3-5)

Where ‘v’ is the velocity of the interface and ‘n’ is a vector normal to it.

Stefan’s condition states that the net heat flux across the interface is equal to the rate of
transfer of latent heat per unit area. The enthalpy of the liquid phase is higher than the
solid phase, the difference being the required heat flux across the interface for phase
change [120]. The velocity of the interface is equal to the rate of change of this net heat
flux. The net heat flux across the interface is nil only when the latent heat is zero or the
interface is stationary. For a 1D case with the assumption that conduction is the only

mode of transfer, the Stefan condition becomes:
. oT ' oT
= — —_— - —_— + 3'6
PLX(E) = —ky o= (X(O7, 1) + ks = (X(D)*, 1) (3-6)

Where ‘X (t)’ is the position of the melt front and the superscript, () denotes it is being
approached from the liquid while (+) from the solid side. A summary of the applicable
equations, boundary and initial conditions for a melting problem of the classical 2-phase
analytical solution is in Figure 3-3, where the solid black lines represent the boundaries

and the interface:

Melt interface

Boundary
;’If X(t)
pLX(t) = —ky T (X(1)~, 1) + ksT (X(£)*, )
T(X(t),t) = T,,fort>0
ar 92T 2
— =a;—fort>0 ar _ 07T
at L gx2 o, = s 5 fort>0
Liquid Solid —> oo
Initial conditions Boundary conditions
T(x,0) = T; whereT; < T, T(0,t) = T, whereT, > T, fort>0
X(0)=0 lim T(x,t) = T;
X>0 X — 0
Figure 3-3: Boundary and initial conditions to solve the Stefan problem using the classical 2-phase analytical
solution
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This classical 2-phase analytical solution for the semi-infinite slab with a constant
temperature boundary condition is solved via the Neumann similarity approach in the
forthcoming section [120]. In real scenarios, boundary conditions can be transient and
thermal properties are phase or temperature variant. The principles of superposition or
separation of variables are not applicable due to these non-linearities, resulting in weak
approximations or numerical solutions. For this reason, solutions to the Stefan problems
in 2D or 3D do not have any exact analytical solution. However, many 3D problems can
be accurately simplified to this classical 1D approach for the purposes of basic analysis
[114]. To further simplify this case, it can be assumed that the solid is initially at melt
temperature and that the melt (liquid phase) is instantaneously removed, resulting in a

1-phase problem.

Il.  Mathematical formulation of the classical 2-phase analytical solution

Mathematical models mimic the understanding of a physical process. Based on the
model, the underlying parameters, relationships and in general the behaviour of a
process can be understood for better control. In this phase change problem, three

important properties were of interest:

e The temperature distribution of both phases.
e The location and speed of the phase change interface.

e The amount of heat stored and released during the melting and freezing of the
PCM, respectively.

As mentioned, the solving of the boundary conditions of Figure 3-3 in an explicit
manner is known as the classical 2-phase analytical solution using the Neumann
similarity approach [120]. Figure 3-3 models a semi-infinite slab initially at a
temperature ‘T;’ lower than ‘Tm’, with the application of a constant temperature

boundary ‘Ty” higher than ‘T’ at time ‘t > 0°.

Three common variables defining the outcome of the solution are presented in equation
(3-7).
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c,(Tp — T) cs(Tm — T) ap

St, = T Stg= —————,  a= |—= (3-7)

The Stefan (St) number represents the ratio of the sensible heat to the latent heat. The
number is usually small for certain waxes or organic PCMs, therefore the bulk of the
heat transfer is in latent form, as in this application of GW heat harnessing. It is usually
1-10 for metals, therefore sensible heating effects cannot be neglected. Normally, it is

very large for ceramics and silicates with negligible latent effects [121].

As mentioned, the solution is computed via the Neumann approach. As a result, a
variable ‘A’, is defined as the root to a transcendental equation [66]. Such equations are
quite common as part of solutions for parabolic differential equations with roots found
via numerical methods. The transcendental equation contains a special transcendental
function, as these equations generally lack a closed-form solution. A unique solution of
‘A’ exists for each value of the Stefan numbers. The uniqueness of this root implies the
uniqueness of the solution resulting in a well-posed melt front and temperature solutions
[122]. The value of the root ‘A’ and eventually the solution are dependent on the Stefan

number.

The transcendental equation is defined as:

St, St
exp(A?) erf(1) B (a exp(a?A?)erfc(ar) -

fQ) = MWr (3-8)

The transcendental equation is solvable with the Newton-Raphson iterative method,
with an initial guess [114]. The Newton-Raphson method is defined as:

pich)
f()

(3-9)

A1 = A¢

More accurate solutions to the transcendental equation may be found using Brents

method [122]. The initial estimate ‘A,’, for the Newton-Raphson iterations is:
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st st
Ay = 0.5 |- 4 JZStL + (—5) (3-10)
a\T1mT ayT

Based on the solution of the Newton-Raphson method, the position of the melt front can

be computed as:

X)) = 24Ja,t t>0 (3-11)

The temperature in the liquid region is defined as:

X
erf [—]
T(x,6) = Ty — (T, — T,) —2Yet] 0 <x < X®andt >0 12
erfl
While the temperature in the solid region is:
X
erfe [2 astl (3-13)

T(x,t) =T; + (T, — T;) x> X(t)andt > 0

erfc(la)

For the case of melting, at any time interval ‘t > 0’, the liquid occupies the region (0,
X(t)) while the solid occupies (X(t), ). The liquid (3-12) and solid (3-13) equations are
applicable only within these zones and it is important to co-relate the equations with the

position of the melt front at any time.

It is assumed that at ‘to’ the system is solid, having zero energy at the temperature “T;’.

Based on this, the total heat entering the system for melting is as follows:
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t t

oT
Q(t) = fq(O, t)dt = f_kLE(O’t)dt
0

0

_ pLSt X(t)

= Viderfa (349

The surface right next to the boundary with the temperature ‘Ty’ is always liquid, hence
the usage of only the liquid thermal conductivity ‘k_’ term in this equation [121].

The total energy absorbed by the system is the sensible heat of both the liquid and the
solid along with the latent heat. The sensible heat addition to the liquid phase is as

follows:

X(t) X(t)
L) = j p Cs(Tyy — Ty)dx + j p C.(T(x,t) — T,,)dx (3-15)
0 0

After simplification it is reduced to:

1—e*

Vrlerfa (3-10)

QL™ (t) = pLStsX(t) + pLSt X (t)

Initially the liquid is solid and is the reason for the first expression on the RHS of this

equation. The sensible heat added to the solid phase is as follows:

(o]

™ = [ p GG - Tdx (3-17)
X(t)
After simplification it is:

1
)2 -1
erfc(at)

Qgens(t) = pLStsX(t) L/Eale(al (3-18)

The latent heat added to the system is:
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Q' (1) = pLX (D) (3-19)

To verify that the energy balance is satisfied within the system, the following should be

valid:

Qfens + Qgens + Qlat — Q (3_20)

Heat conduction in a semi-infinite slab for the case of the freezing process where “T; >
Tm” and ‘Ty < Tm’ was also modelled in this algorithm. In general, the liquid and solid
subscripts are reversed in most equations, along with some basic definitions [114]. The
changed variables and equations are defined, with all the other parameters remaining the

Same.

The Stefan numbers are:

c; (T; — T, co(T,, — T,
St, = M Stg = % (3-21)

The transcendental function is now defined as:

St St,

exp(2)erf(2) (aexp(a?2?erfc(ad) Mm (3-22)

fQ) =

The initial estimate to the root ‘A’ for the Newton-Raphson method is as follows:

2

st, st,
Ao =05|—2L 4 |28t +(—> 3-23
0 avm \/ S \avn (3-23)

The position of the freezing front is now defined as:

X(t) = 24 ast t>0 (3-24)
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The temperature in the liquid region is:

X
erfc [—]
= vt (3-25)
T(x,t) =T; + (T, — T;) erfe(a) x> X(t)andt > 0
While the temperature in the solid region is:
erf [_x ]
T(x,t) = Ty — (T — T,) ——2Y Lt 0 <x < X®andt > 0 26

erfl

In the event that “Ti < Trw’, the case of pure conduction in the liquid slab is witnessed,
which will be seen as a possibility in section 3.3. For this condition, the temperature
profile in the non-frozen liquid PCM is:

T(x, t) = Tb - (Tb - Ti)erf<

X
. @> (3-27)

The total heat input to the system is defined as:

t) = ———— 3-28
o) Vmlerfa (3-28)
The sensible heat addition to the liquid phase is:
QF™(t) = pLStX(t) + pLStsxml_—e_Az (3-29)
g Vrderf

While that to the solid phase is:
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Vrare@?erfe(al)

Q3™ (D) = pLStX(t) (3-30)

3.2.2. Particle swarm optimiser (PSO)

I.  Backaground of the PSO

Starting from an approximate solution, an optimiser will iteratively improve the solution
based on predetermined convergence criteria. The algorithm that is used to move from
the first to the final solution is what distinguishes different optimisers from each other.
The optimisation of the Stefan problem for melting and freezing in GW heat harnessing
Is a multi-dimensional and non-liner problem requiring a not so computationally

intensive optimiser, for practical purposes.

Zero-order methods are the simplest and most straightforward for this task. These
methods only use values of the objective function without using the function itself or its
derivatives, as compared to first-order methods. Second and third-order optimisers have
their main disadvantages in their complexity and computation times [123]. At the same
time, they require the problem to be well-behaved with minimal fluctuations since
higher order optimisers compute the derivative of the function, which is not the case in
this classical 2-phase analytical solution.

Zero-order bracketing methods could be employed, but their computation time is high
with greater chances of converging to local optimas instead of global ones. On the other
hand, evolutionary methods are inspired by nature from social psychology. By using
artificial intelligence-based algorithms, they are used to solve non-linear, non-convex
and even discontinuous problems at a reasonable speed with simple algorithms and are

being more applicable in this scenario.

Although about forty different nature-inspired evolutionary methods have been defined
up until now [123], the three most common methods were to be assessed. The most
famous techniques that have evolved in recent years include the PSO, Ant colony
optimiser and the Firefly optimisation algorithm. The PSO method was inspired by a

swarm of birds flying towards their destination with the simple variables of speed and
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the position of a bird leading it to the optimised point. The Ant colony method is

derived from the behaviour of ants looking to find the optimised path between their

colony and a food source. Variables of the position of an ant and the probability of

selecting a new position based on a learning history dictate the route to the optimised

point. Fireflies are unisexual insects which mate by clustering together. A firefly flashes

to mate, with the brightness of this flash dictating the movement of the entire cluster.

The variables in the Firefly algorithm are the brightness of a firefly and the relative

distance, converging all the insects towards an optimum point.

At this stage, the objective was to have the simplest algorithm to achieve the optimised

solution in the minimum computing time whilst incorporating the constraints of the GW

heat harnessing application. The general pros and cons of these three evolutionary
methods [124,125], are presented in Table 3-1:

Table 3-1: Advantages and disadvantages of the most common evolutionary optimising algorithms

Advantages

Disadvantages

Applicable in a range of
problems (robust)
Simplest of all with fewest
variables

Chances of local optima are
highly possible

Not applicable for extremely
noisy problems

Particle Fastest convergence Requires a multi-dimensional
swarm Adapts to multi-dimensions coordinate system
method without any side effects Parameters for each problem
Insensitive to scaling of require custom tuning
design variables
Oldest method with several
custom modifications possible
Applicable in dynamic Theoretically difficult
problems algorithm
Inherent parallelism A comparatively large number
Large parameter ranges of variables
Ant colony possible Probabilities and chance
method Closest replication to real factors must be computed for
social behavior each iteration
Manages external effects more Convergence time uncertain
efficiently and highly dependent on initial
estimate
Applicable for noisy multi- Comparatively slow
Firefly peak problems convergence rates
algorithm Latest and newest of the Probability of the local optima

evolutionary methods

trap is the greatest
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e Hybrid combinations easily e A high number of variables

possible and complexities
o Applicable to discontinuous e Custom modification of the
functions entire algorithm as per

problem is required
o Extra behavioural information
of the problem is required

Based on these considerations, the PSO method was implemented due to its simple
algorithm, its robustness, its ability to handle large dimensions and most importantly,
the fact that it has the best convergence time compared to the other two methods. At the
same time, experimental research has proven it to perform in several versatile problems
[126]. An extremely important advantage for this application is the fact that it can
search through multidimensional space arrays without taking the derivative of the
function, even if the problem is noisy, discontinuous or even irregular. However, a
serious drawback is that it may sometimes lead to premature convergence and find the
local optima if the parameters are not properly tuned. Nevertheless, this can be avoided
by managing the parameters governing the algorithm, with multiple trials for

convergence.

PSO is based on the collective behaviour of multiple, interacting particles (birds)
following simple mathematical rules. Each particle can be considered as unintelligent,
but the collective system of the swarm is intelligent. The self-organisation, co-evolution
and learning behaviour of these particles, after every iteration of the algorithm, ensures
convergence to the optimised point in a minimal amount of time. It is categorised as a
generic population-based metaheuristic optimisation algorithm [127]. Several hybrid
and modified versions have evolved with an increasing popularity in the field of
optimisation, but the most basic is used with the classical 2-phase analytical solution, as

in this algorithm.

Il.  Mathematical formulation of the PSO

In the PSO algorithm, the particles evolve by social interaction with their neighbours
and by learning from their own mistakes. Only the position and velocity of each particle
in the swarm changes after each iteration, as the entire swarm heads towards the

optimum solution [128]. Although there is no centralised control structure governing the
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behaviour of the swarm, the local interactions between the particles result in the
emergence of a unified behaviour. In contrast to other evolutionary methods it does not

employ complexities such as crossover, mutation and probability theorems, etc. [126].

The following steps formulate a simple PSO algorithm used in this application of GW
heat harnessing [126,129]:

e The set of variables to be optimised and the output value (fitness) determining
the optimum is identified.

e The number of iterations and associated parameters of the PSO algorithm are
defined.

e The search space for each variable is defined in a range between a maximum and
a minimum. Each variable is a dimension of the PSO represented by an element
in the position vector of a particle.

e The PSO is initialised with a fixed sized population (particles) of random
solutions. The rule of thumb is that the number of particles should be up to four
times the number of optimisable variables (dimensions). The position of any
particle in an iteration in the search space is a vector of ‘n” dimensions
representing each optimisable variable, used to find the fitness function or the
potential solution. As an example, the position of a particle in iteration ‘k’ is
represented with ‘n’ variables ‘x” as x;(k) = (xq, X5 ... Xp).

e Each particle has a velocity which governs its position in the coming iteration.
The velocity is a vector, like the position vector that guides the particle to move
to a potentially better position. The position and velocity of each particle is
updated after each iteration. The velocity of a particle is also represented by ‘n’
variables in a vector form ‘v’, v;(k) = (v4, V3 .....y,). In the first iteration, the
velocity vector is randomised similar to the way the position vector is initialised.

e The fitness ‘f(x)’, for each particle is computed, based on the output function
defined in the first step.

e A given particle’s position in the next iteration is influenced by its own learning
represented by the variable ‘pBest’, also an ‘n’ dimension vector: pBest;(k) =

(pBest;, pBest, .....pBest,). The best personal position discovered by the
particle is updated after each iteration, as defined by the fitness value in the last

step. If, in a specified iteration ‘k’, the position of the particle is better than its
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previous best, it is updated for each dimension, otherwise it is kept same. In the
first iteration, ‘pBest’ for each particle is initialised to the first position. For a
given iteration, each dimension in ‘pBest' is updated according to this simple

logic:

pBesti(k)  if  f(xi(k)) < f(pBest;(k))

x(k) if  fOa(K) > f(pBest;(k)) (3-31)

pBest;(k+ 1) = {

A “greater than’ sign for the fitness assumes a better condition, although the
logic can vary in case a minima is the optimal solution. In this case a maxima is
desired, as explained in section 3.3.

e A given particles position in the next iteration is also influenced by the best
position of the entire swarm or its social network. It is represented by the
variable ‘sBest’, also an ‘n’ dimension vector: sBest(k) =

(sBest;, sBest, .....sBest,). The best personal position discovered by the
swarm is updated after each iteration, as defined by the fitness value. To find the
best position of the entire swarm, ‘sBest’ is compared to the ‘pBest’ of each

particle in an iteration as:

sBest(k) if f(pBest;(k)) < f(sBest(k))

sBestlk + 1) = (o et (o) = F(aBeat ()

(3-32)

e Finally, a particles velocity determining its movement in the next iteration is

updated, according to the following equation:

vi(k + 1) = (W X Ul(k)) + (jl X1 X (pbestl(k) - Xl(k))) + (jZ X1,

(3-33)
X (sbest(k) — x;(k)))

The first part of the equation is known as the momentum/memory part which
ensures through the inertia constant ‘w’, that the new velocity of the particle
does not change abruptly. The second part is known as the cognitive part, in
which the particle learns from its own experience. The third part is known as the

social part, in which the particle learns from social interactions within the swarm
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[129]. A large velocity increases the convergence speed along with the chances
of converging towards the boundaries of the search space. However, a small
value increases the computation time but finds a global optimum as it increases
the particles’ ability to explore.

The random variables (r. and r2) add a random component to the algorithm and
prevent it from getting stuck at a local optimum. There is always a random
component in the decision making in real world swarms as well. ‘j1” and ‘j2” are
described in the forthcoming section 3.3. ‘pBest’ and ‘sBest’ are the quality
factors of the algorithm, ensuring diversity of the particle positions [128]. If only
‘sBest’ (i.e. dependence on the social ability) was used, all the particles would
eventually occupy the same position after a few generations and the algorithm
would not evolve to the actual optimum. This is similar to real world scenarios,
as decisions are not entirely based on social influences but on one’s own
personal experiences as well. The inertia constant ‘w” ensures that these
decisions are not made abruptly [128].

e Finally, the new position of a particle is updated as:

xi(k + 1) =X (k) + Ui(k + 1) (3'34)

e Due to the random nature of movement, after each iteration it is necessary to
check that the position of every dimension of each particle is within the search
space. If this is not the case, it is set equal to the closest limit of the dimension’s
search space. This ensures that the swarm does not explode and follows a
converging path. Once again X ax/min = (X1, X3 ... X,) is a vector of ‘n’

dimensions.

If ()i > Xmax then (X); = Xmax (3_35)

If ()i < Xpmin then (X); = Xmin

Another important feature is the selection amongst the two neighbourhood topologies of
the swarm defining the social interaction method to calculate ‘sBest’ of a particle [127].
There are two main topologies:
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The global model is known as a fully connected social network. In this topology,
all the particles are interconnected to each other in terms of communication. The
best position of a particle ‘pBest’ is known to the entire swarm, enabling each
particle to compare itself with the entire swarm. However, this is rarely the case
and is only possible in cases where the swarm size is small.

The local model is known as a partial social network. Each particle is influenced
only by the best performance of its neighbours, which is a subset of the swarm
and not the entire swarm. The best position of a particle ‘pBest’ is known only
to these neighbours. There are further subtype topologies to define neighbours
and compute the variable ‘sBest;’ where ‘i’ denotes a specific neighbourhood, as

in Figure 3-4:
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Figure 3-4: Neighbourhood topologies to determine the sBest in the PSO algorithm [126]

In the Von-Neumann sub-type, each particle is connected using a grid network
to its four neighbouring particles in its vicinity. In the ring sub-type, each
particle relates to two neighbours only. In the wheel sub-type, each particle is
isolated from another and all the information is communicated via a focal

particle.

The local model diversifies the possible solutions and is instrumental to avoid
convergence to a local minimum and at the same time is more realistic. It searches the
entire solution space efficiently, but at the cost of a lower convergence speed compared

to the global model.
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3.3. Methodology and algorithms

The ‘PSO-Classical 2-phase analytical solution’ algorithm was coded into MATLAB,
with the objectives outlined in section 3.1. An overview of the overall structure of the
algorithm is detailed in Figure 3-5:

| START |

Y

| Define PCM properties and boundary conditions for the problem |

v

| Defining optimisable variables and search space |

¥

| Define the PSO parameters |

Initialise position, velocity and pBest of each particle.
sBest is also initialised

v
S

»| Calculate the fitness of each particle with the melting/freezing algorithm

Fitness better
than pBest for
each particle

Yes

Update pBest pBest unchanged

pBest better tha
sBest for each
particle

v

| Compute the new velocity and position of each particle |

|

| Ensure each dimension of each particles position is within the search space |

l

Iterations Yes
completed

Update sBest sBest unchanged

No

|

>{ sBest is the solution |

| END |

Figure 3-5: Overall algorithm for the classical 2-phase analytical solution based melting-freezing PSO algorithm —
where grey is the PSO, red is melting and blue is freezing

Using the classical 2-phase analytical solution, initially the PCM was melted to store
heat extracted from the GW flow. After this process, the liquid PCM was frozen to
utilise this heat to be transferred into the CW flow. The algorithm for the melting and
freezing is in Figure 3-6:
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-)l 1. Input PCM properties and boundary conditions from PSO |

¥

| 2. Calculation of the thermal parameters, Eq 3-3,3-7 |

v

| 3. Calculating the initial estimate of the transcendental root ‘A,’, Eq 3-10 |

¥

| 4. Newton Raphson iterations to find the transcendental equation root, Eq 3-8,3-9 |

¥

| 5. Computation of PCM melt front and temperature profiles, Eq 3-11 to 3-13 |

¥

| 6. Computation of heat outputs, Eq 3-14,3-16,3-18,3-19 |

Heat
balanced,
g 3-2

No

Yes

| 7. Input T, from the melting algorithm to the freezing algorithm, Eq 3-36 ‘

¥

| 8. Calculation of the thermal parameters, Eq 3-3,3-21 |

¥

| 9. Calculating the initial estimate of the transcendental root ‘A,’, Eq 3-23 |

¥

| 10. Newton Raphson iterations to find the transcendental equation root, Eq 3-9,3-22 |

¥

| 11. Computation of PCM freeze front and temperature profile, Eq 3-24 to 3-27 |

¥

| 12. Computation of heat outputs, Eq 3-19, 3-28, 3-29, 3-30 |

Heat
balanced,
3-2i

No

Yes

| 13. Fitness defined by summation of absolute values of melting & heating algorithm

Figure 3-6: Synoptic algorithm for melting and freezing using the classical 2-phase analytical solution

The classical 2-phase analytical solution is valid for a constant initial temperature ‘T;” of
the semi-infinite slab. However, the slab has a non-uniform temperature profile after the
melting cycle. For this reason, it was assumed that the initial temperature of the entire
slab was equal to that of the mid-point of the melt-front, as the algorithm moves from
the melting to the freezing processes as of point 7 of Figure 3-6, using the following

equation:

2

[<2/1melting\/(a,L ) t ) ‘|
erf N (3-36)

freezing _ smelting melting
T, =T, — (T, —Tm)

b erflmelting
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Another important point to mention is that the variable ‘x’, used in the equations of the
temperature profiles for both melting and freezing, represents a hypothetical point of
interest at any distance from the boundary of the slab. It has no involvement in the
fitness function or the outcome, but is used only to visualise the temperature profiles at

this specific position.

In the algorithm, a condition might occur outside the melt region, where ‘T; < T, is at
this hypothetical distance ‘x” when passing from the melting to the freezing process. In

this event, equation (3-27) was used to calculate the temperature profile without a phase
change occurrence. However, this algorithm takes the melt region as the area of

consideration for optimisation.

As per Figure 3-5, the first step was to define the PCM properties and boundary
conditions for the GW heat harnessing problem. Based on the average temperature of
the GW and CW stated previously, ‘Ty’ for melting was defined at 325K (51.85°C) and
for freezing at 285K (11.85°C). The initial temperature ‘T’ for the melting algorithm
was taken as the ambient temperature of 295K (21.85°C). Ambient indoor temperatures
based on thermal comfort are dependent on a range of characteristics and can be
calculated based on commonly used standards including the 1ISO 7730 and
ANSI/ASHRAE Standard 55. Typically, based on these standards, indoor environments
are in the range of 291-295K (17.85-21.85°C). A PCM with a melt temperature below
the ambient would always be in the liquid phase, making heat addition unviable. Hence,
the PCM properties were defined based on a collection of data compiled for organic
PCMs in the range of 295-325K (21.85-51.85°C), from various commercial
manufacturers including Pluss, PureTemp, Honeywell, Rubitherm, PlusICE, SavenRG,
Microtek and Croda International Plc. Organic PCMs are more preferable in building
applications due to their lower cost, stability and suitable phase change temperature
ranges. A summary of the thermal parameters derived from the dataset is in Table 3-2:
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Table 3-2: Range of the thermal parameters of commercially manufactured PCMs for a phase change temperature at
295-325K (21.85-51.85°C)

Specific | Density Solid Liquid Solid Liquid
latent ‘p’in thermal | thermal | specific | specific
heat kg/m?3 conducti | conducti heat heat

capacity vity ‘ks’ vity capacity | capacity
‘L’ in in ‘kL’in ‘Cs’ in ‘CL’ in
kJ/kg W/(m.K) | WI(m.K) | kJ/(kg. kJ/(kg.

K) K)

Max 340 2,100 0.59 32 3.51 4.19

Min 37 735 0.1 0.14 1.15 1.39

Average 187.5 1,092.5 0.27 0.65 2.15 2.47

Standard | 5 5 310.2 0.19 2.84 0.35 0.62
deviation

The next step was to differentiate between the constant variables and optimisable

variables used in the algorithm for the PCMs. The following four variables in Table 3-3

were optimised through the PSO algorithm within the specified range. The specific

latent and heat capacities were selected as optimisable variables, to judge whether the

algorithm prefers latent or sensible heat transfer. The range was selected based on the

differences between the average values and standard deviations, as presented in Table

3-2. The thermal conductivities and density of the PCM were taken as constants, also

based on average values from Table 3-2.The main optimisable variable of interest was

the melt temperature ‘Tw’, with the range selected based on the boundary conditions of
the GW problem.

Table 3-3: Optimisable variables with their range of the search space for the algorithm

Variable Interpretation Range

Cp liquid | Liquid specific heat capacity in kJ/(kg.K) 19-3.1

Cp solid Solid specific heat capacity in kJ/(kg.K) 1.8-2.5

L ig)/el.\((;]ific latent heat capacity for the PCM in 137238

Tm Melt temperature of the PCM in K 295-325 (21.85-51.85°C)

Consequently, each particle of the PSO would have four dimensions based on the
optimisable variables, with a defined search space of Table 3-3. The fitness of a particle
was assessed on the basis of the absolute values of the heat absorbed and released by the
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PCM during the melting (equation (3-14)) and freezing (equation (3-28)) processes,

respectively, as per the following equation.

f(xl(t)) = Qqps = IQmelt(t)I + |ereeze(t)| (3'37)

The highest value of this fitness function or maxima was desired in this application. The
total time set for the simulation was 1,800s. Equal times of 900s were predefined for
both the melting and freezing processes. This was based on the average time of flowing

for GW in residential appliances, as defined in section 2.5 [3].

Finally, the parameters for the PSO algorithm were defined after several test trials. The
number of particles in the swarm was set to be 8. The optimisable variables were 4 and
as mentioned, the rule of thumb was to select up to four times the number of particles
based on the optimisable variables. A much larger number of particles would however
result in faster convergence with a chance of finding a local maxima, as will be
discussed in section 3.4. The number of iterations for this algorithm was set to be 100.
Since the search space in this application was not as vast compared to typical PSO
algorithms, the solution converged quite quickly in the 100 iterations. Additionally, as
the number of particles in the swarm was not as high, the global topology method of
Figure 3-4 was selected to update the ‘sBest’ variable. As mentioned, the variables of
equation (3-33) also have to be manually tuned after several test trials, as done for each
PSO application. It had to be ensured that a global maxima was reached with complete
convergence of all the particles by the end of the iterations. After this tuning, the three
important variables of equation (33) (w, j1 and j2) were assigned with values of 0.6, 0.5
and 0.4, respectively. Additionally, all the other constant variables in the model are

summarised in Table 3-4:

Table 3-4: Input variables to the algorithm having fixed values

Variable Interpretation Value

. Boundary temperature i.e. GW pipe temperature o
To Melting for the melting algorithm in K 325 (51.85°C)
Ty Freezing Boundary temperature i.e. CW pipe temperature for 285 (11.85°C)

the freezing algorithm in K
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Ti Melting | Initial temperature for the melting algorithm in K 295 (21.85°C)
kL Thermal conductivity of liquid phase in W/(m.K) 0.65
ks Thermal conductivity of solid phase in W/(m.K) 0.27
p Phase-independent density in kg/m® 1092.5
T oot o s | 50
Particles Number of PSO particles 8
Dimensions !\Iumber of optimisable variables defining the rows | ,

in Xi, Vi, pBesti, sBest vectors of the PSO algorithm
Iterations Number of iterations in the PSO algorithm 100
w Inertia weight of the particles 0.6
i1 Cognitive learning rate 0.5
iz Social learning rate 0.4

'w' is a sensitive variable to control the exploration of the search space for a particle in
each dimension and it greatly influences the algorithm’s computation time. A large
value allows a particle to move with a greater velocity, enabling it to find the optimum
in a minimum amount of time. However, a very large value will make the particle
explore only around the edges of the search space. A small value can narrow the
particles’ search space, to find a local optimum in a larger amount of computation time.
It is obvious that this value cannot be greater than one, since in this case the swarm
would explode. Selection was based on a delicate balance of the range of the search
space and the chances of finding a local maxima compared to a global one. Based on
research, the value of ‘w’ should be between 0.1 to 0.9 to balance exploration and
exploitation [130]. Since the range of the search space in this application was not as
vast, a mid-range value of the variable ‘w’ ensured convergence to a global maxima.
The movement of each particle in the swarm was controlled by the acceleration
constants ‘j;” and ‘j,’. For simplicity, most guidelines treat the sum of the two constants
as the variable to be adjusted. The frequency of oscillations about the optimum
increases as this summed variable increases. However, the trajectory explodes to
infinity for values greater than four [130]. The trajectory of a particle is extremely long
and highly damped for small values of this summed variable. Normally, it is not
recommended to equalise the two variables ‘j;” and j,’, as the learning curve of a bird

in a swarm is rarely based equally on both personal and social behaviour. Usually, these
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variables are initially set at large values decaying over time. However, since the
complexity of the fitness function and variables in this model was low, it used constant

values with reasonable accuracy and convergence times.

The developed model for the classical 2-phase analytical solution was validated with
examples from Alexiades et al. [114], using Glauber’s salt, as per section 2.2 of the
reference. Additionally, the validation was further extended by ensuring the energy
balance of equation (3-20) for both melting and freezing after every iteration. For the
PSO algorithm, there was no benchmark for validation as each application differed.
However the behaviour of the swarm was assessed over several trials to ensure no
abnormalities existed. It was made certain that the entire search space for each
dimension was explored by plots similar to Figure 3-11, as the parameters were finely

tuned. The outcome was intuitively assessed for its credibility and seemed reasonable.

3.4. Results

Using the defined search spaces and parameters, Table 3-5 summarises the optimum

results obtained:

Table 3-5: Results of the optimum variables of the algorithm

Variable Interpretation Value
Cp liquid | Liquid specific heat capacity in kJ/(kg.K) 3.1

Cp solid Solid specific heat capacity in kJ/(kg.K) 2.5

L Specific latent heat capacity for the PCM in kJ/kg | 238

Tm Melt temperature of the PCM in K 295.5 (22.35°C)
Qabs Total heat absorbed and inserted in kJ 5.023

Amelting Root of the transcendental equation for melting 0.4121

Afreezing Root of the transcendental equation for freezing 0.1646

The first four variables correspond to the 4-dimensioned ‘sBest’ after the 100 iterations,
based on the algorithm illustrated in Figure 3-5. From the results of Table 3-5, the
maximum values of the upper limit of the set range of Table 3-3 were preferred for the
sensible and latent heat parameters. Similarly, the temperature differential of the

optimum melt temperature was much greater with the ‘Tp’ for melting or GW flow

89



compared to freezing or the CW flow. The temperature profiles at the midpoint of the
phase change front at 5.4 mm from the boundary of the slab for both melting and

freezing are presented in Figure 3-7:
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Figure 3-7: Temperature profiles at the position x = 5.4mm from the boundary of the layout, for both melting and
freezing

It can be seen from the gradient of the curve in the melting plot, that a prominent phase
change occurred at 295.5K (22.35°C), unlike in the case of freezing. This was due to the
restricted time limit of 900s. However, there was freezing in the slab prior to the 5.4mm
position, as can be seen from the plot of the propagation of the freeze front in Figure
3-8.

It can also be observed in the melting curve that the concavity of the temperature profile
changed before the melt point. According to the literature [114], if the expression ‘(ai)?
< 1.5” is true for a PCM, a change in concavity is predicted due to micro-thermal
effects, as seen in the initial 100s in this case. At the same time, it was also observed
that both plots started from their respective ‘Ti’ to asymptotically approach ‘Ty’ with
logarithmic decaying patterns, as expected. There was no horizontal line at the melt
temperature ‘T’ as would typically be expected during phase change for the melt
curve. This was due to the assumption of using a sharp, planar and zero-thickness phase

change interface. This is a typical characteristic of the classical 2-phase analytical
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solution, as there is no elapsed time for phase change since there is no mushy region. As
soon as the phase change interface front reaches a specific point, the transition of

equations takes place instantly. The propagation of the phase change fronts is depicted

in Figure 3-8:
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Figure 3-8: Propagation of the phase change fronts from the boundary of the layout

In 900s, about 11.5mm of PCM, adjacent to ‘Th’ was melted. In the same time duration,
only about 3.5mm of PCM froze, which was only about one-third compared to melting.
Hence, freezing is a much slower process primarily due to the fact that the thermal
conductivity of the solid PCM is less than half that of the liquid phase. As most PCM
adjacent to the boundary ‘Ty’ transitions to liquid phase during melting, convection
effects contribute to higher heat transfer rates. Although convection itself was not
directly considered in this model, the difference in values of these thermal
conductivities accounted for this aspect. Instead of an equal time of 900s, an unequal
distribution between melting and freezing would have resulted in equal phase change
front positions. The distribution of the heat fluxes at this optimum PCM for both

processes in the 900s time duration is in Figure 3-9:
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Figure 3-9: Heat flux distributions at the optimum Tm = 295.5K (22.35°C), for both melting and freezing

In this optimum combination, about 5.023kJ of total heat was transferred to and from

Liquid sensible heat

Latent heat

Total heat

the PCM. About 67% of this was contributed by melting while only 33% was by

freezing. This was also the ratio of the phase change front positions of Figure 3-8.
Latent heat was dominant in the melting process, while an equal combination of latent
and sensible heat contributed to the freezing process. Due to the fact that the thermal

parameters of sensible and latent heat transfer were at the maximum range limit of

Table 3-3 in this optimum combination, the solution converged quite quickly, as can be

seen from the plot of the fitness function f(sBest)’ in Figure 3-10:

-
o
O
nl w

Q,,s/ k! of the fitness function
»
8

4.985

4.98

4975

4.97

0

5

10

15 20

25

30

35

40

45 50 55
Iteration

60

65

70

75

80

85

90

95 100

Figure 3-10: Convergence of the fitness function i.e. the total absolute heat transferred
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On the contrary, ‘Tm’ converged after about 60 iterations. To illustrate the fact that a
global maxima was actually achieved, the scatter plot of Figure 3-11 displays the

variation of ‘Tm’ for each of the 8 particles after every 10 iterations:
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Figure 3-11: Convergence of the optimum melt temperature Tm’

Initially in the first iteration, the particles were scattered all over the search space, while
finally, all of them converged to a ‘Tm’ of 295.5K (22.35°C)’ after the completion of the
100 iterations.

Consequently, a sensitivity analysis was also performed on both the PSO variables and

the thermal parameters of the PCM with reference to this bench marked output.

3.4.1. Variation in PSO parameters

The three primary variables (w, j1 and j2) of the PSO algorithm were systematically

varied, as outlined in Table 3-6:
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Table 3-6: Results of the variation in the PSO parameters

Qabs Of the

Variated variable | SOt |~ fitness Tm/K Maxima

variables :

function/kJ

w — increased to - 295.5
0.90 jL.j2 5.023 (22.35°C) Global
w —decreased to | . . —

, 4.549 Local
0.10 Julz (37.85°C)
o 295.5
J1—increased to jLw 5.023 Global
20 (22.35°C)
- 297
j1— decreased to jLw 4.891 Local
0.1 (24.35°C)
_ 295
jo—increased to W 5.000 Local
2.0 (21.85°C)
- 303
J2 — decreased to W 4.689 Local
0.1 (29.85°C)

Since the search space was small in this case, most combinations more or less
converged close to a global maxima, except the lower values of these variables.
However, the number of particles should be increased to reach a global maxima with
these lower-valued PSO variables. This would ensure that the entire search space was
thoroughly assessed, resulting in faster convergence but with a larger overall
computation time. With an increase to 20 particles and finally 50 particles, the same
global maxima was achieved with these low-valued PSO variables. However, if the
number of particles was reduced from the predefined 8, the probability of finding a local
maxima would increase even with the optimum variables. Hence, the number of
particles were directly proportional to the speed of convergence up to a certain limit
before saturation in the swarm. At the same time, the number of particles were inversely
proportional to the computation time. Therefore, a balance between the number of
particles, convergence and computation time had to be achieved for every PSO
application with several test trials. As mentioned, the number of particles should be a

maximum of four times the dimensions for a converged global maxima.

The complexity of using decaying PSO variables or increasing their dependency on the
thermal properties of the PCM would have further fine-tuned the results. This would be
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suitable if more thermal parameters with larger search spaces existed. However, simple

variables fulfilled the requirements in this application.

3.4.2. Variation in the parameters of the classical 2-phase analytical
solution

As evident from Table 3-5, the algorithm preferred a maximum of both the sensible and
latent heat transfer variables. At the same time, most of the heat input was in the form of
latent energy from Figure 3-9, for the melting algorithm. A sensitivity analysis of these
variables was expected to have a profound effect on the ‘Tw’. It can be argued that the
upper limit of the search space of these variables in Table 3-3 was a bit out of range. For
this reason, the upper limits of ‘cp liquid’ and ‘cp solid’ were decreased to 2.2 kJ/(kg.K)
and 2.0 kJ/(kg.K), respectively. Similarly, the upper limit of the specific latent heat
capacity was decreased in steps of 10kJ/kg, resulting in the algorithm producing a linear

relationship of the optimum ‘Tw’, as in Figure 3-12 :
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Figure 3-12: Variation of the specific latent heat capacity and optimised melt temperature as the output of the
algorithm

Once again, the optimiser selected a combination of the upper limit of both the sensible
and latent heat transfer variables. However, in this circumstance, the optimum ‘T’

incremented by about 1K from the baseline case. In this outcome, most of the heat was
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added in the melting process, with the majority being latent, as well. As the specific
latent heat capacity decremented by 10kJ/kg in each step, the optimum ‘Tn’ dropped by
0.01K. Although this temperature decrement was not significant, it was attributed to the
proportionality of heat transfer with the temperature differential. As the ‘AT’ between
the ‘Tp’ and ‘Tm’ of the PCM was greater, more heat could be added during melting. To
compensate for the loss in the specific latent heat value, there was a linear decrease in
the ‘“Tm’, to increase the overall temperature differential to ensure maximum heat

transfer.

Normally, the time duration of GW flow has a normal distribution from the mean 900s
[3]. Hence, a variation was also investigated, but the results were independent of time.
An unequal distribution with a higher time for freezing would have invoked different

results.

3.5. Outcome

Based on the reduced upper range of the thermal parameters in section 3.4.2, the
optimum ‘Tw’of the required PCM was 296.5K (23.35°C). Consequently, the most
economical commercially available PCM matching these optimum thermal parameters
is RT-25 developed by Rubitherm, Germany [131]. Although a PCM with the exact
optimum thermal parameters based on the outcome of this algorithm could have been
manufactured, it would have been a substantially expensive custom order. The
difference between the optimum thermal parameters predicted by the algorithm and of
RT-25 are enlisted in Table 3-7:
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Table 3-7: Difference in thermal parameters of the algorithm recommended and the commercially available PCM

Classical 2-
an%rll)?tsi?:al Commercially
solution-PSO selected RT-25

algorithm
Liquid specific heat capacity in kJ/(kg.K) 2.2 2.0
Solid specific heat capacity in kJ/(kg.K) 2.0 2.0
Specific latent heat capacity for the PCM 170 170
in kJ/kg

. 296.51 295-299 (21.85 —

Melt temperature of the PCM in K (23.36°C) 25.85°C)
Average thermal conductivity of both 0.46 0.2
phases in W/(m.K)
Density in kg/m? 1,093 820

Apart from the average thermal conductivity, the differences in the thermal parameters
were reasonably acceptable. The predicted thermal conductivity of 0.2 W/(m.K) does
not consider convection heat transfer, eventually resulting in a higher overall heat
transfer coefficient when accounted for, making the selection of RT-25 appropriate
based on the optimised solution. The data sheet for this PCM is added in Appendix A.

Additionally, RT-25 is an organic paraffin-based PCM. Paraffins and salt hydrates are
amongst the most commercially used and researched upon in all PCMs [132]. Paraffin
is an alkane with the chemical formula of CnH2n+2, being chemically inert it is
comparatively more stable and non-toxic to ecological systems [133,134]. For these
reasons it was perfectly suited for this indoor application. The validation of this selected
PCM was performed in the experimental study in section 5.4, in comparison to a PCM

with a higher phase change temperature.
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Chapter 4 - Internal heat transfer enhancement

After selecting the PCM for this application, the next phase was to select an optimum
internal heat transfer enhancement mechanism for both the GW and CW flow pipes.
The next phases in the design were detailed experimental and numerical analyses
followed by a parametric study using the optimum RT-25.

4.1. Overview

Heat transfer from working fluids within the plane pipes of HEs has an upper limit to
the energy efficiency, which can easily be enhanced. The space constraints in this
application coupled with the short time of flow of the GW required a compact and
efficient solution. In this application, the goal was to maximise the heat extracted from
the GW to be transferred to the CW via the PCM. The best passive strategy of internal
heat transfer enhancement would be to boost the HTC of the flowing fluid without
altering the boundary conditions of the flow. The usage of corrugated instead of plane
pipes in such a HE would be the most appropriate technique for this application. The
possibility of a compact design with minimal obstructions in the flow path to negatively
influence the already low fluid pressures and the high risk of biofilm deposits all
advocate in favour of corrugated pipes. Additionally, the external heat transfer to the
PCM is also enhanced, during both melting and freezing with corrugated pipes. Hence,
the best combination of dimensions for the corrugated pipe were selected to be used in

this application.

As illustrated in chapter 3, the usage of PCMs in passive applications is rapidly
increasing due to their high storage density [135]. In spite of PCMs being tested in a
range of applications between 273-523K (0-249.85°C), organic and salt hydrated PCMs
are usually recommended for low temperature applications below 373K (99.85°C); as in
this application [136]. Nevertheless, most numerical research within the domain of low
temperature PCM applications has focused on the use of air and refrigerants as the
working fluids [3,135,136]. There are numerous numerical and experimental studies
focusing on passively enhancing the HTC in internal pipe flows for a range of Reynolds
(Re) numbers [137-140]. Comparatively active enhancement techniques considerably
improve the HTC, but at additional costs of energy and higher pressure losses. In many
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non-industrial HEs, boosts of up to six times have been recorded in the thermal
performance factors (TPF) of different passive enhancement techniques compared to
plane pipes [137]. Amongst the different passive enhancement techniques, corrugated
pipes and internal fins increase the HTC with the least pressure drop penalty and
maintenance requirements, especially in turbulent flow regimes [139]. However, these
enhancement techniques have not been examined with respect to PCMs. Additionally,
most research on corrugated pipes is concentrated on industrial scale HEs, specifically
tube-in-tube versions, usually with water, air, oil, refrigerants, helium and even nano-
fluids [140-142]. At the same time, the performance of each enhancement technique is
highly dependent on the application. Depending on the ‘Re’ number of the flow, an
increase in the heat transfer of between 123-232% with a raise in the friction factor (f)
of between 146-193% have been recorded for corrugated pipes compared to plane pipes
[142]. The fundamental reason for the improved heat transfer in corrugated pipes is the
helical oscillatory path of the fluid combined with the generation of longitudinal swirl

vortexes [141].

Although studies have been recorded using organic PCMs in passive waste heat storage
applications, their integration with GW heat harnessing at a non-industrial scale using
corrugated pipes to enhance heat transfer is a novel step. At the same time, numerically
investigating the heat transfer enhancement on both sides of a corrugated pipe in
conjunction to both the melting and freezing of a PCM is a research gap in the literature.

Consequently, this phase of the research has the following objectives:

e A basic review of internal heat transfer enhancement techniques outlying the
reasons for selecting corrugated pipes for this application.

e Conducting an experiment for a specific corrugated pipe embedded in RT-25
with the prescribed boundary conditions of GW heat harnessing.

e Development of a numerical simulation of the setup in this application, to be
validated by experimental data.

e Performing a numerical parametric study to investigate the variations in heat
transfer characteristics for a discrete set of corrugated pipes with varying rib
height ‘e’ and pitch ‘p’ for both the melting and freezing of the PCM.

e Selecting a viable corrugated pipe to be used in this application based on the

outcome of the results.
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4.2. Internal heat transfer enhancement techniques

There are three methods to increase heat transfer in internal flow [143]:

e Changing the flow conditions, i.e. ‘Re’ number, boundary temperatures and/or
adding additives to the flow to alter the composition.
e Increasing the surface area of contact between the pipe and the fluid.

e Enhancing the HTC using passive and/or active techniques.

The first two methods are usually constrained by the operational requirements of the
specific application. Increasing the HTC is the only viable option without altering the
boundary conditions of the flow. In fact, many HTC enhancement techniques
concurrently increase the surface area of contact as well. The enhancement technique
can either be active, passive or a hybrid combination of both [142]. The positioning of a
technique can be transverse or longitudinal along the direction of flow [144]. Unlike
passive techniques, active techniques require an external source of energy [137]. This
external energy is required to generate swirls and vortexes in the flow by creating
vibrations and instabilities leading to turbulence in the fluid flow. In active techniques,
the fluid absorbs energy from the pipe enclosure whilst in passive techniques, it loses
energy. In active techniques, the HTC can be enhanced to a considerable level, but with
an additional energy input and a comparatively higher increase in the friction factor (f)
of the internal flow. Comparatively, passive technologies are cheaper, easier to
manufacture and maintain, with a relatively acceptable TPF. Consequently, passive
techniques are preferred for non-industrial low temperature applications. These heat

transfer enhancement techniques are presented in Figure 4-1:
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Heat transfer enhancement of single-phase internal pipe flows
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fluid
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ﬁl 6. Jet impinging flows

Figure 4-1: Techniques to enhance internal heat transfer in pipes

The efficiency of a passive technique depends on the geometric features of the pipe and
the flow conditions in conjunction with the application of usage. According to a study
[139], internally finned pipes have the best TPF amongst the passive techniques, while
twisted tape inserts have the worst, as high pressure drops have been recorded. The six
main passive techniques to enhance the HTC in internal flows are elaborated:

4.2.1. Vortex generators

Any shape with a fixed profile is inserted in a non-uniform manner at specific points to
generate vortexes in the internal flow [143]. The direction of the swirl produced is either
backward or forward to the direction of the main fluid flow, being an important control

parameter [140]. The insertion of vortex generators can be both active or passive [145].

Manufacturing is not difficult, while fouling is also in a mid-range compared to other
passive enhancement techniques [143]. Problems concerned with the development of
two-phases, high pressure losses, noise and heavy vibrations of the equipment at
turbulent flows are a downside to these generators [142]. Amongst the passive
techniques, only vortex generators and twisted tape techniques have recorded higher
pressure loss ratios with respect to their heat transfer enhancement ratios, compared to

plane pipes. Experimental literature shows that the Nusselt (Nu) number enhancement
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ratio is in the range of 1.5- 4, while increments in ‘f” are between 3-5, compared to

plane pipes [139].

4.2.2. Corrugated/fluted pipes

A pattern of uniform grooves arranged helically or axially are embedded in a pipe along
the length in the direction of the main fluid flow. The control variables in the design
include the ‘e’ and the ‘p’ of the corrugations [140]. Consequently, the helical angle is
between 0-90° depending on these dimensions.

The major advantages of corrugated pipes compared to other passive techniques are the
minimal fouling and pressure losses. Additionally, manufacturing and maintenance is
the easiest, especially for internal pipe cleaning. Since the corrugations are both internal
and external to the pipe, there are also enhancement effects on the other side of the pipe
wall. The only drawback is a relatively lower ‘Nu’ number enhancement at laminar
flows, although this can be eliminated with design modifications. Based on
experimental literature [139], the increase in the ‘“Nu’ number and ‘f’ is in the range of

1.5- 4 and 2-6, respectively, compared to plane pipes.

4.2.3. Tapelwire inserts

A metallic strip or wire is helically inserted along the circumference of a pipe in the
direction of the main fluid flow. The most important design parameters are the width,
thickness and twist ratio of the insertion [140]. Wire inserts that have very small
diameters to variate the micro flow in pipes are preferred in laminar conditions [146].

This is the most economical passive enhancement technique. Additionally, these tapes
can easily be removed for maintenance, unlike the other permanent techniques. The
major drawback lies in the difficulty of consistently positioning the tapes. This
unprecedented movement can cause the insert to become a hurdle to the main fluid flow
with a higher vulnerability to fouling. For this reason, the pressure loss is comparatively
the highest amongst passive enhancement techniques, therefore this technique is only
preferred in laminar flow regimes [142]. Based on experimental literature [139], the
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increase in the ‘Nu’ number and “f” is in the range of 1.5-6 and 2-13, respectively

compared to plane pipes.

4.2.4. Internally finned/baffled

Transverse or helically arranged ribs are machined on the internal surface of a pipe. The
most important design parameters are the height, shape, arrangement and density of the

fins [140]. Typically the height of the fins is much lower for liquid compared to gaseous
flows [143].

This technique is relatively hard to manufacture having a mid-range pressure drop, but it
is the most commonly used [139]. The biggest drawback is its vulnerability to fouling.
At the same time, it is more suited for turbulent flow regimes. Based on experimental
literature [139], the increase in the ‘Nu’ number and ‘f’ is in the range of 2- 4 and 1- 4,

respectively, compared to plane pipes.

4.2.5. Grooved/dimpled

Non-continuous protrusions with different shapes are stamped on the internal surface of
the pipe [139]. The groove depths, diameters, arrangement pattern and edge shapes
dictate the design [140].

The pressure losses for such pipes are high, although smoothing out the protrusions can
lower them with a lesser heat transfer enhancement. This technique usually enhances
the surface tension, being suited for two phase fluid flow. Normally, the protrusions are
formed on the internal pipe surface by machining the outer side as well. The depth of
the protrusions is a limitation to this method of manufacturing, as they are dependent on
the strength of the material. Based on experimental literature [139], the increase in the

‘Nu’ number and ‘f’ is in the range of 1.5-4 and 3-5, respectively, compared to plane

pipes.
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4.2.6. Increased surface roughness/coating

Grinding a surface with sand grains or knurling a pipe achieves different levels of micro
and macro roughness to enhance the internal heat transfer. Surface roughness can also
be developed by impregnating micro-level protrusions onto the pipe walls. This

technique is known to enhance heat transfer especially for two-phase fluid flows [143].

It has been estimated that almost all surface roughening methods double the heat
transfer compared to plane pipes [139]. However, in some circumstances, the pressure
drop is far greater than this heat transfer enhancement [140]. This is the case when the
surface roughness height is less than the thickness of the thermal boundary layer of the
main fluid flow. At the same time, manufacturing is not simple and over the duration of
time, the enhancement effects vanish due to fouling. Surface roughness is most
commonly used in hybrid with the other passive enhancement techniques. Rough-finned
pipes with tape or helical inserts are the most common hybrid combination, with
recorded values of the ‘Nu’ number enhanced by 500% [139]. Similarly, cationic and
anionic surfactants are applied to internal pipe surfaces to lower the drag and the

pressure losses [142].

An overview of these passive HTC enhancement techniques is summarised in Table
4-1:
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Table 4-1: Summary of the techniques of internal heat transfer enhancement

Technique

Overview

Pros

Cons

Vortex generators

A fixed profile inserted non-uniformly to
generate vortexes in either the backward or
forward direction relative to the main fluid
flow [140,143,145].

‘Nu’ number enhancement ratios are 1.5-4,
while increments in the ‘f* are 3-5 [139].

Manufacturing is not that difficult
while comparatively, fouling
vulnerability lies in the mid-range
[143].

The likelihood of two-phases,
high pressure losses, noise
and heavy vibrations at
turbulent flows [142]. Has
higher pressure loss ratios
with respect to heat transfer
enhancement ratios.

Corrugated/fluted
pipes

A pattern of uniform groves, helically or
axially arranged along the direction of the
main fluid flow [140].

The increase in the ‘“Nu’ number and ‘f’ is
1.5-4 and 2-6, respectively [139].

Minimal fouling and pressure losses.
Maintenance is easy, especially
cleaning internal deposits. Since the
corrugations are both internal and
external, enhancement effects outside
the pipe are also witnessed.

A relatively lower ‘Nu’
enhancement number at
laminar flows. Difficulty in
non-commercial
manufacturing.

Tape/wire inserts

A metallic strip or wire is helically inserted
along the circumference in the direction of
the main fluid flow to improve micro flow
characteristics [140,146].

The increase in the ‘Nu’ number and ‘f’ is

1.5-6 and 2-13, respectively [139].

Economical with minimal production
costs. Easily removable for
maintenance purposes.

Higher pressure loss ratios
with respect to heat transfer
enhancement ratios. Preferred
only in laminar conditions
[142]. Difficulty in
positioning the tapes in a
consistent position, being
more prone to fouling.

Internally
finned/baffled

Transverse or helically arranged ribs are
machined on the internal surface [140]. The
increase in the ‘Nu’ number and ‘f” is
between 2-4 and 1-4, respectively [139].

Has a mid-range pressure drop, making
it the most commonly used
enhancement technique [139].

Relatively hard to
manufacture. Highest
vulnerability to fouling. More
suited for turbulent flow
regimes.

Grooved/dimpled

Protrusions are stamped on the internal and
external surfaces of the pipe with different
shapes [139]. The increase in the ‘Nu’

Has a low vulnerability to fouling
[139].

Pressure losses are high but
smoothing the protrusions can
reduce them. Enhances the
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number and ‘f’ is between 1.5-4 and 3-5,
respectively [139].

surface tension being suited
for two-phase fluid flow.
Depth of the dimples is
dependent on the strength of
the material while
manufacturing.

Increased surface
roughness/coating

Includes micro-protrusions, surface coating,
roughing the surface with sand grains or
knurling a pipe, achieving different levels
of micro and macro roughness. Typically
doubles the heat transfer enhancement
[139].

Commonly used in hybrid with other
passive technologies. Cationic and
anionic surfactants reduce the fluid
drag and pressure losses [142].

Enhances heat transfer
especially for two-phase
flows [143]. Manufacturing is
not simple and over the
duration of time the
enhancement effects vanish
due to fouling. High pressure
losses [140].
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4.3. Rationale for usage of corrugated GW/CW pipes

Based on the overview of section 4.2, corrugated pipes replacing the plane pipes were
deemed the most feasible for this GW heat harnessing application due to the following

reasons [147]:

e The pressure loss compared is relatively low to other enhancement techniques.

e The vulnerability to fouling and biofilm deposits is the least, with no sharp edges
or obstructions in the main fluid flow regime.

e Corrugated pipes are categorised as doubly enhancing since they increase heat
transfer on both sides of the pipe wall, i.e. also towards the PCM side in this
case [143].

e The TPF has the best ratios, as outlined in Table 4-1. Along with HTC
enhancement, the helical corrugations smoothly guide the fluid flow along the
length of the pipe. For this reason, the HTC is enhanced without considerable
turbulence, resulting in a comparatively lesser pressure drop.

e The amount of pipe material is almost the same compared to plane pipes, with a
negligible increase in costs. However, the surface area of contact between the
fluid and the pipe wall along with the wet perimeter increases significantly.

e Manufacturing is difficult for small-scale custom-based designs. However, it is
simple and cheap at a commercial level, as usually conventional plane pipes are

simply cold rolled on their outer surfaces.

Based on a literature overview [144,148], corrugated pipes enhance the HTC in four

ways:

e Enhancing swirls and secondary radial flows in the regime of the main fluid
flow.

¢ Enhancing the turbulence in the main axial flow.

e Improving heat transfer in the area adjacent to the pipe wall by reducing the
thickness of the thermal boundary layer. By disrupting this layer, the HTC is
enhanced due to better thermal interaction of the core fluid with the walls of the
pipe [142].
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e Increasing the surface area of contact and enabling a helical path to the fluid

flow.

At the same time, there are three reasons for the increase in pressure drop [147]:

e There are higher drag forces on the fluid due to higher shear stresses on the
walls of the pipe. This is due to the greater surface area of contact.
e An area reduction of the main axial flow with larger radial velocity components.

e Increased turbulence, rotational flow and swirls on the walls of the pipe.

The geometric definitions of a corrugated pipe are presented in Figure 4-2:

Figure 4-2: Geometric parameters of a corrugated pipe ‘Dn’ = nominal diameter, e = rib height, p = pitch, t =
thickness

Almost every HE can be improved using passive enhancement techniques; however a
theoretical technique has to be practically tested in an application [143]. The thermal
performance of corrugated pipes can be independently determined using the Wilson
plots [143]. Also, empirical correlations of the enhanced ‘Nu’ number and ‘f* have been
published in literature based on experimental data [143,149]. However, variations in the
dimensions of corrugated pipes cause a non-linear increase in the HTC. An optimum
geometry is highly dependent on the manufacturing limitations, boundary conditions
and the application [148]. Hence, theoretical predictions do not suffice and the pipes
must be tested either experimentally or with CFD simulations with regard to GW heat
harnessing [139]. Since commercially available corrugated pipes were limited for
experimental testing, a specimen available in the market was numerically tested in
conjunction with this application and validated by an experimental setup. Based on this,
discrete combinations with varying ‘e’ and ‘p’ of corrugated pipes were numerically

assessed in section 4.5.7.
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4.4. Experimental model
A schematic of the experimental rig is illustrated in Figure 4-3:

Data recorder

) -

vy

Data logger
DC
voltage 4 point-type
source thermocouples

O——0—O

Corrugated pipe sample in
insulated PCM container

Flow Temperature
instrument instrument

valve

4

5

Centrifugal Ohmic rod heater
pump

GW storage tank

Figure 4-3: Schematic of the experimental setup to assess corrugated pipes

Actual GW with impurities, bacteria and soap residuals was used in the tank, as can be
seen in the first row of Table 4-3. The ohmic rod heated the fully filled GW in the tank
up to the required 325K (51.85°C), prior to the initialisation of the experiment. A
thermostat was not used in the tank as the storage capacity was quite large to ensure a
consistent temperature flow of GW for the 900s time duration. A centrifugal pump
circulated 0.1kg/s of the GW in a closed circuit with a simple globe valve to control the
mass-flow rate. A flow-meter along with six thermocouples were placed as shown in
Figure 4-3. Three thermocouples embedded in the corrugated pipe were used to measure
the average temperature while a fourth measured the temperature at a fixed point within
the PCM, as detailed by the red dots in Figure 4-7. The tested corrugated copper pipe
specimen had an ‘e’ of 0.7mm and a ‘p’ of 5mm with a ‘D’ of 12.7mm whilst having a
‘t” of Imm. Although the actual diameter of the GW pipes in the building architecture
was typically 25mm as outlined in section 2.2.2, a 12.7mm pipe was used to enhance
the HTC with increased turbulent flow. Copper was selected as it has the highest

thermal conductivity of 401W/(m.K) amongst metals and is partially used in residential
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sanitary networks. As installation space is constrained for HEs to harness heat from the
GW of residential appliances, a compact, low-cost and maintenance-free HE was
required. For this reason, the corrugated pipe had two U-bends. As in most practical
applications, bends are commonly used in HEs and it was important to incorporate their
effects in the analysis. Although there are more looped pipes increasing the overall pipe
length in real HEs, only two bends were considered due to computational constraints in
the forthcoming numerical model. Nevertheless, a focus on the thermal performance of
the corrugations was important in this phase of the research, as a holistic design of the
HE was investigated in section 6.3. To ensure that the fluid flow was fully developed
prior to entering the corrugated pipe, the 70mm straight pipe segment existed before the
three 610mm lengths, as in Figure 4-5. In total, the length of the entire pipe was about
2,111mm, as illustrated in the layout of both the experimental and numerically
simulated corrugated copper pipe in Figure 4-7. There was 30mm of PCM in the
direction of each of the coordinate axes from the pipe centre. The pipe was immersed in
about 0.0064m? of RT-25, as in Figure 4-5. The thermal parameters of the RT-25 based
on a Differential Scanning Calorimetry (DSC) analysis [150], are in Table 4-2:

Table 4-2: Thermal parameters of RT-25

Density kg/m? Solid: 880, Liquid: 760
Thermal conductivity in W/(m.K) 0.2

Specific heat capacity in kJ/(kg.K) 2

Dynamic viscosity in Pa.s 0.0072
Specific latent heat capacity in kJ/kg 170
Liquidus temperature in K 299.15 (26°C)
Solidus temperature in K 295.15 (22°C)

About 10cm of Styrofoam insulation surrounded a mild steel container enclosing the
pipe and PCM to make the system adiabatic, as visible in the practical setup of Figure
4-4:

Figure 4-4: Experimental test rig to assess corrugated pipes
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Heat losses in this setup were measured in section 5.4.3. The layout of this test rig was

based on the schematic of Figure 4-3. Using a data logger, the readings from the

instrumentation were recorded at every 5s for a time duration of 900s. An overview of

the auxiliary equipment is presented in Table 4-3:

Table 4-3: Specifications of the experimental equipment

Equipment

Technical details

Ohmic rod
heater and
tank

Tank Capacity: 0.18m?
Heating elements: 2 x 5kW
GW: water, soap residuals,
bacteria, biological particles,
impurities

Centrifugal
pump

Make & model: Stuart Turner
Maximum flow rate & head:
0.92kg/s & 1.5m

Minimum flow rate and head:
0.15kg/s & 6m

Power supply: 230V AC

Flow meter

Make & model: RS Pro 508-
2704

Range: 0.001 — 0.17kg/s
Type: Magnetic

K factor: 1420 pulses per
0.0038m?*

Frequency: 235Hz
Uncertainty: +3%

Power supply: 4.5 — 24V DC

Probe
thermocouples

Make & model: TME KMO03
Type: K-type (nickel chrome—
alumel)

Length & thickness: 100 & 3mm
Response time: 3s

Temperature range: 73 — 1,373K
(-200-1,100°C)

Uncertainty: £0.25%

Point
thermocouples

Make & model: RS Pro 621-
2170

Type: K-type (nickel chrome—
alumel)

Wire thickness & coating:
0.3mm glass fibre

Response time: 0.7s
Temperature range: 223 — 673K
(-50-400°C)

Uncertainty: £0.25%
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Make & model: Datataker DT85
Series 4

Data logger Memory: 128 MB internal
Uncertainty: £0.15%

Minimum record time:1s

The calibration of the instruments was as per ISO 71025:2005. The cumulative
uncertainty in the thermocouple readings was about 0.4%, whilst it was 3.15% for the

flow meter.

4.5. Numerical model

A 3D numerical simulation replicating the dimensions and boundary conditions of the
experimental model was developed in Star-CCM+ v11.04. After validating this
simulation based on the experimental data, a parametric analysis was conducted to
select the corrugated pipe configuration with optimum internal heat transfer

enhancement with respect to this GW heat harnessing application.

4.5.1. Governing equations

There were seven residuals in this CFD simulation corresponding to five different
physical laws. Three residuals were for the Navier-Stokes equation in each Cartesian
direction: one for the energy, one for the continuity equation and two for the turbulence

model, all coupled with the enthalpy method governing the behaviour of PCMs [151].

The continuity equation is also referred to as the law of conservation of mass. For a 3D

transient compressible flow in a control volume, it is defined as:

9p _ (4-1)
5% + V.(pv) =0

The first term represents the change of mass within the volume while the second term
represents the net mass flux at the inlet and outlet. The Navier-Stokes momentum

equation for a control volume is as follows:
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d(pv)
ot

+ V(pv.v) = —=VP + uV?v + pg (4-2)

The first term on the LHS is the local change in velocity within the volume. The second
term represents the change in velocity due to the movement at the boundaries of the
control volume. The first term on the RHS is the change in pressure, while the second
term represents the dissipative viscous forces and the third term is the force due to
gravity. The LHS of this equation corresponds to the momentum, while the RHS
corresponds to the net forces. It is a basic representation of Newton’s second law of
motion. The velocity field of the fluid flow was derived based on this equation.
Consequently, the temperature and pressure for the fluid and metallic pipe could be

calculated, using the energy equation for a control volume:

0(pE)
ot

+ V.(v(pE + P)) = V.(KeffVT + (u((Vv + vT) — % V. vt).v)) (4-3)

Similar to the Navier-Stokes equation, this is also a transport equation where the terms
on the LHS account for the change in energy of the fluid. The terms on the RHS
account for the causes of this change, which are the net heat fluxes due to conduction
and the viscous effects of the fluid. Due to the turbulent nature of the fluid flow, the k- ¢
turbulence model is of importance as well. Two transport equations govern the

parameters:

e Turbulent kinetic energy — k

k2
d(pk) d(pkv) 8 |[PCu—F ak k?
= —|—=—|+2pC,—E;;E;; — 4-4
at T ox; ax;| oy axj+p”e”” pe (4-4)

e Rate of dissipation of turbulent energy — ¢
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k2
d(pe) N d(pevy) _ 0 PCy— e € k? €2

ot ox; axj o, 6_xj ClEkZpC < Bk = Gep o k (4-5)

The terms on the LHS of both equations represent the rate of change of the parameter
and its transport by convection. The terms on the RHS represent the transport of the
parameter by diffusion and its rate of production and destruction, respectively [152].
However, in spite of the existence of numerous models, the flow characteristics for

turbulent flow are yet to be fully understood [147].

The enthalpy method governs the melting and freezing processes of a PCM [151]. After
discretisation of the PCM domain, the energy equation is applied to each control
volume, based on which the non-isothermal enthalpy is updated [114]. The three

possible outcomes of the enthalpy are:

CT, T< T, Solid phase
H, (T —-Ty) .
CinT + ————, T, < T <T, Mushy region (4-6)
(TL - Ts)
C.,T+ H,+ Ci, (T, —Ts), T >T, Liquid phase

The PCM at the phase change interface was in a mushy state, being partially liquid and
solid, corresponding to the Stefan condition. This is unlike the assumption of the model
developed in section 3.2.1. The enthalpy method is not a direct interface tracking
approach. Based on an analysis of a unit volume, the interface was consequently
tracked. After this step, the temperatures and pressure fields within the PCM were
numerically calculated [117].

45.2. Geometry

The geometry of the 3D model was constructed in ANSYS Design Modeler v18.2. The
generated parasolid files were imported into Star-CCM with custom tessellation settings
to account for the corrugations. There were three distinct regions merged into a single
part: the fluid domain, the corrugated copper pipe and the PCM. Each region was
imprinted at the interface to ensure non-intersecting surfaces and non-manifold edges.

An overview of the developed model is in Figure 4-5:
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0.0064m> of RT-25

Figure 4-5: Layout of the geometric model with three domains: fluid flow, corrugated copper pipe and the PCM

As highlighted in Figure 2-11, vertical pipe orientations for GW heat harnessing in
conventional HEs generally have a better performance compared to horizontal
orientations. Nevertheless, horizontal pipes were used in this configuration due to the
following reasons:

o Atrelatively high flow rates of 0.1kg/s, most of the fluid would escape through
the centre without transferring heat at the interface as the pipe diameter was only
12.7mm, making the vertical orientation ineffective.

e Using a vertical orientation in conjunction with corrugated pipes is not
recommended [139]. A vertical orientation would considerably enhance a
haphazard turbulent movement to increase pressure losses, making the
enhancement via the corrugations ineffective.

Although the flow of GW and CW would be in different pipes in a practical HE due to
contamination issues, in this primary design a single pipe was used for both flows as the
focus of this stage of the research, but this was only to analyse the internal enhancement
effect.
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45.3. Mesh

Using the automated mesh generation option in Star-CCM, the three domains were
discretised using an unstructured conformal polyhedral mesh. To capture the details of
the corrugations, a surface mesh was generated before a volume mesh. A set of nine
prism layers were also used to account for the fluid boundary layers adjacent to the pipe
walls. An all ‘y+ wall treatment model was used to calculate both the viscous and
turbulent effects adjacent to the pipe corrugations. This model was automatically
selected by the ‘k-¢’ turbulence scheme as it is suited for difficult cases in which it is
not possible to achieve a purely high or low ‘y+’ mesh [151]. Such a fluid flow was due
to the corrugations of the copper pipe. In this simulation, a targeted ‘y+’ between 80-
100 was used with the ‘Re’ number varying to a maximum of about 15,000, due to the
0.1kg/s mass-flow rate of the fluid. Correspondingly, the maximum ‘y’ value of 1.1mm
was calculated as the height of the first element of the prism layer adjacent to the pipe
wall, based on expressions of frictional velocity and the skin friction coefficient, using

the following equation:

_ you
p.V0.395. Re~025 12

y (4-7)

Based upon this, the height of the entire prism layer was about 4.5mm, adjacent to the
walls of the corrugated pipe. An overview of the cross-section of the mesh is displayed

in Figure 4-6:
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Figure 4-6: Structure of the mesh for the geometry

To conduct a mesh convergence study, four different grid sizes of about 10, 15, 20 and
25 million elements were set up for melting the PCM with GW flow. For both the 20
and 25 million element structure, the difference in the outlet temperature of the GW
flow was less than 4%, after 900s of the simulation with the end temperatures being less
than 1% apart. However, the computation time of the 25 million grid size increased by
about 250% in spite of using a 12-core per node High Performance Computer (HPC).
Thus, the results were considered as independent with a mesh size of 20 million

elements.

4.5.4. Boundary conditions and solvers

A summary of the boundary conditions and solvers used for the three distinct regions of
the simulation is in Table 4-4:

Table 4-4: Boundary conditions and solvers for the three regions of the numerical simulation, M = melting, F =
freezing

Region Boundary conditions Solvers

Inlet type: mass-flow Three dimensional
inlet Implicit unsteady

Fluid Outlet type: pressure Domain type: liquid water

(GW and | outlet Segregated flow

Cw) Inlet temperatures/K: Constant density
325 (51.85°C) (M) & K-epsilon turbulence — realisable two layer
285 (11.85°C) (F) Two layer all ‘y+’ wall treatment
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Mass-flow rate/kgs™: Segregated fluid temperature
0.10

Initial temperatures/K:
325 (51.85°C) (M) &
285 (11.85°C) (F)
Interfaces: conformal

contact
Initial temperatures/K: Three dimensional
295 (21.85°C) (M) & Implicit unsteady

Pipe 315 (41.85°C) (F) Domain type: solid copper
Interfaces: conformal Segregated solid energy
contact Constant density

Three dimensional

Implicit unsteady

Domain type: fluid (multiphase)
Eulerian multiphase

Multiphase interaction

Volume of fluid

Multiphase equation of state
Segregated flow

K-epsilon turbulence — realisable two layer
Two layer all y+ wall treatment
Segregated multiphase temperature
Melting solidification

Polynomial density

Gravity

Outer walls: adiabatic
no-slip

PCM Initial temperature/K:
295 (21.85°C) (M) &
315 (41.85°C) (F)

The inlet temperature for the GW (PCM melting) and CW (PCM freezing) flows were
based on the values outlined in section 2.5. Due to impurities in the GW compared to
the CW, it was modelled as water but with a relatively higher constant density of 1,005
kg/m3. For melting the PCM, the copper pipe and the PCM were initially at the ambient
temperature of 295K (21.85°C), as in section 3.3. For freezing, it was assumed that the
copper pipe and the PCM had retained heat from the melting process, being at 315K
(41.85°C). The thermal properties of RT-25 in Table 4-2 were used to model the PCM.

Generally, a liquid PCM is Boussinesq and Newtonian along with being incompressible,
having a laminar buoyancy motion and a negligible viscous dissipation [153].
Convection is also a dominant mode of heat transfer along with conduction, especially
during the melting of a PCM, as outlined in section 3.2.1. There are three approaches in

Star-CCM to account for this natural convection [151]:
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e Using only a conduction-based model with different constant thermal
conductivities for the liquid and solid PCM, as in section 3.2.1. The thermal
conductivity of the liquid phase is higher than the solid, as melting is
convection-dominated.

e Using a constant density PCM with the Boussinesq model. However, this is
only valid for small temperature and density variations.

e Using a temperature dependent variable density PCM with the effects of gravity

enabled.

Unlike the model developed in section 3.2.1, the third approach was used at this stage to
assess the influence in this 3D simulation with greater accuracy. With this approach, the
PCM had a polynomial density of first-order. Typically, the density of the solid phase
was higher than the liquid phase, resulting in ullage as will be discussed in chapter 5.
The density was 880 kg/m? at the solidus temperature of 295.15K (22°C) and 760
kg/m? at the liquidus temperature of 299.15K (26°C) [131]. The equation used to
compute the linearly varying density of the PCM is:

Density = 9734.5 — 30 X Temperature (4-8)

The segregated energy solver was enabled for all three domains of the geometry, as it
sequentially solves the governing equations of section 4.5.1. Typically, it is accurately
used for incompressible or mildly compressible flows and is also suited to model
convection in PCMs having a low Rayleigh number, as in this application. Although the
coupled solver is more appropriate to model natural convection, it was inapplicable for a
multi-domain integrated geometry, as in this case. At the same time, the coupled solver
is more computationally intensive with reported convergence issues [151]. An implicit
transient simulation with time steps of 0.1s for the 900s time duration was performed
for both the GW and CW flows. The first-order temporal discretisation scheme was
selected for the mesh; the second-order discretisation scheme for the convection terms

while the Hybrid-Gauss LSQ scheme was used for the gradient discretisation.
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45.5. Verification and calibration

A five step verification scheme was implemented to ensure that the CFD simulation

accurately implemented the conceptual framework [154].

As a first step, a mesh convergence study was performed to ensure spatial discretisation
convergence, as explained in section 4.5.3. Secondly, temporal discretisation
convergence was ensured by varying the initial time-step of the transient solution. With
a 0.1s initial time-step, the solution converged with an acceptable real-time
computational duration with no loss of accuracy in comparison to lower values. Thirdly,
to ensure iterative convergence, all seven residuals corresponding to the governing
equations of section 4.5.1 converged by values of 1072 or lower after the initial transient
zone. Due to the nature of the 3D turbulent flow in the corrugated pipes and phase
change phenomenon of the PCM, this value was considerably acceptable after the 900s
time duration. Fourthly, to verify consistency in the results, the simulation for both
melting and freezing was repeated twelve times with the same boundary conditions. The
confidence level in the results was 99% after assessing three different thermal
parameters in the configuration. Finally, a sensitivity analysis was performed to
consider any abnormalities in the thermal parameters and to theoretically verify the
results. Variations in the inlet mass-flow rate and temperature of the GW and CW were
proportional to the amount of phase changed PCM, as predicted in the literature
[132,155,156]. Similarly, the phase change behaviour of the PCM and the magnitudes
of the natural convectional currents were within the expected limits, as per the literature
[133,157]. Additionally, a closed system energy and mass balance of the configuration

ensured that the governing equations were verified in the simulation.

4.5.6. Validation

With an overview of the layout of the corrugated pipes in Figure 4-7, the numerical
model was validated based on experimental data for the melting of the PCM with a GW

mass-flow rate of 0.1kg/s:
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Figure 4-7: Layout of the corrugated pipe with an ‘e’ = 0.7mm, ‘p’ = 5mm for the experimental and numerical
models with thermocouples positioned at the red dots

The average percentage error was calculated as follows:

Texp t I
| x 100 (4-9)
N¢ I

Average percentage error =

Irz (Texp - Tsim) 1
|
|
|

As depicted in Figure 4-3, three different temperatures readings from the experimental
setup were compared to similar readings from the numerical model for the 900s time
duration. A plot of the difference between the inlet and outlet temperature of the GW

flow is in Figure 4-8:
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Figure 4-8: Inlet and outlet temperature differential of the GW flow of both datasets

It was observed that a steady-state condition was achieved after the initial 150s. The
average error for the entire time duration was 8.5%, while the mean difference between
the readings was 0.40K. A plot of the average temperature of the corrugated copper pipe
Is in Figure 4-9:
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Figure 4-9: Average pipe temperature of both datasets

The average error for the time duration was 0.85%, while the mean difference between
the readings was 2.7K. A plot of the temperature of a point in the PCM region is in
Figure 4-10:

122



(41°C) 314

312

310

W
o
0

W
o
]

[¥8)
o
=

— Expe

Temperature/K

rimental

== Num

erical simulation

58
o
o

298

296

(21°C) 294 T T T T T T T

0 100 200 300 400 500 600 700

Time/s

800 900

Figure 4-10: PCM temperature at 100mm from the GW inlet and 2mm from the edge of the pipe, for both datasets

The average error was 0.93%, while the mean difference between the readings was

2.8K. A summary of these validation results is in Table 4-5:

Table 4-5: Difference between the numerical and experimental results to assess corrugated pipes

Average _Mean
Description percentage difference
between
error
values
Difference between the inlet & outlet
1 temperature of the GW flow 8.5% 0.40K
2 | Average pipe temperature 0.85% 2.70K
Temperature of a point in the PCM: 100 mm
3 | from the GW inlet & 2 mm from the edge of 0.93% 2.80K
the pipe

The reasons of the deviations in these validation results are:

This includes the assumption of the valued initial temperatures of all three

Several assumptions model the practical experiment in the numerical simulation.

domains. The effect of these assumptions was amplified in the transient zone, as

can be seen specifically in Figure 4-8.

In Figure 4-9, the readings for the average pipe temperature in the experiment

were taken at only three discrete points on the pipe. However, this was

compared to the mass averaged temperature of the entire copper pipe in the

simulation. A larger set of discrete experimental thermocouple readings could
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minimise this error. At the same time, it was quite difficult to attach the
thermocouples inside the PCM on the uneven surface of the corrugated copper
pipe. The contact between the thermocouples and the pipe was not firm through
the time duration of the experiment. Adhesives get corroded by the PCM over
the duration of time, requiring a more durable solution.

e The inlet temperature of the GW flow in the experiment varied by +3K, as it was
not always at 325K (51.85°C). However, this temperature was consistent in the
numerical simulation, which was the reason for the variation in endpoint
temperatures in Figure 4-9 and Figure 4-10. The inclusion of a thermostat
instead of relying on the initially uniform temperature GW tank would have
brought in more accuracy.

e While measuring the experimental temperature of a point in the PCM in Figure
4-10, the K-type point thermocouples developed a covering of a non-conductive
solid coat, which decreased their response time and accuracy, corresponding to
the deviation in behaviour. More accurate E-type thermocouples or Resistance
Temperature Detectors (RTD) would have minimised this error.

e The experimental data was recorded for every 5s to be interpolated for lesser

time values, while the simulation data was accurate up to 0.1s.

Nevertheless, the end values and trends of all the plots were in satisfactory limits for the

purpose of validating the numerical model.

45.7. Results

After the validation of the numerical model, the corrugated pipe in Figure 4-7 with an
‘e’ of 0.7mm and a ‘p’ of 5mm was compared to a similar numerical simulation of a
plane copper pipe having the same overall dimensions and boundary conditions.
However, contrary to the desired outcome, the results of the corrugated pipe showed
minor improvements in comparison. The HTC increased by only 2%, the phase changed
PCM by about 4% and the pressure drop by 45%, as observed in comparison to the
plane pipe. It was clear that a parametric study based on varying ‘e’ and ‘p’ lengths of a

corrugated pipe must be numerically simulated to optimally select the best configuration
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for this application. Hence, an additional nine geometries were developed to be
compared with the benchmark plane pipe, as displayed in Figure 4-11:

Case 7: e: 4.5mm, p: 10mm Case 8: e: 4.5mm, p: 20mm Case 9: e: 4.5mm, p: 30mm

Case 10: Plane

Case 11: e: 0.7mm, p: 5mm

Figure 4-11: Parametric study of the corrugated pipes with varying ‘e’ and ‘p’ values

Case 10 corresponded to the benchmark plane pipe, while case 11 (e0.7p5 mm)
represented the validated corrugated pipe in section 4.5.6. Apart from the systematic
variations in ‘e’ and ‘p’, the dimensions of the geometries in this parametric study were
exactly the same. Additionally, with the same mesh (section 4.5.3) and boundary
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settings (Table 4-4), the resulting grid sizes were also about 20 million elements, for all
cases. Results for both the GW and CW flows at different mass-flow rates for each
corrugated pipe were differentiated based on the overall, flow and thermal performance.
Although the typical mass-flow rate of GW and CW was 0.1kg/s based on section 2.5,
three discrete mass-flow rates (0.02, 0.06, 0.10 kg/s) were assessed to gain a complete

insight of flows with different ‘Re’ numbers.

I.  Overall performance

The overall performance of each corrugated pipe was assessed based on two different
criteria. Firstly, the ratio of the comparatively famous TPF1 was defined as [137]:

Nucorrugated/Nuplane
TPF1 = 4-10
(fcorrugated/fplane)l/3 ( )
The volumetric diameter ‘D,’ of a corrugated pipe was defined as [149]:
|4 xVolume enclosed inside the corrugated pipe (4-11)
v m X Length of the corrugated pipe

Both the volume and length could be estimated while constructing the geometry in the

numerical simulation. Based on the ‘Dy’, the ‘Nu’ number was calculated as:

>
S
<

Nu= — (4-12)

The average HTC ‘h’ was computed in the numerical simulation while the thermal

conductivity ‘k’ of water was 0.628 W/(m.K).

The friction factor (f) was defined as:
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AP

f P —
)

(4-13)

The pressure drop of the fluid between the inlet and outlet was computed in the
numerical simulation. The density of the CW was 997kg/m? and 1,005kg/m? of the GW.
The average velocity of the flow through the pipe was calculated based on the

continuity equation:

4m

V= (4-14)
1. D

The ratios were computed based on the values of the corrugated specimen to that of a
plane pipe. Comparing TPF1 for the different mass-flow rates, case 3 (e1.5p30 mm)
stood out to be the best followed by case 6 (€3.0p30 mm) and case 9 (e4.5p30 mm), as
in the results presented in Figure 4-12:
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Figure 4-12: TPF1 for both melting (GW flow) and freezing (CW flow)

The results were the same for both melting and freezing, since TPF1 is a measure of the
surface enhancement with the same flow profiles for both the CW and GW flow.
Additionally, the temperature differentials of 30K were the same between both the

fluids and the initial pipe temperature as outlined in Table 4-4.
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From the pattern of the bars in Figure 4-12, corrugated pipes with lower ‘p’ values were
not preferable. Another observable pattern was that the corrugated pipes performed
much better at lower mass-flow rates. An important outcome was that all the TPF1
ratios were less than one in comparison to plane pipes. This was due to the
simplification of using the average ‘Nu’ number, ‘f” and ‘v’ derived from the expression
of ‘Dy’. The ratios of the computed ‘Dy’ of equation (4-11) and ‘v’ of equation (4-14)
with plane pipes are shown in Figure 4-13:
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Figure 4-13: Variations in the ratios of ‘Dy”and ‘v’, compared to a plane pipe (Case 10)

From Figure 4-13, the ‘D\’ of a corrugated pipe increases simultaneously as ‘e’
increases. However it was not greatly affected by increments in the ‘p’. However ‘v’
was inversely proportional to ‘e’, as the mass-flow rate was the same with a larger flow
cross-sectional area. The ‘v’ ratios of both pipes were independent of the mass-flow
rates as they were a surface and not a flow property. An increment in ‘D,’, affects ‘v’ by
an inverse square law which eventually inversely effects ‘f* to the power of five.
However, the ‘Nu’ number was only affected proportionally, as observed from
equations (4-11) to (4-14). For this reason, the ratios of TPF1 were altered to be below

one.

It can be argued that TPF1 does not accurately depict the thermal performance of the
corrugated pipes. Using ‘Dy’, the varying ‘v’ and HTC of the flow were taken as an
average over the entire fluid domain, without fully incorporating the conditions adjacent
to the pipe walls. In corrugated pipes, the use of this diameter does not accurately
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estimate the effects of turbulence and the helical flow regime [158]. TPF1 is a measure
of the surface and not the performance enhancement [158]. For this application, the
prime variables of concern were the heat transfer and the pumping power. For this
reason, another performance criteria TPF2 was defined, independent of the fluid and

pipe characteristics as [158]:

Heat trasnfer at the interface _ (Qcormgated / Qplane)
Pumping power B VAP, orrugatea (4-15)
VAPplane

TPF2 =

Considering TPF2, the results for both the melting and freezing of the PCM are
presented in Figure 4-14:
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Figure 4-14: TPF2 for a) melting (GW flow) b) freezing (CW flow)

Similar to TPF1, this application preferred higher values of ‘p’ for the corrugated pipes.
However on the contrary, greater mass-flow rates were favoured by higher ‘e’ values at
these higher ‘p’ values. Performance was better at these conditions, as more fluid mass
passed through the pipe with a better helical path and less turbulence. For freezing, the
difference in performance with varying mass-flow rates was linear instead of parabolic,
as in the melting process. In this performance criteria, the best results were obtained
with case 9 (e4.5p30 mm) followed by case 3 (e1.5p30 mm) and case 6 (e3.0p30 mm).
In the melting process, enhancement ratios greater than two were observed for all mass-
flow rates of case 9 (e4.5p30 mm). The most prominent difference between the melting
and freezing plots were the values on the y-axis. The highest ratio was hardly greater

than two for freezing, compared to three for melting.
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As mentioned in section 4.3, corrugated pipes doubly boost performance on both sides
of the pipe. For this reason, the increase in the phase changed mass of the PCM was
another criterion of importance. The total phase changed mass of the PCM, external to
the pipe for all cases of Figure 4-11 for both melting and freezing, are presented in
Figure 4-15:
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Figure 4-15: Amount of a) melted PCM b) frozen PCM, for all cases

In this outcome, lower ‘p’ values with higher ‘e’ values performed the best, especially at
higher mass-flow rates, due to increased turbulent effects. In all cases, the phase
changed mass of the PCM was greater than the benchmark case 10, proving that
corrugated pipes have doubly enhancing effects. The trends and patterns of this
enhancement criteria were similar for both melting and freezing. However, about 65%

less PCM froze in the 900s time duration for all cases compared to melting.

1. Flow performance

The initial temperature differential between the fluid flows and the pipe/PCM was 30K
for both melting (325K & 295K) (51.85°C & 21.85°C) and freezing (285K & 315K)
(11.85°C & 41.85°C), as outlined in Table 4-4. For this reason, the TPF1 ratios in the
last section, along with the resulting fluid flow profiles, were exactly the same, for both

melting and freezing.

As outlined in section 4.3, the pressure drop increased due to three primary reasons, as

in the ratios in comparison with plane pipes in Figure 4-16:
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Figure 4-16: Pressure drop ratios for both melting (GW flow) and freezing (CW flow), compared to a plane pipe
(Case 10)

Surprisingly, the pressure drop decreased at higher ‘p’ values in comparison to flow in a
plane pipe. At lower mass-flow rates, the pressure drop was lower which was one of the
reasons for a better TPF1 in these conditions. The best combinations of case 9 (e4.5p30
mm) and case 3 (e1.5p30 mm) had pressure drop ratios below one at all mass-flow
rates. This was because a high-pitched corrugated pipe provides a smooth helical path to
guide the fluid flow. Due to this movement of the fluid along the corrugations, the
resulting shear forces and turbulence decreases, eventually minimising the pressure
drops even compared to a plane pipe. However, this helical path was not provided at
lower ‘p’ values, resulting in a more turbulent and less smooth flow. Evidently,
turbulence was a major contributor to increments in the pressure drop. Additionally, at
lower mass-flow rates, the possibility was higher of all the fluid flow pursuing a helical
path with lesser drag. As discussed in the last section, the ‘f” used for the TPF1

calculation was influenced manifold by ‘Dy’, as presented in Figure 4-17:
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(Case 10)

From Figure 4-16, the maximum pressure drop ratio was about 5, while from Figure
4-17, the maximum ‘f” ratio reached about 45. Consequently, as discussed in the last
section, the TPF1 ratios were below one, but were nevertheless still useful for a

comparative analysis.

To illustrate the fact that the higher ‘p’ values of the corrugated pipes provided a
smoother helical flow path in comparison to the plane pipes, the fluid vorticity and
helicity were compared. Vorticity measures the number of vortexes or swirls, while the
helicity measures the helical path from the central axis of the fluid flow. The ratios of

the volume averaged vorticity of the entire fluid domain are in Figure 4-18:
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Figure 4-18: Volume averaged vorticity ratios for both melting (GW flow) and freezing (CW flow), compared to a
plane pipe (Case 10)

It can be observed that the vorticity fell below one for all the pipes at a higher ‘p’ value,
while it usually increased at a higher mass-flow rate. This supports the claim that high
‘p’ corrugations enable lesser turbulence, especially along the outer circumference of
the pipe. Turbulence was even lower as the fluid mass decreased, eventually effecting
the pressure ratios of Figure 4-16. For the best case 9 (e4.5p30 mm) at a mass-flow rate
of 0.02kg/s, the vorticity was compared to a plane pipe and displayed at a cross-

sectional plane midway between the inlet and outlet as in Figure 4-19:
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Vorticity magnitude (/s)
3.0580e-06 127.20 254.41 381.61 508.81 636.02

a)

Vorticity magnitude (/s)
1.9325e-06 B fl_4.004 88.008 132.01

176.02 220.02

b)

Figure 4-19: Vorticity contours for a) (e4.5p30 mm) Case 9 b) (plane pipe) Case 10, at a mass-flow rate of 0.02 kg/s

It was clear that the plane pipe (case 10) had more turbulence, especially closer to the

pipe walls. Similarly, the helicity for corrugated pipes was substantially incremented in

comparison to plane pipes, as in Figure 4-20:
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Figure 4-20: Volume averaged helicity ratios for both melting (GW flow) and freezing (CW flow), compared to a
plane pipe (Case 10)

The fluid flow in a plane pipe has negligible helicity, since there is no helical movement
around the central axis of the flow, therefore an increment as high as a 100 times was
recorded in some cases. The helicities were relatively higher at lower ‘p’ values of the
corrugated pipe and at higher mass-flow rates. This was due to the method of
calculation by the numerical simulation, since more fluid mass per unit length, revolves
around the central flow axis for the aforementioned conditions. For this reason, the
volume averaged helicity was incremented by only two times for the best case 9
(e4.5p30 mm), at a mass-flow rate of 0.02kg/s. Nevertheless, the helical pathway was
clearly visible compared to the plane pipe, as shown in the streamlines of fluid flow in
Figure 4-21:

Case 9, Case 10,
Mass-flow rate=0.02 kg/s Mass-flow rate=0.02 kg/s
a) b)
Figure 4-21: Streamlines of the fluid pathway of a) (e4.5p30 mm) Case 9 b) (plane pipe) Case 10, at a mass-flow rate
of 0.02 kg/s
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These fluid flow streamlines were relatively more helical and smoother at higher mass-
flow rates, but could not be completely generated due to computational limitations.
However, Figure 4-22 displays the high resolution streamlines of the initial 0.5m of
fluid flow for all combinations of the corrugated pipes at a mass-flow rate of 0.1kg/s:
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Figure 4-22: High definition streamlines of the fluid pathway for the first 0.5m of all cases

N

Case 8: e: 4.5mm, p: 20mm Case 9: e: 4.5mm, p: 30mm

It was clear that for a same ‘e’ value, the fluid flow developed helically with an
increasing ‘p’ value. Similarly, for a same ‘p’ value, a higher ‘e’ value induced more
turbulence in the smooth fluid flow. The effects on fluid flow due to corrugations were

least visible at an ‘e’ value of 1.5mm, compared to a value of 4.5mm.
Amongst all the configurations for the best case 9 (e4.5p30 mm), the pressure drop was

120Pa, the ‘f> was 0.44, the volume averaged vorticity was 35 rotations/s, while the
volume averaged helicity was 1.73m/s? at a mass-flow rate of 0.02kg/s.

IIl.  Thermal performance

The fluid flow characteristics directly influence the heat transfer across the pipe walls

and eventually the phase change of the PCM.

136



The ratios of the ‘Nu’ number of the corrugated compared to plane pipes, for both

melting and freezing, are in Figure 4-23:
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Figure 4-23: Nusselt ‘Nu’ number ratios for both melting (GW flow) and freezing (CW flow), compared to a plane

pipe (Case 10)

The ‘Nu’ number ratios were similar for both the melting and freezing processes, due to

the fluid flows having the same characteristics, as explained in the last two sections. It

was clear that the ratio was independent of the mass-flow rate, as it is a surface and not

a flow property. Generally a high ‘e’ value and a low ‘p’ value were preferred in this

criteria. The HTC was directly influenced by the ‘Nu’ number, which incorporates both

the effects of the helical fluid flow path with the increased surface area of contact to the

pipe and the turbulence. Consequently, the HTC, dictates the heat transfer through the

pipe walls as in Figure 4-24:
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Figure 4-24: Heat transfer ratios at the pipe-fluid interface for a) melting (GW flow) b) freezing (CW flow),

compared to a plane pipe (Case 10)
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A prominent difference between the melting and freezing processes of Figure 4-24 were
the values on the y-axis. On an average, the heat transfer during the freezing process
was about 30% less compared to melting. It was observable that the heat transfer
relatively increases for lower ‘p’ values. This was because there was more turbulence in
these conditions, which also undesirably increments the pressure drops. For this reason,
the best TPF-based results were at higher ‘p’ values. Additionally, there was less
turbulence at a lower mass-flow rate, resulting in a slightly reduced heat transfer but at a
relatively lesser pressure drop penalty compared to higher mass-flow rates, also
resulting in better TPF ratings. In terms of heat transfer, case 4 (e3.0p10 mm) and case 7
(e4.5p10 mm) had the best outcomes. However as per the TPF criteria’s, case 9
(e4.5p30 mm) was considered to have the best performance. For case 9 (e4.5p30 mm),
the helical path of the fluid flow provided a considerable heat transfer at an acceptable
pressure loss. At the same time, more fluid was always in contact with the external
circumference of the pipe also increasing heat transfer without a high pressure drop,
desirable towards the TPF ratings. The ratios of increment in this surface area of contact
compared to plane pipes along with the other geometrical features are presented in
Figure 4-25:
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Figure 4-25: Geometrical parameter ratios compared to a plane pipe (Case 10)
Corrugated pipes increase the surface area of contact between the fluid and the pipe by

approximately 1-2.3 times, while barely increasing the used mass of the material. This

gives a reasonable cost-to-benefit ratio, justifying the usage of corrugated pipes in this
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GW heat harnessing application. In general, a fluid flow with a bit of vorticity, a higher
amount of helicity along with a greater surface area of contact are the key ingredients
for enhanced heat transfer with a minimum pressure drop penalty. The mean outlet

temperatures of the fluids for the different combinations are in Figure 4-26:
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Figure 4-26: A?ga averaged outlet temperatures for a) GW in melting b) c53 in freezing
Compared to the plane pipe, a lower outlet temperature for the GW flow was desirable
for melting, as observed in all cases of the corrugated pipes, while the opposite was true
in the CW flow for freezing. Amongst the three mass-flow rates, the CW gained the
most heat rate for PCM freezing at a lower mass-flow, while the GW lost the most heat
for PCM melting. This was because most of the fluid was in contact with the pipe walls
at lower mass-flow rates. Consequently, a higher amount of heat was transferred,
resulting in larger temperature differentials between the inlet and outlet of the fluid
flow. For the best case 9 (e4.5p30 mm), the variation of the mean outlet temperature of

the fluids for the 900s time duration compared to a plane pipe are in Figure 4-27:
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Figure 4-27: Fluid outlet temperature for (e4.5p30 mm) Case 9 and (plane pipe) Case 10, for a) melting (GW flow)
b) freezing (CW flow)

The bell-shaped temperature curves of the fluid flows are typical of PCM-based

applications. It is primarily due to the variation in values of thermal diffusivity between
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the copper pipe and the PCM. In the initial time duration, the temperature differential
between the fluid flow and the copper pipe was the highest, resulting in significant heat
transfer from the fluid. However, with the passage of time, the temperature of the
copper pipe changes rapidly compared to the PCM. The copper transmits heat quickly
due to its higher thermal diffusivity which the PCM was unable to propagate due to its
lower value. Hence, the copper pipe reaches thermal equilibrium with the fluid flow
resulting in the fluid transmitting much less heat with the passage of time. Had the PCM
a higher thermal diffusivity, the copper pipe would effectively transmit the heat forward
without accumulating it. To illustrate this difference in thermal diffusivity, the
temperature contours of the best case 9 (e4.5p30 mm) are compared with the plane pipe

(case 10) for both the melting and freezing processes in Figure 4-28:
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Figure 4-28: Temperature contours for a) melting of (e4.5p30 mm) Case 9 b) melting of (plane pipe) Case 10 c)
freezing of Case 9 d) freezing of Case 10, at a mass-flow rate of 0.02 kg/s

After the 900s time duration, it was clear that the temperature of the pipes was almost
similar to that of the fluid domain, while the PCM had a much lower temperature. In
comparison to melting, corrugated pipes transfer heat much further into the PCM
domain compared to plane pipes, resulting in higher melting rates. At the same time, the
temperature change of the fluid domain along the three lengths of the pipe was greater

for case 9 (e4.5p30 mm) compared to the plane pipe.
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Compared to melting the PCM, the propagation of the temperature from the fluid flow
was higher for PCM freezing. However, the actual phase changed PCM around the
pipes was much less, as freezing is a much slower process with only conduction as the
primary mode of heat transfer. To illustrate this fact, the phase change contours for
melting and freezing the PCM for case 9 (e4.5p30 mm) compared to plane pipes (case
10) are in Figure 4-29:

Figure 4-29: Solid volume fractions of a PCM for a) melting of (e4.5p30 mm) Case 9 b) melting of (plane pipe) Case
10 c) freezing of Case 9 d) freezing of Case 10, at a mass-flow rate of 0.02 kg/s

It was clear from the comparison of both melting and freezing, that corrugated pipes
have a doubly enhancing effect as there was more phase change compared to plane
pipes. For the plane pipe, about 6mm of PCM around the pipe melted with about 10mm
for the corrugated pipe. Similarly, for the plane pipe, about 2.4mm of PCM around the
pipe froze with about 4mm for the corrugated pipe. Phase change in freezing was about

60-70% less compared to melting in the 900s time duration.

Amongst all the configurations for the best case 9 (e4.5p30 mm), the heat transfer
across the pipe wall with the GW flow was about 460kJ, causing 2.1kg of PCM to melt.
Similarly, heat transfer with the CW flow was 270kJ causing 0.56kg of PCM to freeze,
both at a mass-flow rate of 0.02kg/s.
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4.6. Outcome

Based on the outcome of the results, the corrugated pipe of case 9 (e4.5p30 mm) was

considered the best at a mass-flow rate of 0.1kg/s, as required in this application. A

summary of the results of this configuration are in Table 4-6:

Table 4-6: Performance results of the optimal corrugated pipe at a mass-flow rate of 0.1kg/s

Case 9 (e4.5p30 mm)

TPF1 0.79
TPF2 for melting 3.15
TPF2 for freezing 2.36
Increment in PCM mass melted compared to plane 240
pipes

Increment in PCM mass frozen compared to plane 215
pipes

A layout of the optimum corrugated pipe is Figure 4-30:

Figure 4-30: Layout of the optimum corrugated pipe with ‘e’ of 4.5mm and 'p' of 30mm
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Chapter 5 - External heat transfer enhancement

After the selection of RT-25 as the PCM and a corrugated pipe (e4.5p30 mm) as a mode
of internal heat transfer enhancement, the next phase was to select an external heat
transfer enhancement technique for the PCM, with regard to this application [159]. An
obvious result from chapter 4, pointing towards the enhancement of the heat transfer of
the PCM, were the low phase change masses (10-30% of the total mass) for both
melting and freezing. The next phases in the design were detailed experimental and

numerical analysis followed by a sensitivity analysis.

5.1. Overview

PCMs have a long history of passively reducing the energy demand in buildings [160].
Although the concept has gained considerable momentum over the last decades, the
principal obstacle is the slow rate of heat transfer [161,162]. A high rate within the
PCM was important in this application due to the large flow impulse of GW. The GW
has a relatively high mass-flow rate over a short duration of time. There are three main
techniques of enhancement in the heat transfer rate of a PCM, amongst which the usage
of macro-structured fins is the most common, especially in applications of passive heat
transfer from fluids [163,164].

Al-Abidi et al. [165], experimentally investigated the usage of longitudinal fins in a
concentric pipe HE filled with PCM in the centre, for a liquid desiccant air-conditioning
unit. Based on a comparison with a similar configuration without the four longitudinal
fins, the melting time was reduced by 