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Abstract
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1 Introduction

The description of quantum-mechanical many-body problems far from equilibrium presents conceptual difficulties which go beyond those present in classical systems [10, 22, 15, 31, 71, 63]. In particular, while for classical systems either a master equation or a Langevin equation can readily be written down, this is far from obvious for quantum systems. To obtain at least formally a set of equations of motion, whose properties could then be studied, requires careful analysis of the quantum system. While this problem is quite well understood for isolated systems, for open quantum systems even the correct formulation of the problem appears to be not completely settled.

In classical non-equilibrium statistical mechanics, writing down a Langevin equation is a standard, well-established approach for the description of the dissipative relaxation of any classical system towards its stationary (or equilibrium) state. However, its most straightforward extension to quantum systems does not work satisfactorily. We recall this difficulty using the example of a single harmonic oscillator, see e.g. [11, 10]. If \( s = s(t) \) denotes the magnetic ‘spin’ variable and \( p = p(t) \) the canonically conjugated momentum, the ‘natural Langevin equation’ would read

\[
\frac{\partial_t s}{m} = \frac{1}{m} p, \quad \frac{\partial_t p}{m} = -m\omega^2 s - \lambda p + \eta \tag{1.1}
\]

where \( m \) is the mass and \( \omega \) the natural angular frequency of the oscillator. The coupling of the oscillator to an external heat bath is described by additional forces. These are (i) a dissipative force (assumed ohmic for simplicity) parametrised by the dissipation rate \( \lambda \) and (ii) a random force, which is modelled by a centred gaussian noise \( \eta \). Consider the equal-time commutator

\[
c(t) = \{s(t), p(t)\}, \text{ where initially } c(0) = i\hbar. \text{ If } \langle [s(t), \eta(t)] \rangle = 0, \text{ eq. (1.1) implies the decay } c(t) = i\hbar e^{-t/\lambda} \tag{1.1}.
\]

Such a behaviour is inconsistent with the one of a genuine quantum system, even at temperature \( T = 0 \). On the other hand, eq. (1.1) does furnish an adequate treatment for classical dynamics. The problem of finding consistent quantum Langevin equations (QLEs) has been intensively discussed, see [31, 71] for detailed reviews and refs. therein.

Bedeaux and Mazur [4, 5] suggested a different quantum Langevin equation. For the case of a single quantum harmonic oscillator (QHO), their proposal reads (\( m, \omega, \lambda \) are positive constants)

\[
\frac{\partial_t s}{m} = \frac{1}{m} p + \eta_s, \quad \frac{\partial_t p}{m} = -m\omega^2 s - \lambda p + \eta_p \tag{1.2}
\]

where the two distinct noises \( \eta_p, \eta_s \) are assumed to be centred Gaussians, with the second moments

\[
\langle \eta_p(t)\eta_p(t') \rangle = \lambda m\hbar \omega \coth(\hbar\omega/2k_B T) \delta(t - t') \tag{1.3a}
\]

\[
\langle \eta_s(t)\eta_p(t') \rangle = -\langle \eta_p(t)\eta_s(t') \rangle = \frac{1}{2} i\hbar \lambda \delta(t - t') \tag{1.3b}
\]

\[
\langle \eta_s(t)\eta_s(t') \rangle = 0 \tag{1.3c}
\]

and wherein the order of the operator noises \( \eta_s, \eta_p \) is essential. Also, \( T \) is the temperature of the bath and \( \delta \) denotes the Dirac distribution. Clearly, eqs. (1.2,1.3) describe a system with the Markov property. This approach was based on an analysis of the master equation of the

\[\text{1The oscillator coordinate } x = x(t) \text{ is labelled as a ‘spin’ } s = s(t) \text{ in view of the planned applications to non-equilibrium quantum magnets.}\]
density matrix $\rho$, viz. $\hbar \partial_t \rho = -i[H, \rho] + \hbar L \delta S/\delta \rho$, where $S$ is the thermodynamic entropy. The properties of the super-operator $L$ are constrained by (i) the hermiticity of the thermodynamic force $\delta S/\delta \rho$, (ii) the conservation of probability, i.e. $\text{tr}(\rho) = 1$ for all times $t \geq 0$ and (iii) the Onsager relations. From this, they deduced the following equation of motion for time-dependent averages of an operator $A$ \[1, 5\]

$$
\frac{d}{dt} \langle A(t) \rangle - \langle A \rangle_{eq} = \text{tr} \left( \frac{d A}{d t} \delta \rho \right) = \text{tr} \left( \left( \frac{i}{\hbar} [H, A] + \lambda A - i \frac{A}{\hbar} [Ap, x] \right) \delta \rho \right), \tag{1.4}
$$

where $\delta \rho = \rho - \rho_{eq}$ and $\rho_{eq}$ denotes the equilibrium density matrix. They also worked out all two-time Green’s functions of spin and momentum in the stationary state from (1.4) and verified that a direct solution of (1.2) reproduces the noise correlators (1.3).

For illustration, we briefly mention two possible applications of the equations (1.2). (a) First, consider a LRC circuit, see fig. 1. According to Kirchhoff’s law, the total voltage is $U(t) = U_R + U_L + U_C$ and one may set $U_R = RI$ and $U_L = LI$, where $I = I(t)$ is the current. The coupling to an external bath is described by noise terms. The combined noises of the resistor $R$ and the coil $L$ are taken into account by setting $U(t) = L \eta$. For the capacitor $C$, the temporally rough changes in the voltage, sometimes referred to as ‘$kT$C-noise’ \[11\], are described by $\dot{U}_C = \frac{1}{C} I + \eta_I$. Herein, one will consider $\frac{1}{C} I(t)$ as the contribution to $\dot{U}_C$ which depends smoothly on the time $t$, whereas the noise $\eta_I(t)$ describes the rough contribution. Such a ‘reset noise’ arises from the thermodynamic fluctuations of the amount of charge on the capacitor \[3, 15, 50, 30, 65\]. It is the dominant noise on sufficiently small capacitors and can be the limiting noise, e.g. in image sensors \[45, 59\]. Combining the above equations leads to the system

$$
\partial_t U_C = \frac{1}{C} I + \eta_I , \quad \partial_t I = -\frac{R}{L} I - \frac{1}{L} U_C + \eta_U, \tag{1.5}
$$

which is identical to (1.2), upon the correspondences $s \leftrightarrow U_C$, $p \leftrightarrow I$ and $\eta_s \leftrightarrow \eta_I$, $\eta_p \leftrightarrow \eta_U$. While most of the literature discusses classical fluctuations, quantum fluctuations, as we shall discuss in this work, will become important for analysing noisy nano-electronic circuits.

---

\[2\] For typical values of $L$ and $C$, the wavelength corresponding to the natural frequency $\sim \sqrt{LC}$ is much larger than typical sizes of nano-circuits; which are then in the so-called lumped element limit and can be described by a single degree of freedom \[65\].

\[3\] Indeed, $C \eta_I = j$ is the current which arises from the random motions of the electric charges in the capacitor \[3\] p. 295. For quantum examples, see \[30\].
Their discussion may require to trace precisely the several potential sources of noise present.

(b) Second, the oscillator (1.2) also arises in model descriptions of the working of the inner ear of vertebrates [48, 18]. It is a known biological fact that the vertebrate ear not only admits but also emits sound, the so-called spontaneous otoacoustic emissions. Such an active process in the inner ear is well-described by models near to an oscillatory instability which occurs on the onset of a Hopf bifurcation [48]. Specialised mechanoreceptors, i.e. bundles of hair cells, provide the work required of such active processes. Indeed, eq. (1.2) is a special case of the most simple of such models, where \( s \) describes the hair-bundle position and \( p \) the force exerted by the active process. The two noises \( \eta_s, \eta_p \), respectively, describe the effects of fluctuations on the bundle position and the active process, respectively [48, 18].

How can one decide whether a given system of equations of motion, or a master equation, can describe a genuine quantum system? Using the proposal (1.2, 1.3) of Bedeaux and Mazur as a phenomenological device, we formulate the following minimal criteria for a reasonable description of quantum dynamics:

(A) the (averaged) canonical equal-time commutators \( [s_n(t), p_m(t)] = i\hbar \delta_{n,m} \) should be kept for all times \( t > 0 \), if initially obeyed.

(B) the Kubo formulæ of linear response theory should be reproduced (we shall recall the precise definition in section 2).

As we shall see, these requirements will be sufficient to fix the commutators between the two noises \( \eta_s, \eta_p \). In addition, one must require that

(C) the virial theorem should be reproduced (it is valid in both classical and quantum mechanics and is used to analyse strongly interacting many-body systems at ‘thermal’ equilibrium. Important examples arise in astrophysics and cosmology for self-gravitating systems, where commonly ‘virialisation’ and ‘equilibration’ are treated as synonyms [17, 38, 60, 49]).

(D) the quantum fluctuation-dissipation theorem (QFDT) will be an essential characteristic of quantum equilibrium states. It has been recognised since a long time that the QFDT is the key requirement for a stationary state being a quantum equilibrium state, in order to be consistent with the second fundamental theorem of quantum thermodynamics [37, 28]. Indeed, it has been understood recently that the QFDT is a consequence of the invariance of the Keldysh path integral under a combined time-reversal and Kubo-Martin-Schwinger transformation [62, 2]. Moving away from the quantum equilibrium state will break this symmetry and the QFDT will cease to be valid. Therefore, the confirmation of the QFDT will serve to distinguish quantum equilibrium states from any other type of stationary state.

These two conditions will fix the anti-commutators of the two noises \( \eta_s, \eta_p \). Of course, a discussion must include the question whether all these requirements can be satisfied simultaneously.

Here, we wish to explore which kinds of dynamics are compatible with these criteria. In any case, a microscopic derivation of a ‘quantum Langevin equation’ which describes thermalisation
should obey a series of physically reasonable consistency requirements, which we take to be
the four criteria \((A,B,C,D)\). We shall proceed in several steps. In section 2, we shall re-
consider the case of a single harmonic oscillator, described by (1.2) following the suggestion
of \([4, 5]\) of including two noises \(\eta_s, \eta_p\), but we shall also include the effect of initial conditions.
Proceeding from the exact solution of (1.2), we shall show that the phenomenological criteria
\((A,B,C)\) formulated above provide increasing constraints on the two noises \(\eta_s, \eta_p\) such that the
combination of all three criteria finally reproduces the proposal (1.3) of Bedeaux and Mazur.
On the other hand, the requirement \((D)\) of the \(\chiT\) only holds true in the \(\hbar \to 0\) limit. In
section 3, a proposal for a quantum Langevin equation of the damped harmonic oscillator, with
two noises \(\eta_s, \eta_p\), will be presented such that all four criteria \((A,B,C,D)\) will be obeyed. In
addition, the noise correlators are independent of the model parameters \(m, \omega\) and only contain
the damping constant \(\lambda\). Also, the noise correlators are non-markovian. A possible explicit
form is
\[
\langle \eta_s(t)\eta_s(t') \rangle = \langle \eta_p(t)\eta_p(t') \rangle = 0 \quad (1.6a)
\]
\[
\langle \eta_s(t)\eta_p(t') \rangle = -\langle \eta_p(t)\eta_s(t') \rangle = \frac{1}{2} i\hbar \lambda \delta(t - t') + \frac{1}{2} \lambda k_B T \coth \left( \frac{\pi k_B T}{\hbar} (t - t') \right) \quad (1.6b)
\]
where the order of the operators is essential. We shall see that the non-markovianity is a direct
consequence of the QFDT. Eqs. (1.2,1.6) state our proposal for the quantum Langevin equation of
the damped quantum harmonic oscillator, in the special case of ohmic damping. Since the
noise correlators do not depend on the parameters \(m, \omega\) of the model we used as a scaffold
to derive them, they should be generic and applicable in wider contexts. We shall also show
that the QLEs (1.2,1.6) are equivalent to the second-order Ford-Kac-Mazur (FKM) quantum
Langevin equation \([25, 26, 27, 31, 71]\) of a particle in an external potential.

We must add that eqs. (1.6a) are not the only solution to the criteria \((A,B,C,D)\). Rather,
we shall see that the most general solution can be expressed by two anti-symmetric functions
\(\psi(t), \chi(t)\) and two symmetric functions \(\alpha(t), \beta(t)\) which also depend on the parameters \(m, \omega\).

In section 4, we shall illustrate a few simple consequences of the noise correlators (1.6). The
Langevin equations of the quantum harmonic oscillator can be re-interpreted as the QLE of the
modes of the quantum spherical model in \(d\) spatial dimensions. The non-trivial physics (i.e.
distinct from mean-field theory) of this model follows from the coupling of these modes by the
so-called spherical constraint, which is included into the QLE via a time-dependent Lagrange
multiplier. The equilibrium critical behaviour of the quantum spherical model is well-known
\([51, 10, 50, 60, 52, 58, 7, 8, 67]\); while for finite temperatures \(T > 0\), the critical behaviour is the
same as for the classical spherical model \([6, 41]\), at temperature \(T = 0\) there is a quantum critical
point in the same universality class as the \((d + 1)\)-dimensional classical spherical model \([42]\).
The time-dependent non-equilibrium classical system has also been very thoroughly analysed,
see e.g. \([57, 13, 33, 29, 54, 15, 39, 21, 20]\). The non-equilibrium behaviour of isolated quantum
or classical spherical models was studied recently \([61, 47, 16]\). The long-time dynamics of a
disordered quantum spherical model was analysed in the mean-field limit \([56]\). The quantum
dynamical behaviour of the open quantum spherical model quenched to temperature \(T = 0\) as
described by a Lindblad equation was recently studied \([68, 69, 70, 64]\) and it was shown that
for quantum quenches deep into the ordered state, the long-time behaviour of several averages
becomes independent of the coupling to the bath. We shall outline how the explicit solution
of the quantum spherical dynamics can be considerably simplified in the long-time limit via a
scaling argument. This can be done for both the Bedeaux-Mazur noise correlators (1.3) as well.
as for the quantum noise correlators (1.3). The qualitative difference of quantum and classical correlators will also be illustrated for the QHO. We have therefore explicitly formulated the QLE of the quantum spherical model. However, finding the late-time solutions explicitly is still technically demanding and will be left to future work. We conclude in section 5. Several appendices give further background and calculational details.

2 Semi-classical dissipative harmonic oscillator

The quantum Langevin equations (1.2) are characterised by the two noises \( \eta_s(t) \) and \( \eta_p(t) \). In addition, we shall have to characterise the fluctuations of the initial state. We shall apply the criteria formulated in section 1 to constrain their possible form. From now on, we set \( k_B = 1 \).

2.1 Formal solution

The first step of the solution of eq. (1.2) is to re-write the homogeneous part in matrix form

\[
\partial_t \begin{pmatrix} s(t) \\ p(t) \end{pmatrix} = \begin{pmatrix} 0 & 1/m \\ -m\omega^2 & -\lambda \end{pmatrix} \begin{pmatrix} s(t) \\ p(t) \end{pmatrix} = -\Lambda \begin{pmatrix} s(t) \\ p(t) \end{pmatrix}
\]

(2.1)

The eigenvalues of the matrix \( \Lambda \) are

\[
\Lambda_\pm = \frac{\lambda}{2} \pm \sqrt{\frac{\lambda^2}{4} - \omega^2}
\]

(2.2)

and they obey the following properties: if \( 0 < |\omega| < \lambda/2 \), then \( \Lambda_+ > \Lambda_- > 0 \). If \( |\omega| > \lambda/2 > 0 \), then \( \Lambda_+ = \Lambda_- \) and \( \text{Re} \Lambda_\pm = \lambda/2 > 0 \).

The homogeneous solution implies the following ansatz

\[
s(t) = s_+(t)e^{-\Lambda_+ t} + s_-(t)e^{-\Lambda_- t}, \quad p(t) = p_+(t)e^{-\Lambda_+ t} + p_-(t)e^{-\Lambda_- t}
\]

(2.3)

in order to solve eq. (1.2) with the method of variation of constants. Two of the four amplitudes \((s_\pm, p_\pm)\) in the ansatz can be still chosen freely. Our choice is

\[
p_\pm(t) = -m\Lambda_\pm s_\pm(t)
\]

(2.4)

Now, we reinsert the ansatz (2.3) into the eqs. (1.2), and use the conditions (2.2,2.4). This leads to the simplified system (the dots denote the derivative with respect to time)

\[
\dot{s}_+(t)e^{-\Lambda_+ t} + \dot{s}_-(t)e^{-\Lambda_- t} = \eta_s(t), \quad -\Lambda_+ \dot{s}_+(t)e^{-\Lambda_+ t} - \Lambda_- \dot{s}_-(t)e^{-\Lambda_- t} = \frac{1}{m}\eta_p(t)
\]

(2.5)

which can be separated as follows (throughout, we assume \( |\omega| \neq \lambda/2 \))

\[
\dot{s}_+(t) = -\frac{\exp(\Lambda_+ t)}{\Lambda_+ - \Lambda_-} \left( \frac{\eta_p}{m} + \Lambda_- \eta_s \right), \quad \dot{s}_-(t) = \frac{\exp(\Lambda_- t)}{\Lambda_+ - \Lambda_-} \left( \frac{\eta_p}{m} + \Lambda_+ \eta_s \right)
\]

(2.6)
Their immediate integration then gives the formal exact solution of (1.2)

\[
s(t) = s_+(0)e^{-\Lambda_+ t} + s_-(0)e^{-\Lambda_- t}
\]

\[
- \frac{1}{\Lambda_+ - \Lambda_-} \int_0^t d\tau e^{-\Lambda_+(t-\tau)} \left( \frac{\eta_p(\tau)}{m} + \Lambda_- \eta_s(\tau) \right) + \frac{1}{\Lambda_+ - \Lambda_-} \int_0^t d\tau e^{-\Lambda_-(t-\tau)} \left( \frac{\eta_p(\tau)}{m} + \Lambda_+ \eta_s(\tau) \right)
\]

\[
p(t) = -m\Lambda_+ s_+(0)e^{-\Lambda_+ t} - m\Lambda_- s_-(0)e^{-\Lambda_- t}
\]

\[
+ \frac{m\Lambda_+}{\Lambda_+ - \Lambda_-} \int_0^t d\tau e^{-\Lambda_+(t-\tau)} \left( \frac{\eta_p(\tau)}{m} + \Lambda_- \eta_s(\tau) \right) - \frac{m\Lambda_-}{\Lambda_+ - \Lambda_-} \int_0^t d\tau e^{-\Lambda_-(t-\tau)} \left( \frac{\eta_p(\tau)}{m} + \Lambda_+ \eta_s(\tau) \right)
\]

Eqs. (2.7) will be the basis of all subsequent calculations.

2.2 Equal-time commutator

While the amplitudes \(s_{\pm}(0)\) characterise the fluctuations of the initial state, the fluctuations of the bath are described by \(\eta_s(t)\) and \(\eta_p(t)\). We assume that these two types of fluctuations are independent of each other and therefore that on average

\[
\langle [s_{\pm}(0), \eta_a(t)] \rangle = 0, \quad \langle [\eta_a(t), \eta_a(t')] \rangle = 0
\]

where \(a = s, p\) labels the two noises. The second relation asserts that noises of the same kind (either for the spin or for the momentum) should commute. It remains to fix the commutator \(\langle [s_+(0), s_-(0)] \rangle\) and we also consider the mixed commutator

\[
\langle [\eta_s(t), \eta_p(t')] \rangle = \kappa \delta(t - t')
\]

where the constant \(\kappa\) is to be found. Here, we shall use the \(\delta\)-distribution in order to simplify the calculations. The physical argument behind is that we observe the system’s dynamics on time-scales large with respect to any correlation times in the bath. If that assumption should not be justified, a different bath correlation kernel must be used (in that case \(\kappa \delta(t - t')\) would become a time-dependent function \(\kappa(t - t')\)). We shall not explore that possibility in this section, however.

Using the exact solution (2.7), the spin-momentum commutator is readily worked out

\[
\langle [s(t), p(t')] \rangle = \frac{\kappa}{(\Lambda_+ - \Lambda_-)(\Lambda_+ + \Lambda_-)} \left( \Lambda_+ e^{-\Lambda_+ |t-t'|} - \Lambda_- e^{-\Lambda_- |t-t'|} \right)
\]

\[
+ m \left( \Lambda_+ e^{-\Lambda_+ t - \Lambda_+ t'} - \Lambda_- e^{-\Lambda_- t - \Lambda_- t'} \right) \left( \left[ s_+(0), s_-(0) \right] - \frac{\kappa/m}{(\Lambda_+ - \Lambda_-)(\Lambda_+ + \Lambda_-)} \right)
\]

We identify two contributions: for large enough times, only the stationary part will contribute (the first line in (2.10)), but there is also a non-stationary part, given by the second line of (2.10). The stationarity of the spin-momentum commutator can be achieved by requiring the following initial condition

\[
\langle [s_+(0), s_-(0)] \rangle = \frac{\kappa/m}{(\Lambda_+ - \Lambda_-)(\Lambda_+ + \Lambda_-)}
\]
Figure 2: Time-dependence of the normalised commutator $f(\tau) = \langle [s(\tau), p(0)] \rangle / (i\hbar)$, over against the time difference $\tau$, for $\lambda = 1$ and two values of $\omega$.

The sought canonical commutator is obtained from the remaining stationary commutator $\langle [s(t), p(t')] \rangle$ when we also set $t = t'$. We read off

$$\langle [s(t), p(t)] \rangle = \frac{\kappa}{\lambda} \frac{1}{i\hbar}$$

so that we can identify

$$\kappa = i\lambda \hbar$$

$$\langle [\eta_s(t), \eta_p(t')] \rangle = i\lambda \hbar \delta(t - t')$$

The second of these reproduces eq. (1.3b) as proposed in [4].

On the other hand, for different times $t \neq t'$, the canonical spin-momentum commutator is not kept, but only depends on the time difference $\tau = t - t'$. The functional form of the two-time commutator is illustrated in figure 2. For increasing values of $\omega$ (but still small enough that $\Lambda_\pm$ are real), the peak at $\tau = 0$ becomes more sharp but there is no simple and model-independent argument to predict this form.

### 2.3 Linear responses

As a preparation for the discussion of the Kubo formula and the fluctuation-dissipation theorem (FDT), we compute responses of the average spin and momentum to an external magnetic perturbation. The Hamiltonian reads $H = \frac{p^2}{2m} + \frac{m\omega^2}{2}s^2 - hs$. The quantum equations of motion of the closed system are $\dot{p} = \frac{i}{\hbar} [H, p]$ and $\dot{s} = \frac{i}{\hbar} [H, s]$, where the equal-time canonical commutator $[s, p] = i\hbar$ is to be used. Adding to these the damping and noise terms of the open system, the full equations of motion become now

$$\dot{s} = \frac{1}{m} p + \eta_s$$

$$\dot{p} = -m\omega^2 s + h - \lambda p + \eta_p$$

(2.14)
The linear responses of the spin $s$ and of the momentum $p$ are defined as

$$ R^{(s)}(t, t') := \frac{\delta \langle s(t) \rangle}{\delta h(t')} \bigg|_{h=0}, \quad Q^{(p)}(t, t') := \frac{\delta \langle p(t) \rangle}{\delta h(t')} \bigg|_{h=0} $$

(2.15)

They obey the equations

$$ \partial_t R^{(s)}(t, t') = \frac{1}{m} Q^{(p)}(t, t'), \quad \partial_t Q^{(p)}(t, t') = -m\omega^2 R^{(s)}(t, t') - \lambda Q^{(p)}(t, t') + \delta(t - t') $$

(2.16)

Writing $\mathcal{R}(t - t', t') = R^{(s)}(t, t')$ and denoting $\tau = t - t'$ yields

$$ \partial^2_{\tau} \mathcal{R}(\tau, t') + \lambda \partial_{\tau} \mathcal{R}(\tau, t') + \omega^2 \mathcal{R}(\tau, t') = \delta(\tau)/m $$

(2.17)

Hence, the response $R^{(s)} = R^{(s)}(\tau) = \mathcal{R}(\tau, t')$ is stationary and does not explicitly depend on $t'$ alone. Introducing the Fourier transform $\hat{R}^{(s)}(\nu) = (2\pi)^{-1/2} \int_0^\infty d\tau \, e^{-i\nu \tau} R^{(s)}(\tau)$ leads to the stationary solution

$$ \hat{R}^{(s)}(\nu) = -\frac{1}{m\sqrt{2\pi}} \frac{1}{\nu^2 - i\lambda\nu - \omega^2} $$

(2.18)

$\hat{R}^{(s)}(\nu)$ has two simple poles in the upper complex $\nu$-plane. The spin response function $R^{(s)}$ reads

$$ R^{(s)}(t - t') = \Theta(t - t') \frac{1}{\Lambda_+ - \Lambda_-} \left( e^{-\Lambda_-(t-t')} - e^{-\Lambda_+(t-t')} \right) $$

(2.19)

where the Heaviside function $\Theta$ expresses the causality condition $t \geq t'$. The magnetic momentum response $Q^{(p)}(t, t')$ can be read off from (2.16).

Analogously, one can consider a perturbation by the momentum operator, where now $H = H = \frac{p^2}{2m} + \frac{m\omega^2}{2} s^2 + kp$. The equations of motion now read

$$ \dot{s} = \frac{1}{m} p + k + \eta_s, \quad \dot{p} = -m\omega^2 s - \lambda p + \eta_p $$

(2.20)

and the linear response functions are now defined as

$$ R^{(p)}(t, t') := \frac{\delta \langle p(t) \rangle}{\delta k(t')} \bigg|_{k=0}, \quad Q^{(s)}(t, t') := \frac{\delta \langle s(t) \rangle}{\delta k(t')} \bigg|_{k=0} $$

(2.21)

An analogous calculation as before leads to the (stationary) momentum response function

$$ R^{(p)}(t - t') = \frac{m\omega^2 \Theta(t - t')}{\Lambda_+ - \Lambda_-} \left( e^{-\Lambda_-(t-t')} - e^{-\Lambda_+(t-t')} \right) = m^2 \omega^2 R^{(s)}(t - t') $$

(2.22)

### 2.4 Commutators and the Kubo formulæ

In terms of the density matrix $\rho(0)$, time-dependent averages of an operator $A(t)$ are defined as $\langle A(t) \rangle = Z^{-1} \text{tr} (A(t) \rho(0))$ where $Z := \text{tr} (\rho(0))$. Following [15], two-time correlators are defined as follows

$$ C_+(t, t') := \frac{1}{2} \langle A(t) B(t') + B(t') A(t) \rangle = \frac{1}{2} \langle [A(t), B(t')] \rangle $$

(2.23a)

$$ C_-(t, t') := \frac{1}{2} \langle A(t) B(t') - B(t') A(t) \rangle = \frac{1}{2} \langle [A(t), B(t')] \rangle $$

(2.23b)
In what follows, we shall admit in these definitions that \( A(t) = B(t) \), unless stated explicitly otherwise. Our choices will be \( A = s \) or \( A = p \), respectively. Then the Kubo formulae \([15, 71]\)

\[
R^{(s,p)}(t - t') = \frac{2i}{\hbar} \Theta(t - t') C^{(s,p)}_-(t, t')
\]

(2.24)

relate the anti-symmetrised correlator \( C_-(t, t') \) to the linear response function of an operator \( A(t) \) with respect to its conjugate field. Note that the commutator \( C_-(t, t') \) is antisymmetric in \( t, t' \) and we shall also see explicitly its stationarity. The Kubo formulae are consequences of merely the linear response. However, their validity is not related to the condition that the system which is perturbed had to be at equilibrium, nor that the Hamiltonian should be conserved on average.

We proceed to check (2.24) for the spin and momentum responses in the model at hand. First, consider the anti-symmetrised spin-spin correlator, which is evaluated using (2.7a)

\[
C^{(s)}_-(t, t') = \frac{1}{2} \langle [s_+(0), s_-(0)] \rangle \left( e^{-\Lambda_+ t - \Lambda_- t'} - e^{-\Lambda_- t - \Lambda_+ t'} \right) + \frac{1}{2} \int_0^t d\tau \int_0^t d\tau' \left( e^{-\Lambda_+ (t - \tau + t' - \tau')} \left\langle \left[ \frac{\eta_p(\tau)}{m} + \Lambda_- \eta_s(\tau), \frac{\eta_p(\tau')}{m} + \Lambda_- \eta_s(\tau') \right] \right\rangle - e^{-\Lambda_+ (t - \tau)} e^{-\Lambda_- (t' - \tau')} \left\langle \left[ \frac{\eta_p(\tau)}{m} + \Lambda_- \eta_s(\tau), \frac{\eta_p(\tau')}{m} + \Lambda_- \eta_s(\tau') \right] \right\rangle \right)
\]

These commutators are evaluated by using (2.8, 2.13). The first and fourth commutator vanish and by using the initial condition (2.11), the other two simplify as follows

\[
C^{(s)}_-(t, t') = \frac{\hbar}{2i m \Lambda_+ - \Lambda_-} \text{sign}(t - t') \left( e^{-\Lambda_- |t-t'|} - e^{-\Lambda_+ |t-t'|} \right)
\]

(2.25)

We point out the stationarity of this anti-symmetrised correlator, which is a consequence of the assumptions made before on the noise and initial commutators. Technically, the stationarity comes about since after integration, the contributions from the lower integration limit cancel the terms coming from the initial condition.

Second, we consider the anti-symmetrised momentum-momentum correlator, which is computed using (2.7b). In the same manner as before, we find

\[
C^{(p)}_-(t, t') = \frac{1}{2} \langle [p(t), p(t')] \rangle = \frac{m \hbar}{2i \Lambda_+ - \Lambda_-} \text{sign}(t - t') \left( e^{-\Lambda_- |t-t'|} - e^{-\Lambda_+ |t-t'|} \right)
\]

(2.26)

In order to compare these forms with the response functions, recall from (2.2) that \( \Lambda_+ + \Lambda_- = \lambda \) and \( \Lambda_+ \Lambda_- = \omega^2 \). Then, letting \( \tau = t - t' > 0 \) and comparing eqs. (2.25, 2.19) and (2.26, 2.22),
respectively, we see that

$$R^{(s)}(t-t') = \frac{2i}{\hbar} \Theta(t-t') C^{(s)}_-(t-t') \ , \ R^{(p)}(t-t') = \frac{2i}{\hbar} \Theta(t-t') C^{(p)}_-(t-t')$$

which confirms the Kubo formulæ \[2.24\] for the spin and momentum responses. Although these response functions and commutators are stationary, this does not necessarily mean that the underlying stochastic process must be stationary itself, since much freedom still remains for the choice of the initial conditions.

Summarising, we have shown: if for the linearly damped harmonic oscillator with equations of motion \[1.3\] and the two noises \(\eta_s(t)\) and \(\eta_p(t)\), the noise correlator \[2.13\] (and also \[2.8\]) and the initial condition \[2.14\], namely \(\langle [s_+(0), s_-(0)] \rangle = (i\hbar/2m) [\lambda^2/4 - \omega^2]^{-1/2}\), are obeyed, then

1. for all times \(t \geq 0\), the averaged equal-time commutator \(\langle [s(t), p(t)] \rangle = i\hbar\) is canonical
2. the Kubo formulæ \[2.24\] hold true for all times \(t > t' > 0\).

This gives a sufficient condition to satisfy the criteria (A) and (B), formulated in section 1. In addition, we have seen that \(R^{(p)}(\tau)/R^{(s)}(\tau) = C^{(p)}_-(\tau)/C^{(s)}_-(\tau) = m^2 \omega^2\), for the damped harmonic oscillator.

### 2.5 Anti-commutators and the virial theorem

In order to characterise the stationary state further, the anti-commutators of the noises are required. As suggested by \[4, 5\], the ansatz

$$\langle \eta_p(t) \eta_p(t') \rangle = \frac{1}{2} \{ \langle \eta_p(t), \eta_p(t') \rangle \} = \alpha \delta(t-t')$$

$$\langle \eta_s(t) \eta_s(t') \rangle = \frac{1}{2} \{ \langle \eta_s(t), \eta_s(t') \rangle \} = \beta \delta(t-t')$$

will be tried, along with the natural assumption \(\{ \langle \eta_s(t), \eta_p(t') \rangle \} = 0\). Herein, the constants \(\alpha, \beta\) must be found. From \[2.27\], we obtain the spin-spin correlator\[3\]

$$C^{(s)}_+(t, t') = \left[ \langle s_+(0)^2 \rangle - \frac{\alpha}{m^2} + \beta \frac{2}{\lambda_+ (\lambda_+ - \lambda_-)^2} \right] e^{-\lambda_+ (t+t')} \frac{2}{\lambda_+ (\lambda_+ - \lambda_-)^2} + \left[ \langle s_-(0)^2 \rangle - \frac{\alpha}{m^2} + \beta \frac{2}{\lambda_- (\lambda_+ - \lambda_-)^2} \right] e^{-\lambda_- (t+t')} \frac{2}{\lambda_- (\lambda_+ - \lambda_-)^2}$$

$$+ \left[ \frac{\alpha}{m^2} + \frac{2}{\lambda_+} \beta \right] \frac{2}{(\lambda_+ + \lambda_-)(\lambda_+ - \lambda_-)^2} \left[ e^{-\lambda_+ (t-t')} + e^{-\lambda_- (t-t')} \right]$$

$$+ \left[ \frac{\alpha}{m^2} + \frac{2}{\lambda_-} \beta \right] \frac{2}{(\lambda_+ + \lambda_-)(\lambda_+ - \lambda_-)^2} \left[ e^{-\lambda_+ (t-t')} + e^{-\lambda_- (t-t')} \right]$$

$$+ \left[ \frac{\alpha}{m^2} + \frac{2}{\lambda_+} \beta \right] \frac{2}{(\lambda_+ + \lambda_-)(\lambda_+ - \lambda_-)^2} \left[ e^{-\lambda_+ (t-t')} + e^{-\lambda_- (t-t')} \right]$$

$$+ \left[ \frac{\alpha}{m^2} + \frac{2}{\lambda_-} \beta \right] \frac{2}{(\lambda_+ + \lambda_-)(\lambda_+ - \lambda_-)^2} \left[ e^{-\lambda_+ (t-t')} + e^{-\lambda_- (t-t')} \right]$$

We observe stationary terms (in the last line) and rapidly decaying non-stationary contributions (whenever \(t, t' \gg |t-t'|\)), which solely depend on the initial conditions. Similarly, the

\[\text{[Footnote 3]}\] Herein and below, we denote the averages over the bath, as well as the one over the initial conditions, by the same symbol \(\langle \cdot \rangle\), although these two averages are unrelated.
momentum-momentum correlator reads
\[ C_{\mu}^{(p)}(t, t') = m^2 \Lambda_+^2 \left[ \begin{pmatrix} s_+(0) \end{pmatrix}^2 - \frac{\alpha/m^2 + \beta \Lambda_-}{\Lambda_+(\Lambda_+ - \Lambda_-)^2} e^{-\Lambda_+(t+t')} \right] + m^2 \Lambda_-^2 \left[ \begin{pmatrix} s_-(0) \end{pmatrix}^2 - \frac{\alpha/m^2 + \beta \Lambda_+}{\Lambda_-(\Lambda_+ - \Lambda_-)^2} e^{-\Lambda_-(t+t')} \right] + m^2 \Lambda_+ \Lambda_- \left[ \frac{\langle \{ s_+(0), s_-(0) \} \rangle}{2} + \frac{\alpha/m^2 + \beta \Lambda_-}{(\Lambda_+ + \Lambda_-)(\Lambda_+ - \Lambda_-)^2} \right] \left[ e^{-\Lambda_+(t-t')} + e^{-\Lambda_+(t'-t)} \right] \]
and has an analogous structure. The virial theorem relates these two correlators at equilibrium, namely (see appendix A)
\[
\langle p^2 \rangle \equiv \langle m^2 \omega^2 s^2 \rangle = \left( 2 \mathcal{L} \right) \left( s \right).
\]
Therefore, we must require that
\[
C_{\mu}^{(p)}(t, t)_{\text{stat}} = \frac{1}{2} m^2 \Lambda_+ \Lambda_- C_{\mu}^{(s)}(t, t)_{\text{stat}}.
\]
Therein, the last line from eq. (2.30) cancels against contributions in (2.29) and the remaining stationary terms lead to the condition
\[
\Lambda_+ \left( \frac{\alpha}{m^2} + \beta \Lambda_+^2 \right) + \Lambda_- \left( \frac{\alpha}{m^2} + \beta \Lambda_-^2 \right) = \Lambda_+ \left( \frac{\alpha}{m^2} + \beta \Lambda_-^2 \right) + \Lambda_+ \left( \frac{\alpha}{m^2} + \beta \Lambda_+^2 \right).
\]
For \( \beta = 0 \), this is indeed an identity. For \( \beta \neq 0 \), the terms containing \( \alpha \) cancel and using the explicit form of \( \Lambda_{\pm} \), we finally arrive at \( \lambda^3 = 4 \lambda \omega^2 \). However, since \( \lambda, \omega \) are independent model parameters, a generic solution with \( \beta \neq 0 \) is impossible. The result \( \beta = 0 \) reproduces (1.3c).

Having shown that \( \beta = 0 \), it remains to find \( \alpha \). The spin-spin correlator simplifies to
\[
C_{\mu}^{(s)}(t, t') = \left[ \begin{pmatrix} s_+(0) \end{pmatrix}^2 - \frac{\alpha/m^2}{\Lambda_+(\Lambda_+ - \Lambda_-)^2} e^{-\Lambda_+(t+t')} \right] + \left[ \begin{pmatrix} s_-(0) \end{pmatrix}^2 - \frac{\alpha/m^2}{\Lambda_-(\Lambda_+ - \Lambda_-)^2} e^{-\Lambda_-(t+t')} \right] + \frac{1}{2} \langle \{ s_+(0), s_-(0) \} \rangle + \frac{\alpha/m^2}{(\Lambda_+ + \Lambda_-)(\Lambda_+ - \Lambda_-)^2} \left[ e^{-\Lambda_+(t-t')} + e^{-\Lambda_+(t'-t)} \right] + \frac{\alpha}{2 \lambda m^2 \omega^2} \frac{\Lambda_+ e^{-\Lambda_+(t-t')} - \Lambda_- e^{-\Lambda_+(t'-t)}}{\Lambda_+ - \Lambda_-}
\]
The equilibrium contribution is the stationary part (third line of (2.33)) at \( t = t' \). For the quantum harmonic oscillator at thermal equilibrium it is explicitly known that
\[
C_{\mu}^{(s)}(t, t)_{\text{stat}} = \frac{\alpha}{2 \lambda m^2 \omega^2} = \frac{\hbar}{2m \omega} \coth \frac{\hbar \omega}{2T} = \langle s^2 \rangle_{\text{eq}}
\]
hence
\[
\alpha = \hbar \lambda m \omega \coth \frac{\hbar \omega}{2T}
\]
as expected from (1.3a). Clearly, in the limit \( \hbar \rightarrow 0 \) one goes back to the classical result. Therefore, the criteria (A,B,C) as specified in section 1, together with the ansätze (2.2, 2.28), reproduce the proposal (7.3) of Bedaux and Mazur for the noises \( \eta_s, \eta_p \).
2.6 On the fluctuation-dissipation relationship

Given the explicit results of the previous sub-sections, we can now inquire about the relationship between the stationary parts of the correlators $C^{(s,p)}_{+}$ and the responses $R^{(s,p)}$. Empirically, we find in the stationary state, using eq. (2.35)

$$\partial_{\tau}C^{(s)}_{+}(\tau)_{\text{stat}} = -\hbar\omega \coth \left( \frac{\hbar\omega}{2T} \right) R^{(s)}(\tau), \quad \partial_{\tau}C^{(p)}_{+}(\tau)_{\text{stat}} = -\hbar\omega \coth \left( \frac{\hbar\omega}{2T} \right) R^{(p)}(\tau)$$

(2.36)

First, eq. (2.36) illustrates that the relationship between responses and correlators does not depend on the observable. Second, these relations do not correspond to the habitual quantum fluctuation-dissipation theorem (FDT), although in the limit $\hbar \to 0$, the standard classical FDT is recovered. This means that from the minimal criteria as formulated above in section 1, only the criteria (A,B,C) are obeyed and indeed lead back to the proposal eqs. (1.2,1.3), while (D) can only be satisfied in the $\hbar \to 0$ limit. Hence the proposal (1.3) for the noise(s) leads at best to a semi-classical description of the relaxation.

This example explicitly illustrates that the requirement of the canonical commutator relations, in spite of reproducing the Kubo formulæ, by itself is not enough to guarantee that the stationary state of the dynamics is truly a quantum equilibrium state. Also, the noise correlators (1.3) depend explicitly on the model parameters $m, \omega$ such that the recipe proposed in [4, 5] is explicitly model-dependent and can only be applied to systems of harmonic oscillators. More generally, the ansatz studied in this section assumed $\delta$-correlated noise from the outset. While this certainly simplifies calculations, the physical origin of that assumption remains unclear and we have seen that from such an ansatz the QFDT cannot be derived.

3 Quantum dissipative harmonic oscillator

We now seek to generalise the approach of the previous section such that all four criteria (A,B,C,D) are obeyed. Physically, the noises $\eta_{s}, \eta_{p}$ describe the properties of the heat bath and its coupling to the system. If the bath is very large with respect to the system and bath correlations decay on a much faster time-scale than the typical system’s time-scale, its properties will be independent of the system’s behaviour and the bath can be considered stationary. Hence, the correlators of $\eta_{s}, \eta_{p}$ can be found from the stationary behaviour of the system coupled to the heat bath. Then the analysis can be simplified by going over to frequency space, via the Fourier transformation

$$\mathcal{F}(s(t))(\nu) := \frac{1}{\sqrt{2\pi}} \int_{\mathbb{R}} dt \ e^{-i\nu t} s(t)$$

(3.1)

The equations of motion (1.2) become (for ohmic damping with $\lambda > 0$)

$$i\nu \hat{s}(\nu) = \frac{1}{m} \hat{p}(\nu) + \hat{\eta}_{s}(\nu), \quad i\nu \hat{p}(\nu) = -m\omega^{2} \hat{s}(\nu) - \lambda \hat{p}(\nu) + \hat{\eta}_{p}(\nu)$$

(3.2)

\[\text{In view of recent results [43] which assert that the QFDT does not hold if quasi-classical measurements are made, semi-classical models such as the present one might acquire some independent interest.}\]
Hence, the formal solution is
\[
\tilde{s}(\nu) = \frac{\tilde{\eta}_p(\nu)/m + (i\nu + \lambda)\tilde{\eta}_s(\nu)}{\omega^2 + i\lambda\nu - \nu^2}
\] (3.3a)
\[
\tilde{p}(\nu) = \frac{im\omega^2\tilde{\eta}_s(\nu)}{\omega^2 + i\lambda\nu - \nu^2}
\] (3.3b)

This will be the basis of all following calculations.

### 3.1 Equal-time commutator

In order to characterise the equal-time commutator \([s(t), p(t)]\), the commutators of the two noises must be analysed. We assume
\[
[\eta_s(t), \eta_s(t')] = 0, \quad [\eta_s(t), \eta_p(t')] = i\hbar \kappa(t - t')
\] (3.4)

The form of the third commutator, is motivated by the system-plus-bath being stationary. In appendix C, we show that requiring the conditions (3.4), where in addition the yet undetermined function \(\kappa(t) = \kappa(-t)\) must be symmetric, is the most simple way to guarantee the validity of the Kubo formulæ. In frequency-space, we have (using (3.1))
\[
[\tilde{\eta}_s(\nu), \tilde{\eta}_p(\nu')] = \delta(\nu + \nu')i\hbar \sqrt{2\pi} \hat{\kappa}(\nu)
\] (3.5)

Similarly, for the spin-momentum commutator, we expect the stationary form
\[
[\tilde{s}(\nu), \tilde{p}(\nu')] = \delta(\nu + \nu')i\hbar \sqrt{2\pi} \hat{K}(\nu), \quad [s(t), p(t')] = i\hbar K(t - t')
\] (3.6)

where \(K(t)\) must be found such that \(K(0) = 1\) reproduces the required equal-time canonical commutator, at least on average, according to criterion (A).

Inserting the formal solution (3.3) into (3.6) and using (3.4) gives
\[
\hat{K}(\nu) = \frac{\nu^2 - i\lambda\nu + \omega^2}{(\nu^2 - i\lambda\nu - \omega^2)(\nu^2 + i\lambda\nu - \omega^2)} \hat{\kappa}(\nu)
\] (3.7)

Then \(K(t) = (f \ast \kappa)(t)\) is a convolution, where the Fourier transform \(\hat{f}(\nu)\) can be read off from (3.7). If we assume that \(\hat{\kappa}(\nu) = \kappa_0\) is a constant, we obtain \(K(0) = \sqrt{2\pi} \kappa_0 \lambda^{-1}\) such that the normalisation requirement \(K(0) = 1\) implies
\[
\sqrt{2\pi} \kappa_0 = \lambda
\] (3.8)

We then have the non-vanishing noise commutators
\[
[\eta_s(t), \eta_p(t')] = i\hbar \lambda \delta(t - t') , \quad [\tilde{\eta}_s(\nu), \tilde{\eta}_p(\nu')] = \delta(\nu + \nu')i\hbar \lambda
\] (3.9)

Under the simplifying assumptions made, this commutator is the same as proposed by Bedeaux and Mazur [4 5]. Indeed, a markovian form of the noise commutator appears to be natural for the chosen ohmic dissipation.
3.2 Linear responses

Adding perturbations to the closed-system Hamiltonian according to
\[ H = \frac{p^2}{2m} + \frac{1}{2}m\omega^2 s^2 - hs + kp, \]
the response functions are the same as calculated in section 2. From (2.18,2.22), we have
\[ R^{(s)}(\nu) = -\frac{1}{m\sqrt{2\pi}} \frac{1}{\nu^2 - i\lambda\nu - \omega^2} = \frac{1}{m^2\omega^2} R^{(p)}(\nu) \]
for the linear responses of spin and momentum with respect to their conjugate fields.

3.3 Kubo formulæ

Using eq. (3.3), we have
\[ C_{s}^{(s)}(\nu, \nu') = \frac{1}{2} \langle [\dot{s}(\nu), \dot{s}(\nu')] \rangle = \delta(\nu + \nu') \tilde{C}^{(s)}(\nu) \quad (3.11a) \]
\[ C_{p}^{(p)}(\nu, \nu') = \frac{1}{2} \langle [\dot{p}(\nu), \dot{p}(\nu')] \rangle = \delta(\nu + \nu') \tilde{C}^{(p)}(\nu) \quad (3.11b) \]
where
\[ \tilde{C}^{(s)}(\nu) = -\frac{\hbar}{m} \frac{\nu}{(\nu^2 - i\lambda\nu - \omega^2)(\nu^2 + i\lambda\nu - \omega^2)} = \frac{1}{m^2\omega^2} \tilde{C}^{(p)}(\nu) \quad (3.12) \]
Since the Heaviside function is non-local in frequency-space, we cannot compare this directly with the responses (3.10). Rather, in order to check the Kubo formulæ (2.24), let \( \tau = t - t' > 0 \) and examine in frequency-space the validity of the Kubo formula in the form (A.4), that is
\[ \frac{2i}{\hbar} C^{(s)}(\nu) \Theta(\tau) = R^{(s)}(\tau) \equiv -\frac{2}{\hbar i} \frac{1}{2\pi} \int_{1} d\nu \ e^{i\nu\tau} \tilde{C}^{(s)}(\nu) \quad (3.13) \]
where \( \tilde{C}^{(s)}(\nu) \) is taken from (3.12). In the complex \( \nu \)-plane, this function has simple poles at \( \nu_{\pm,\pm} = \pm\frac{\lambda}{2} \pm i\sqrt{\frac{\lambda^2}{4} - \omega^2} \), see figure 3. Of these, \( \nu_{+,\pm} \) are in the upper half-plane and \( \nu_{-,\pm} \) are in the lower half-plane. In addition, at the poles \( \nu = \nu_{+,\pm} \), one has
\[ \frac{\nu}{\nu^2 + i\lambda\nu - \omega^2} \bigg|_{\nu = \nu_{+,\pm}} = \frac{1}{2i\lambda} \quad (3.14) \]
When calculating the integral in (3.13) via the residue theorem, see fig. 3, the contour \( C \) will be closed in the upper half-plane since \( \tau > 0 \) and only the residua at \( \nu_{+,\pm} \) will contribute. Therefore, in order to check (3.13), consider the contour integral (see fig. 3), with \( \tau > 0 \)
\[ R^{(s)}(\tau) \equiv \frac{2i}{\hbar} \frac{1}{2\pi} \int_{1} d\nu \ e^{i\nu\tau} \frac{\hbar}{m} \frac{\nu}{(\nu^2 + i\lambda\nu - \omega^2)(\nu^2 - i\lambda\nu - \omega^2)} \]
\[ = \frac{2i}{\hbar} \frac{1}{2\pi} \frac{1}{m} \frac{1}{2i\lambda} \int_{1} d\nu \ e^{i\nu\tau} \frac{-1}{(\nu^2 - i\lambda\nu - \omega^2)} \]
\[ = \frac{1}{\sqrt{2\pi}} \int_{1} d\nu \ e^{i\nu\tau} \frac{1}{m\sqrt{2\pi}} \frac{-1}{(\nu^2 - i\lambda\nu - \omega^2)} \]
\[ = \frac{1}{\sqrt{2\pi}} \int_{1} d\nu \ e^{i\nu\tau} \tilde{R}^{(s)}(\nu) \quad (3.15) \]
\( (\nu_{+,\pm}) \) in the upper (lower) complex \( \nu \)-plane are indicated, for \( |\omega| < \lambda/2 \), by green filled (red open) circles. At the end, the limit \( L \to \infty \) is taken.

as required. Herein, in the first line the commutator \( \tilde{C}^{(s)}(\nu) \) was inserted from (3.12); in the second line the residua at \( \nu = \nu_{+,\pm} \) were computed according to (3.14) and finally the response function (3.10) was recognised. Of course, the contribution of the upper semi-arc is negligible.

This shows the validity of the Kubo formula (A.10A.4) for the spin \( s \). Its validity for the momentum \( p \) is now obvious from (3.10) and (3.12).

Summarising: if for an ohmic dissipation, the only non-vanishing noise correlators are given by (3.14), then (i) for all times \( t \geq 0 \) the equal-time canonical commutator \( \langle [s(t), p(t)] \rangle = i\hbar \) and (ii) for all time differences \( \tau = t - t' > 0 \) the Kubo formulæ for both the spin \( s \) and the momentum \( p \) hold true. This implements the criteria (A,B).

### 3.4 Anti-commutators and the virial theorem

It remains to analyse the admissible forms of the noise anti-correlators. Since the bath is stationary, we can start from

\[
\langle \{\eta_s(t), \eta_s(t')\} \rangle = 2\beta(t-t') \quad \langle \{\eta_p(t), \eta_p(t')\} \rangle = 2\alpha(t-t') \quad \langle \{\eta_s(t), \eta_p(t')\} \rangle = 2\gamma(t-t')
\]

(3.16)

where the functions \( \alpha(t) = \alpha(-t), \beta(t) = \beta(-t) \) and \( \gamma(t) \) must be found. In frequency-space this reads

\[
\langle \{\tilde{\eta}_s(\nu), \tilde{\eta}_s(\nu')\} \rangle = \delta(\nu + \nu') \sqrt{2\pi} \left( 2\tilde{\beta}(\nu) \right)
\]

\[
\langle \{\tilde{\eta}_p(\nu), \tilde{\eta}_p(\nu')\} \rangle = \delta(\nu + \nu') \sqrt{2\pi} \left( 2\tilde{\alpha}(\nu) \right)
\]

\[
\langle \{\tilde{\eta}_s(\nu), \tilde{\eta}_p(\nu')\} \rangle = \delta(\nu + \nu') \sqrt{2\pi} \left( 2\tilde{\gamma}(\nu) \right)
\]

(3.17)

While \( \tilde{\alpha}(\nu) \) and \( \tilde{\beta}(\nu) \) are symmetric, there is no obvious symmetry for \( \tilde{\gamma}(\nu) \). With the definition

\[
C_+^{(s)}(\nu, \nu') = \frac{1}{2} \langle \{\tilde{s}(\nu), \tilde{s}(\nu')\} \rangle = \delta(\nu + \nu') \tilde{C}_+^{(s)}(\nu)
\]

(3.18a)

\[
C_+^{(p)}(\nu, \nu') = \frac{1}{2} \langle \{\tilde{p}(\nu), \tilde{p}(\nu')\} \rangle = \delta(\nu + \nu') \tilde{C}_+^{(p)}(\nu)
\]

(3.18b)
we have from (3.19)

\[
\hat{C}_+^{(s)}(\nu) := \frac{\hat{\alpha}(\nu) + (\lambda^2 + \nu^2)\hat{\beta}(\nu) + \frac{\lambda}{m} (\hat{\gamma}(\nu) + \hat{\gamma}(-\nu)) + \frac{im}{m} (\hat{\gamma}(\nu) - \hat{\gamma}(-\nu))}{(\nu^2 - i\lambda\nu - \omega^2)(\nu^2 + i\lambda\nu - \omega^2)}
\]

(3.19a)

\[
\hat{C}_+^{(p)}(\nu) := \frac{\nu^2\hat{\alpha}(\nu) + m^2\omega^4\hat{\beta}(\nu) + im\omega^2\nu (\hat{\gamma}(\nu) - \hat{\gamma}(-\nu))}{(\nu^2 - i\lambda\nu - \omega^2)(\nu^2 + i\lambda\nu - \omega^2)}
\]

(3.19b)

The virial theorem states that \(\hat{C}_+^{(p)}(\nu) \stackrel{1}{=} m^2\omega^2\hat{C}_+^{(s)}(\nu)\), see appendix A. Combination with (3.19) leads to the condition

\[
(\nu^2 - \omega^2)\hat{\alpha}(\nu) + (m^2\omega^4 - m^2\omega^2(\lambda^2 + \nu^2))\hat{\beta}(\nu) \stackrel{1}{=} \lambda m\omega^2 (\hat{\gamma}(\nu) + \hat{\gamma}(-\nu))
\]

(3.20)

The simplest solution is

\[
\hat{\alpha}(\nu) = \hat{\beta}(\nu) = 0 , \hat{\gamma}(\nu) + \hat{\gamma}(-\nu) = 0
\]

(3.21)

It is the only solution which does not depend on the model’s parameters \(m, \omega\). Any other solution must contain at least one of them. Since we are looking for a characterisation of the noises \(\eta_s, \eta_p\) which should be independent of the specific physical model under study, we shall retain the solution (3.21) as our implementation of the condition (C).

Inserting (3.21), the correlators take the form

\[
\hat{C}_+^{(s)}(\nu) = \frac{2i}{m} \frac{\nu\hat{\gamma}(\nu)}{(\nu^2 - i\lambda\nu - \omega^2)(\nu^2 + i\lambda\nu - \omega^2)} = \frac{1}{m^2\omega^2} \hat{C}_+^{(p)}(\nu)
\]

(3.22)

3.5 Quantum fluctuation-dissipation theorem

The form of the remaining antisymmetric function \(\hat{\gamma}(\nu) = -\hat{\gamma}(-\nu)\) is found from the QFDT. As shown in appendix A, in frequency-space it can be written in the form

\[
\frac{\hat{C}_+^{(s)}(\nu)}{\hat{C}_+^{(s)}(\nu)} = \frac{\hat{C}_+^{(p)}(\nu)}{\hat{C}_+^{(s)}(\nu)} = -\frac{1}{\sqrt{2\pi}} \coth \frac{\hbar\nu}{2T}
\]

(3.23)

Therefore, comparison of (3.12) with (3.22) leads to the condition

\[
2i\sqrt{2\pi} \hat{\gamma}(\nu) = \hbar\lambda \coth \frac{\hbar\nu}{2T}
\]

(3.24)

which also implements the condition (D). This means that the only non-vanishing commutators and anti-commutators of the noises are

\[
\langle \{\hat{\eta}_s(\nu), \hat{\eta}_p(\nu')\} \rangle = \frac{\hbar\lambda}{i} \coth \left( \frac{\hbar\nu}{2T} \right) \delta(\nu + \nu') , \langle [\hat{\eta}_s(\nu), \hat{\eta}_p(\nu')] \rangle = i\hbar\lambda \delta(\nu + \nu')
\]

(3.25)

They do depend on the assumption of ohmic dissipation and on the properties of the bath (here the temperature \(T\)). But since they do not contain the specific parameters \(m, \omega\) of the harmonic oscillator model we used to derive them, they should be applicable in general.
It is possible to combine the equations of motion (1.2) into a single second-order Langevin equation, which reads \[ \partial_t^2 s + \lambda \partial_t s + \omega^2 s = \zeta, \quad \zeta = \frac{1}{m} \eta_p + \lambda \eta_s + \partial_t \eta_s \] (3.26)

The second moments of the ‘composite noise’ $\zeta(t)$ are readily found, first in frequency space

\[
\{\tilde{\zeta}(\nu), \tilde{\zeta}(\nu')\} = \frac{2h \lambda}{\pi m} \nu \coth \left( \frac{h \nu}{2T} \right) \delta(\nu + \nu'), \quad [\tilde{\zeta}(\nu), \tilde{\zeta}(\nu')] = -\frac{2h \lambda}{m} \nu \delta(\nu + \nu') \quad (3.27)
\]

and then for the times

\[
\langle \{\zeta(t), \zeta(t')\} \rangle = \frac{2h \lambda}{\pi m} \int_0^\infty d\nu \nu \coth \left( \frac{h \nu}{2T} \right) \cos(\nu(t-t')) =: \frac{h \lambda}{\pi m} I \left( \frac{h}{2T}, t-t' \right) \quad (3.28a)
\]

\[
\langle [\zeta(t), \zeta(t')] \rangle = \frac{2h \lambda}{1\pi m} \int_0^\infty d\nu \nu \sin(\nu(t-t')) = \frac{2ih \lambda}{m} \delta'(t-t') \quad (3.28b)
\]

which is the noise-averaged form of the ones proposed by Ford et al. [27, eqs. (2.2,2.3)]. Since the ‘composite noise’ $\zeta$ contains derivatives, it should be rougher than the individual noises $\eta_s, \eta_p$. This feature might be useful for the construction of numerical approximation schemes for the QLES (1.2).

Finally, converting (3.25) to real times leads to (as shown in appendix B)

\[
\{ \eta_s(t), \eta_p(t') \} = \lambda T \coth \left( \frac{\pi T}{\hbar} (t-t') \right), \quad \{ \eta_s(t), \eta_p(t') \} = i\hbar \lambda \delta(t-t') \quad (3.29)
\]

These are equivalent to the averages given in (1.6). Hence, the QFDT implies non-markovian noise correlators.

Our discussion of the stationary state has produced the necessary ingredients to undertake the study of the relaxation behaviour, starting from an arbitrary initial state. For the specific example of the QHO, it is enough to take up the formal solution (2.7) and to use the quantum noise correlators (1.6). While the responses are (of course!) unchanged with respect to the treatment of section 2, the correlators will now obey the QFDT, by construction. The explicit results have been known since a long time, see [25, 26, 27, 31, 71] and references therein, we shall not repeat the explicit calculation.

**Summarising:** if the only non-vanishing second moments of the noises $\eta_s, \eta_p$ are given by (3.28) (or equivalently by (3.29)), then the four criteria (A,B,C,D) for a quantum dynamics of the harmonic oscillator (1.2) are satisfied.

### 4 An example: the quantum spherical model

The classical spherical model was initially formulated as an exactly solvable variant of the Ising model, in $d$ spatial dimensions [6, 44]. For short-ranged interactions, and dimensions $2 < d < 4$, Eq. (3.28) can also be derived directly from the requirement that the QFDT holds [53]. Since the $\nu \to \infty$-behaviour in (3.25) is less singular than in (3.28), it does not depend on an eventual cut-off, see [31, sec. 3.3].

In appendix B, we shall study in more detail the essential singularities of the average anti-commutator $\langle \{\eta_s(t), \eta_p(t')\} \rangle = \frac{i\hbar}{\pi} J \left( \frac{\hbar}{2T}, t-t' \right)$, with $J(a, \tau) := \int d\nu \coth(\nu a) \sin(\nu \tau)$.
its second-order phase transition is in an universality class distinct from mean-field theory. The quantum spherical model is defined by the hamiltonian \[ H = \sum_{\mathbf{n} \in \mathcal{L}} \left( -J \sum_{j=1}^{d} S_{\mathbf{n}} S_{\mathbf{n}+e_j} + \frac{\mu}{2} S_{\mathbf{n}}^2 + \frac{g}{2} P_{\mathbf{n}}^2 \right), \quad [S_{\mathbf{n}}, P_m] = i\hbar \delta_{n,m} \] (4.1)

where \( S_{\mathbf{n}} \) is the spin operator at the site \( \mathbf{n} \in \mathcal{L} \subset \mathbb{Z}^d \) of a hyper-cubic lattice \( \mathcal{L} \) with \( |\mathcal{L}| = N \) sites, \( P_{\mathbf{n}} \) is the canonically conjugate momentum, the constants \( J \) and \( g \) describe the nearest-neighbour interactions and the kinetic energy, respectively, and \( \mu \) is the Lagrange multiplier whose value is fixed by the (mean) spherical constraint \( \sum_{\mathbf{n}} S_{\mathbf{n}}^2 = N \). In momentum space, the equations of motion of the different modes decouple, such that the quantum Langevin equations are

\[
\begin{align*}
\partial_t \tilde{S}(t, \mathbf{q}) &= g \tilde{P}(t, \mathbf{q}) + \tilde{\eta}_s(t, \mathbf{q}) \\
\partial_t \tilde{P}(t, \mathbf{q}) &= -\frac{1}{g} (\tilde{\mathbf{z}}(t) + \omega(\mathbf{q})) \tilde{S}(t, \mathbf{q}) - \lambda \tilde{P}(t, \mathbf{q}) + \tilde{\eta}_p(t, \mathbf{q})
\end{align*}
\] (4.2)

with \( \omega(\mathbf{q}) = 2 \sum_{j=1}^{d} (1 - \cos q_j) \) and \( \mu(t) = d + \tilde{\mathbf{z}}(t) \). The spherical constraint, which in momentum space becomes \((2\pi)^{-d} \int d\mathbf{q} \left\langle \tilde{S}(t, \mathbf{q}) \tilde{S}(t, -\mathbf{q}) \right\rangle = 1\), maintains a coupling between the modes and fixes \( \tilde{\mathbf{z}}(t) \) self-consistently (\( \mathcal{B} = [-\pi, \pi]^d \) is the Brillouin zone). Each mode relaxes separately to its equilibrium state whose (semi-)classical or quantum nature is determined by the noises.

Since the Lagrange multiplier \( \tilde{\mathbf{z}}(t) \) is time-dependent, this linear system cannot be solved via a straightforward matrix exponentiation (the time-dependent coefficient matrices do not commute for different times). Rather, the quite technical Magnus expansion \[46, 9\] must be considered. However, the long-time behaviour follows from a single first-order Langevin equation, which we shall now derive via a long-time scaling limit on the Langevin equations (4.2) and the associated noises. Considering this over-damped Langevin equations considerably simplifies the explicit solutions of the dynamics, to be presented in future work.

1. First, we consider the Bedeaux-Mazur noise correlators \[1, 3\], enhanced by spatial locality. In momentum space, the noise correlators read

\[
\begin{align*}
\langle \tilde{\eta}_p(t, \mathbf{q}) \tilde{\eta}_p(t', \mathbf{q}') \rangle &= \frac{\lambda \hbar \sqrt{\tilde{z}(t) + \omega(\mathbf{q})}}{g} \coth \frac{\hbar \sqrt{\tilde{z}(t) + \omega(\mathbf{q})}}{2T} \delta(t - t') \delta(\mathbf{q} + \mathbf{q}') \\
\langle \tilde{\eta}_s(t, \mathbf{q}) \tilde{\eta}_p(t', \mathbf{q}') \rangle &= -\langle \tilde{\eta}_p(t, \mathbf{q}) \tilde{\eta}_s(t', \mathbf{q}') \rangle = \frac{1}{2} i \hbar \lambda \delta(t - t') \delta(\mathbf{q} + \mathbf{q}')
\end{align*}
\] (4.3)

Information on the long-time behaviour can be obtained by making the scaling transformation

\[
\tau := gt, \quad \tilde{\eta}_s(t, \mathbf{q}) = g^{3/2} \tilde{\eta}_s(\tau, \mathbf{q}), \quad \tilde{\eta}_p(t, \mathbf{q}) = g^{-1/2} \tilde{\eta}_p(\tau, \mathbf{q}), \quad \tilde{S}(t, \mathbf{q}) = g^{1/2} \tilde{S}(\tau, \mathbf{q})
\] (4.4)

and then by considering the long-time scaling limit \( g \to 0, t \to \infty \) such that \( \tau = gt \) is kept fixed. Combining eqs. (4.2-4.3) leads to the equation of motion for the rescaled spin \( \tilde{S}(\tau, \mathbf{q}) \)

\[
\begin{align*}
\frac{g^2 \partial^2 \tilde{S}(\tau, \mathbf{q})}{\partial \tau^2} - g^2 \partial_\mathbf{q} \tilde{\eta}_s(\tau, \mathbf{q}) &= - (\tilde{\mathbf{z}}(\tau) + \omega(\mathbf{q})) \tilde{S}(\tau, \mathbf{q}) - \lambda g \partial_\mathbf{q} \tilde{S}(\tau, \mathbf{q}) + \tilde{\eta}(\tau, \mathbf{q})
\end{align*}
\] (4.5)

Adapting eq. (3.1), we write \( \tilde{S}(t, \mathbf{q}) := (2\pi)^{-d/2} \int d\mathbf{r} e^{-i\mathbf{q} \cdot \mathbf{r}} S(t, \mathbf{r}) \) etc.
with the new effective noise \( \tilde{\eta}(\tau, q) := \sigma \tilde{n}_s(\tau, q) + g \tilde{\eta}_p(\tau, q) \) and we also substituted \( \tilde{z}(t) \mapsto \tilde{z}(\tau) \). The left-hand side of (4.5) vanishes in the scaling limit such that a classical over-damped equation of motion remains. In the over-damped case under consideration, \( \lambda \) must be considered large, so that we actually let \( \lambda \to \infty \), but such that \( \sigma := \lambda g \) is being kept fixed. Then the scaling limit (4.4) is well-defined. We have the final semi-classical Langevin equation

\[
\sigma \partial_\tau \tilde{S}(\tau, q) + (\tilde{z}(\tau) + \omega(q)) \tilde{S}(\tau, q) = \tilde{\eta}(\tau, q) \tag{4.6a}
\]

\[
\langle \tilde{\eta}(\tau, q) \tilde{\eta}(\tau', q') \rangle = \sigma \hbar \sqrt{\tilde{z}(\tau) + \omega(q)} \coth \frac{\hbar \sqrt{\tilde{z}(\tau) + \omega(q)}}{2T} \delta(\tau - \tau') \delta(q + q') \tag{4.6b}
\]

along with \( [\tilde{\eta}(\tau, q), \tilde{\eta}(\tau', q')] = 0 \). In eq. (4.6), two limit cases can be recognised:

(a) \( T \to \infty \). Eq. (4.6b) reduces to white noise \( \langle \tilde{\eta}(\tau, q) \tilde{\eta}(\tau', q') \rangle = 2T \sigma \delta(\tau - \tau') \delta(q + q') \) and eq. (4.6a) describes the relaxation towards classical thermal equilibrium. Unsurprisingly, for sufficiently large temperatures, one is back to an effectively classical system.

This appears analogous to the semi-classical behaviour of the quantum spherical model with Lindblad dynamics \[69\].

(b) \( T \to 0 \). Then the noise correlator (4.6b) reduces to

\[
\langle \tilde{\eta}(\tau, q) \tilde{\eta}(\tau', q') \rangle = \sigma \hbar \sqrt{\tilde{z}(\tau) + \omega(q)} \delta(\tau - \tau') \delta(q + q') \tag{4.7}
\]

Therefore, at vanishing temperature, the model shows some new type of non-classical behaviour, but which comes from a markovian dynamics. Further details will be presented elsewhere.

2. We now present the same analysis for the quantum noises (1.6) derived in section 3. The only non-vanishing noise anti-commutators and commutators are

\[
\{ \tilde{n}_s(t, q), \tilde{\eta}_p(t', q') \} = -\frac{\hbar \lambda}{2\pi} \int \frac{d\tilde{q} \tilde{q}'}{2\pi} \left( \delta(\tilde{q} + \tilde{q}') \right. \left. , \right. \left. [\tilde{n}_s(t, q), \tilde{\eta}_p(t', q')] \right) = i \hbar \lambda \delta(t - t') \delta(q + q') \tag{4.8}
\]

where the function \( J(a, \tau) \) is analysed in appendix B. We apply the scaling transformation

\[
\tau := gt \ , \ \tilde{n}_s(t, q) = g^0 \tilde{n}_s(\tau, q) , \ \tilde{\eta}_p(t, q) = g^0 \tilde{\eta}_p(\tau, q) , \ \tilde{S}(t, q) = g^1 \tilde{S}(\tau, q) \tag{4.9}
\]

to eqs. (4.2), re-written in the form

\[
\underbrace{g^2 \tilde{\partial}_\tau \tilde{S}(\tau, q)} + \underbrace{- \left( \tilde{z}(\tau) + \omega(q) \right) \tilde{S}(\tau, q) - \sigma \partial_\tau \tilde{S}(\tau, q) + \tilde{\zeta}(\tau, q) + \tilde{\xi}(\tau, q)} \tag{4.10}
\]

with the two auxiliary noises

\[
\tilde{\zeta}(\tau, q) := \tilde{\eta}_p(\tau, q) + \sigma g^{-2} \tilde{n}_s(\tau, q) , \ \tilde{\xi}(\tau, q) := \partial_\tau \tilde{n}_s(\tau, q) \tag{4.11}
\]

and consider the scaling limit \( t \to \infty, g \to 0 \) such that \( \tau = gt \) is kept fixed.\footnote{Although the second term in the noise \( \tilde{\zeta} \) in (4.11) diverges, it does not contribute, neither to the noise commutators, nor to the noise anti-commutators.} Herein, the rescaled dissipation rate \( \sigma \) and the rescaled temperature \( \Theta \) are

\[
\sigma = \lambda g , \ \Theta = T g^{-1} \tag{4.12}
\]
Table 1: Some physical characteristics of the scaling transformations (4.4,4.9), respectively, leading for $g \to 0$ to the overdamped Langevin equations (4.6a,4.15a), depending on the chosen dynamics.

<table>
<thead>
<tr>
<th>Dissipation $\lambda$</th>
<th>Bedeaux &amp; Mazur quantum</th>
</tr>
</thead>
<tbody>
<tr>
<td>Temperature $T$</td>
<td>increases for $g \to 0$</td>
</tr>
<tr>
<td>Line $T = 0$</td>
<td>constant $\to$ constant</td>
</tr>
<tr>
<td>Noises $\eta(t), \eta(t')$</td>
<td>unstable $\to$ neutral</td>
</tr>
<tr>
<td></td>
<td>commute for $t \neq t'$</td>
</tr>
</tbody>
</table>

Then the noise commutator

$$\left\langle \left[ \tilde{\zeta}(\tau, q) + \tilde{\xi}(\tau, q), \tilde{\zeta}(\tau', q') + \tilde{\xi}(\tau', q') \right] \right\rangle = 2i\hbar \sigma \delta'(\tau - \tau') \delta(q + q')$$  (4.13)

reproduces (3.28b) and noise anti-commutator, with $I(a, \tau) = \partial_{\tau} J(a, \tau)$

$$\left\langle \left\{ \tilde{\zeta}(\tau, q), \tilde{\zeta}(\tau', q') \right\} \right\rangle = \frac{\hbar \sigma}{\pi} I \left( \frac{\hbar}{\Theta}, \tau - \tau' \right) \delta(q + q')$$  (4.14)

reduces exactly to the form (3.28a), with the mass set to $m = 1$ and up to spatial correlations. Therefore, instead of (4.6), the Langevin equations now become

$$\sigma \partial_{\tau} \tilde{S}(\tau, q) + (\mathbb{J}(\tau) + \omega(q)) \tilde{S}(\tau, q) = \tilde{\eta}(\tau, q)$$  (4.15a)

$$\left\{ \tilde{\eta}(\tau, q), \tilde{\eta}(\tau', q') \right\} = \frac{\sigma \hbar}{\pi} I \left( \frac{\hbar}{\Theta}, \tau - \tau' \right) \delta(q + q')$$  (4.15b)

$$\left[ \tilde{\eta}(\tau, q), \tilde{\eta}(\tau', q') \right] = 2i\sigma \hbar \delta'(\tau - \tau') \delta(q + q')$$  (4.15c)

Clearly, we have two limit cases, using the asymptotics of $I(a, \tau)$ from appendix B:

(a) $\Theta \to \infty$. One is back to classical white noise.

(b) $\Theta \to 0$. The eq. (4.15b) becomes a pure quantum noise, with memory

$$\left\{ \tilde{\eta}(\tau, q), \tilde{\eta}(\tau', q') \right\} = -\frac{2\sigma \hbar}{\pi} \left( \frac{1}{\tau - \tau'} \right)^2 \delta(q + q')$$  (4.16)

and eq. (4.15c) is kept.

In table 1 we collect some characteristics of the scaling transformation which lead to the overdamped Langevin equation (4.6a,4.15a), for either Bedeaux-Mazur noise (1.3) or else the quantum noise (1.6). The scaling limit generically leads to the overdamped limit $\lambda \to \infty$. In the quantum case, the zero-temperature line $T = 0$ is unstable which means that the long-time behaviour for all $T > 0$ should be the same as for the classical limit $T \to \infty$, while for Bedeaux-Mazur noise $T$ is not rescaled. Another important distinction concerns whether the noise commutator $[\eta(t), \eta(t')]$ vanishes for different times $t, t'$ or not.
Figure 4: Time-dependence of the spin-spin correlator $C^{(s)}_+(t)$ of the QHO, for $m = \lambda = 1$ and $\omega = [0, \frac{1}{10}, \frac{1}{5}]$ from top to bottom.

(a) **Left panel:** $T = 1$. At large times, the correlator saturates for $\omega > 0$, while it diverges linearly for $\omega = 0$. The inset shows, for $\omega = 0$, the early-time behaviour $C^{(s)}_+ \sim t^2$. The violet and red curves correspond to $\sim t^2$ and $\sim t$ behaviour, respectively and are guides to the eye.

(b) **Right panel:** $T = 0$. The correlator saturates for $\omega \neq 0$ but grows logarithmically for $\omega = 0$ (the red-dashed line is a guide to the eye). The inset shows again the short-time behaviour for $\omega = 0$ and the violet curve $\sim t^2$ is a guide to the eye.

3. Finally, we illustrate some aspects of the non-markovian noise correlator (3.29). Consider a single QHO, described by the QLE (1.2), but with the noises (1.6). Following the lines of the treatment of section 2, the equal-time spin-spin correlator $C^{(s)}_+(t) := C^{(s)}_+(t,t)$ now becomes

$$C^{(s)}_+(t) = \frac{T}{2m} \int_0^t d\tau \int_0^\tau d\tau' \coth \left( \frac{\pi T}{\hbar} (\tau - \tau') \right) \left[ e^{-\Lambda_+(t-\tau') - \Lambda_-(t-\tau')} - e^{-\Lambda_+(t-\tau) - \Lambda_-(t-\tau)} \right]$$

(4.17)

where $\Lambda_\pm$ are given in (2.2). For notational simplicity, and analogously to section 2, the initial conditions were chosen such that the non-stationary terms vanish.\[\footnote{The first-order equations (1.2,1.6) readily lead to a convergent integral representation of the correlator $C^{(s)}_+(t)$ without the need of an explicit regularisation.}

In figure 4 we illustrate the time-dependence of $C^{(s)}_+(t)$, for several values of $\omega$ and for two values of $T$ (units are such that $\hbar = 1$).

(A) The case $\omega > 0$ corresponds to a harmonic coupling. In this case, for both $T = 0$ and $T = 1$, the correlator saturates rapidly, although the absolute scales are different. On the other hand, if one were to consider the QLE (1.2) of the harmonic oscillator with a classical white noise instead, from (2.34) we would have found the constant $C^{(s)}_+ = T/(m\omega^2)$. The values of that constant indeed agree with the plateau values of the left panel in figure 4. Hence, for a finite temperature $T > 0$, the effect of the quantum correlator (1.6) disappears after a finite cross-over time and for sufficiently large times, the system effectively behaves...
as if it were classical. For \( T = 0 \), however, the values of the stationary correlator \( C_{+}^{(s)}(\infty) \)
are distinct from the classical values and the saturation occurs much faster.

(B) The case \( \omega = 0 \) can either be interpreted as a critical mode of a spin system or else as a diffusing quantum particle. In the latter case, \( C_{+}^{(s)}(t) = \langle r^2(t) \rangle \) can be interpreted as the variance of the displacement of the quantum particle. Here, we find an important qualitative difference as a function of \( T \). For \( T = 1 \), the long-time variance \( C_{+}^{(s)}(t) \sim t \)
as for a classical particle (left panel), whereas for the case \( T = 0 \) a logarithmic growth \( C_{+}^{(s)}(t) \sim \ln t \)
typical for quantum diffusion [36] is found (right panel).

In the insets, for \( \omega = 0 \) the early-time behaviour \( C_{+}^{(s)}(t) \sim t^{2/z} \) is further illustrated. For both \( T = 0 \) and \( T = 1 \), an effectively ballistic behaviour with dynamical exponent \( z = 1 \)
is seen. This persists until the particles begin to encounter the obstacles created by the interactions with the bath. For \( T = 1 \), one finds the cross-over to classical behaviour with \( z = 2 \) while for \( T = 0 \) one crosses over to quantum diffusion where \( C_{+}^{(s)}(t) \sim \ln t \)
grows logarithmically [36] and effectively \( z = \infty \).

Turning now to the quantum spherical model, one has the QLE eqs. (4.2), with the noise correlators (3.29) for each mode, but with an extra factor \( \delta(q + q') \). These modes are coupled by the spherical constraint, which in momentum space can be formally written as

\[
\int \frac{d^d q}{(2\pi)^d} \tilde{C}_{+}^{(s)}(t, t; q, -q) = 1 .
\]

This makes the the spherical parameter \( \tilde{z} = \tilde{z}(t) \) time-dependent. As a consequence, the matrix equation (4.2) cannot be solved by a formal matrix exponentiation. In principle, more elaborate tools such as a Magnus expansion or scaling ansätze should be tried but an explicit solution of (4.2) is still unknown. If such a solution could be found, solving eq. (4.18) would determine the Lagrange multiplier \( \tilde{z}(t) \). Since the form of this equation is likely to be very different from the Volterra integral equations found for the classical spherical model [57, 33], its solution \( \tilde{z}(t) \) should also be different from the classical result. We hope to return to this difficult open problem elsewhere.

Although the response functions do not depend explicitly on the noises, they do contain the Lagrange multiplier \( \tilde{z}(t) \). Therefore, via the spherical constraint (4.18), the quantum noises will influence the long-time behaviour and the dynamical scaling of the two-time responses \( R^{(s,p)}(t, t') \).

5 Concludendum est

We presented attempts for an axiomatic construction of quantum Langevin equations. These have been based on four physical requirements which appeared reasonable to us, namely (A) canonical equal-time commutators, (B) the Kubo formulæ for spin and momentum, (C) the virial theorem and (D) the quantum fluctuation-dissipation theorem. The central role of the QFDT in this discussion stems not only from its recognised fundamental importance in quantum statistical mechanics [37, 71, 28] but also from its being an immediate consequence of an important dynamical symmetry for quantum equilibrium states [62, 2]. We used the harmonic oscillator equations of motion (1.2) as a scaffold to derive the second moments of the two noises
This form was motivated by the study of Bedeaux and Mazur [4, 5] although it turned out that their specific proposal (1.3), which is markovian, should be seen as a semi-classical description, since it only satisfies the criteria (A,B,C) while the condition (D) can only be satisfied in the classical limit \( \hbar \to 0 \). Furthermore, their noise correlators do depend on the specific model parameters \( m, \omega \) of the harmonic oscillator and there is no obvious generalisation beyond this specific model. On the other hand, not requiring the Markov property from the outset does lead to a different approach where the noise correlators (1.6) (i) are model-independent and only contain bath properties (e.g. the temperature \( T \)) and the ohmic dissipation constant \( \lambda \) (ii) are non-markovian as required from the validity of the quantum fluctuation-dissipation theorem for all \( \hbar > 0 \). The noise correlators (1.6) are equivalent to the well-known second-order quantum Langevin equation of FKM, of a particle in an external potential [25, 27, 71]. It follows that the quantum noise correlators can indeed be derived from an Caldeira-Leggett-type independent oscillator model of the bath [25, 26, 27, 31, 71]. Still, the present re-derivation of a well-established result is of interest since the implicit assumptions behind each derivation are not entirely identical: while the derivation according to FKM [25, 26, 27] considers a particle in an arbitrary potential \( V(s) \) and assumes explicitly a bath made from harmonic oscillators, our approach focusses on a single harmonic oscillator and proceeds to specify the second moments of the noise correlators, but does not assume neither gaussianity nor anything else specific about the bath. These two approaches produce the noise correlators (1.6,3.28) which are mathematically equivalent. It follows that the respective auxiliary assumptions are not really required. Hence the noise correlators (1.6) should be generally valid for the description of quantum dynamics, both for arbitrary potentials \( V(s) \) as well as for a bath with non-harmonic degrees of freedom. In addition, the four properties (A,B,C,D) should be viewed as built-in features of Caldeira-Legget-type oscillator models of the bath. The present formalism also makes the symplectic structure more explicit.

On the other hand, different choices for the noise correlators are possible. Indeed, their generic form can be described in terms of two anti-symmetric functions \( \chi(t) \) and \( \psi(t) \) (see appendix C) and two symmetric functions \( \alpha(t) \) and \( \beta(t) \) (see section 3.4), but these functions do contain the specific model parameters \( m, \omega \). All four criteria (A,B,C,D) are satisfied by these solutions but whose applicability is restricted to the harmonic oscillator. Eq. (1.6) is merely the only solution which does not depend on these parameters. Additional physical criteria, beyond considerations of maximal simplicity, are required to further specify these functions left undetermined and not contained in the Ford-Kac-Mazur construction [25, 26, 27].

We also used the quantum spherical model as an illustration how to set up the quantum equations of motion for an analysis of the long-time relaxational properties of this many-body problem. It turns out that such a constrained quantum dynamics leads to a formidable problem which has obtained a lot of attention, already since the early days of Dirac [19] and has been actively discussed recently, see e.g. [64, 68, 69, 35] and references therein. We presented a simple scaling argument which focusses on the long-time limit where an effective constrained Langevin equation should become more easily treatable. Work along these lines is in progress, with the aim of studying non-mean-field many-body quantum dynamics in higher spatial dimensions.
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Appendix A.

We recall known results on three formulæ from quantum statistical mechanics. The notation will be adapted such as to be in agreement with the definition \(3.1\) of the Fourier transform.

A.1 Kubo formula

The Kubo formulæ are a generic result of linear-response theory, even outside a stationary state. For a quantum-mechanical system, its well-known time-dependent form is \[15\]

\[
R(t - t') = \frac{2i}{\hbar} \Theta(t - t') C_-(t, t') = \frac{2i}{\hbar} \Theta(t - t') \frac{1}{2} \langle [s(t), s(t')] \rangle \tag{A.1}
\]

where for the sake of notational simplicity, we restrict attention to the response of a magnetic moment with respect to its canonically conjugated magnetic field.

In frequency-space, and for a stationary state, the commutator is written as follows

\[
\frac{1}{2} \langle [\tilde{s}(\nu), \tilde{s}(\nu')] \rangle =: \tilde{C}_-(\nu, \nu') =: \delta(\nu + \nu') \tilde{C}_-(\nu) \tag{A.2}
\]

Using \(3.1\), the Kubo formula \(A.1\) becomes, if only \(t - t' > 0\)

\[
\frac{1}{\sqrt{2\pi}} \int_{\mathbb{R}} \langle \nu \rangle e^{i\nu(t-t')} \tilde{R}(\nu) \geq \frac{2i}{\hbar} \frac{1}{2\pi} \int_{\mathbb{R}} \langle \nu \rangle e^{i\nu(t-t')} \frac{1}{2} \langle [\tilde{s}(\nu), \tilde{s}(\nu')] \rangle = \frac{2i}{\hbar} \frac{1}{2\pi} \int_{\mathbb{R}} \langle \nu \rangle e^{i\nu(t-t')} \delta(\nu + \nu') \tilde{C}_-(\nu) = \frac{2i}{\hbar} \frac{1}{2\pi} \int_{\mathbb{R}} \langle \nu \rangle e^{i\nu(t-t')} \tilde{C}_-(\nu) \tag{A.3}
\]

where \(A.2\) was used in the second line. Since this holds for all \(t - t' > 0\), we have the relation between the amplitudes

\[
\tilde{R}(\nu) \geq -\frac{2}{\hbar i} \sqrt{2\pi} \tilde{C}_-(\nu) \tag{A.4}
\]

which we shall need below in the derivation of the QFDT. Momentum responses are treated analogously.

A.2 Virial theorem

The virial theorem is a well-known result of equilibrium statistical mechanics, with many important applications \[38, 60\]. A first quantum-mechanical derivation was given by Fock \[24\]. Consider a system of \(N\) interacting particles with masses \(m_n\), and with the hamiltonian

\[
H = \sum_n \left( \frac{\hat{p}_n^2}{2m_n} + V(\{x_n\}) \right) \tag{A.5}
\]

Use the momentum operator \(p_n = \hbar \frac{d}{dx_n}\) and define \(\mathcal{V} := \sum_n x_n p_n\). This gives

\[
\frac{d\mathcal{V}}{dt} = \frac{i}{\hbar} [H, \mathcal{V}] = 2T - \sum_n x_n \frac{dV}{dx_n} \tag{A.6}
\]
where \( T = \frac{1}{2} \sum (p_n^2 / m_n) \) denotes the kinetic energy. In a stationary state, with the quantum-mechanical average \( \langle \cdot \rangle \), one has \( \frac{d\rho}{dt} \equiv 0 \), hence \( 2 \langle T \rangle = \langle \sum_n (x_n \frac{dV}{dx_n}) \rangle \). Furthermore, if the potential is harmonic of degree \( \alpha \) in all its arguments, that is \( V(\lambda x_n) = \lambda^\alpha V(x_n) \) with \( \lambda > 0 \) and for all \( x_n \) with \( n = 1, \ldots, N \), this implies the virial theorem

\[
\langle T \rangle = \frac{\alpha}{2} \langle V \rangle
\] (A.7)

Such stationary averages exist for \( \alpha > -2 \). For the harmonic oscillator, \( \alpha = 2 \), hence \( \langle T \rangle = \langle V \rangle \). If the system is a single harmonic oscillator, with \( H = \frac{p^2}{2m} + \frac{m \omega^2}{2} x^2 \), eq. (A.7) becomes \( \langle p^2 \rangle = m^2 \omega^2 \langle x^2 \rangle \), or alternatively \( \mathcal{C}_+(p)(t,t) = m^2 \omega^2 \mathcal{C}_+(s)(t,t) \) as quoted in the main text.

For extensions to relativistic quantum mechanics, see [15].

### A.3 Kubo-Martin-Schwinger relation and the QFDT

Following [15], we recall the derivation of the Kubo-Martin-Schwinger (KMS) relation for two-time quantities and use it to obtain the quantum fluctuation-dissipation theorem (QFDT).

At equilibrium, quantum correlators between the time-dependent observables \( A, B \) are defined as

\[
C_{AB}(t,t') = \langle A(t)B(t') \rangle := \frac{1}{Z} \text{tr} (A(t)B(t')\rho(0))
\] (A.8)

where \( \rho(0) = \exp (-H/T) \) is the density matrix and \( Z := \text{tr} (\rho(0)) \). In the Heisenberg representation, \( A(t) = e^{i/\hbar \hat{H}t} A(0) e^{-i/\hbar \hat{H}t} \). Then the quantum correlator can be re-expressed as follows

\[
C_{AB}(t,t') = \frac{1}{Z} \text{tr} \left( B(t') \; e^{-H/T} e^{i/\hbar \hat{H}t} A(0) \; e^{-i/\hbar \hat{H}t} \right)
\] (A.9)

Symmetrising with respect to the times, the Kubo-Martin-Schwinger relation [A.9] becomes

\[
C_{AB}(t - \frac{i\hbar}{2T}, t') = C_{BA}(t', t + \frac{i\hbar}{2T})
\] (A.10)

In order to obtain the QFDT, we specialise to the case when \( A = B \) and consider

\[
C_{AA}(t,t') = \frac{1}{2} \langle \{ A(t), A(t') \} \rangle + \frac{1}{2} \langle [ A(t), A(t') ] \rangle =: C_+(t,t') + C_-(t,t')
\] (A.11)

Specifically, we shall take \( A = s \) or \( A = p \) in the text. Herein, \( C_+(t,t') = C_+(s,t) \) is symmetric and \( C_-(t,t') = -C_-(s,t) \) is antisymmetric. Then the KMS relation [A.10] is

\[
C_+ \left( t, t + \frac{i\hbar}{2T} \right) + C_- \left( t, t + \frac{i\hbar}{2T} \right) = C_+ \left( t - \frac{i\hbar}{2T}, t' \right) + C_- \left( t - \frac{i\hbar}{2T}, t' \right)
\] (A.12)
We use the symmetry and antisymmetry to recast this as
\[ C_+ \left( t + \frac{\i}{2T}, t' \right) - C_+ \left( t - \frac{\i}{2T}, t' \right) = C_- \left( t + \frac{\i}{2T}, t' \right) + C_- \left( t - \frac{\i}{2T}, t' \right) \]
Next, use the Kubo formula (A.1) and the stationarity of \( C_+ = C_+(t - t') \) and \( R = R(t - t') \) at equilibrium. This gives
\[ C_+ \left( t - t' + \frac{\i}{2T} \right) - C_+ \left( t - t' - \frac{\i}{2T} \right) = -\frac{\i}{2} \left( R \left( t - t' + \frac{\i}{2T} \right) + R \left( t - t' - \frac{\i}{2T} \right) \right) \]

Fourier-transforming with respect to \( \tau = t - t' \), via (3.1), produces the QFDT
\[ \frac{\partial}{\partial \nu} \left( \frac{\hbar}{2T} \right) \hat{C}_+ (\nu) = \frac{\i \hbar}{2} \hat{R}(\nu) \quad \text{(A.13)} \]
Finally, using the Kubo formula (A.4) brings the QFDT into the form
\[ \frac{\hat{C}_+ (\nu)}{\hat{C}_- (\nu)} = -\frac{1}{\sqrt{2\pi}} \coth \left( \frac{\hbar \nu}{2T} \right) \quad \text{(A.14)} \]
which is required in the text. Eq. (A.14) shows that \( \hat{C}_+^{(s)} / \hat{C}_-^{(s)} = \hat{C}_+^{(p)} / \hat{C}_-^{(p)} \) is independent of the observable and only contains properties of the bath, as it should be.

**Appendix B. Computation of an integral**

We calculate the inverse Fourier transformation of (3.25) and derive (3.29). Then the subtle point of singular contributions to these inverse Fourier transforms is treated.

**B.1 Regular functions**

Consider
\[ \langle \{ \eta_s(t), \eta_p(t') \} \rangle = \frac{1}{2\pi} \int_{-\pi}^{\pi} \int_{-\pi}^{\pi} \text{d} \nu \text{d} \nu' \ e^{\nu t + \nu' t'} \langle \{ \hat{\eta}_s(\nu), \hat{\eta}_p(\nu') \} \rangle \]
\[ = \frac{1}{2\pi} \int_{-\pi}^{\pi} \int_{-\pi}^{\pi} \text{d} \nu \text{d} \nu' \ e^{\nu t + \nu' t'} \frac{\hbar \lambda}{\i} \coth \left( \frac{\hbar \nu}{2T} \right) \delta(\nu + \nu') \]
\[ = \frac{\hbar \lambda}{2\pi \lambda} \int_{-\pi}^{\pi} \text{d} \nu \ e^{\nu (t - t')} \left[ \coth \left( \frac{\hbar \nu}{2T} \right) - \text{sign} \nu + \text{sign} \nu \right] \]
\[ = \frac{\hbar \lambda}{2\pi \lambda} \int_{-\pi}^{\pi} \text{d} \nu \ e^{\nu (t - t')} \text{sign} \nu + \frac{\hbar \lambda}{2\pi \lambda} 2 \int_{0}^{\infty} \text{d} \nu \ \sin (\nu (t - t')) \left[ \coth \left( \frac{\hbar \nu}{2T} \right) - \text{sign} \nu \right] \quad \text{(B.1)} \]
where (3.25) was used in the second line. In the last line, we separate into two contributions: (i) a singular integral which must be interpreted as a distribution and (ii) a regular convergent term, where the antisymmetry of the integrand was also used when retaining only the principal value of that second integral. This second term is given by the identity \[\text{[55] eq. (2.5.46.17)}\] \[\int_{0}^{\infty} \text{d} x \ \sin (bx) \left[ \coth (ax) - 1 \right] = \frac{\pi}{2a} \coth \left( \frac{\pi b}{2a} \right) \left( \frac{1}{b} \right) \quad \text{(B.2)} \]
\[^{12}\text{The entry is labelled incorrectly (2.5.46.7) in [55]. It corrects errors in [34] (17.33.26) and [23] (2.9.3).} \]
The first term in \((B.1)\) is evaluated as a distribution \([32, \text{p. 173}]\): \[ \int dx \, e^{ix} \text{sign } x = 2i\sigma^{-1}. \] We then obtain
\[
\langle \{ \eta_s(t), \eta_p(t') \} \rangle = \frac{h\lambda}{\pi} \frac{1}{t-t'} - \frac{h\lambda}{\pi} \frac{1}{t-t'} + \lambda T \coth \left( \frac{\pi T}{\hbar} (t-t') \right) \tag{B.3}
\]
which is \((3.29)\) in the main text. We point out that the singular terms, arising in the intermediate states of the calculation, cancel in the final result.

Alternatively, the result \((B.3)\) can be obtained from the identity \([1, (4.3.91)]\)
\[
\coth \frac{h\nu}{2T} = \lim_{\epsilon \to 0^+} \frac{2T\nu}{\hbar} \frac{1}{(\nu + i\epsilon)(\nu - i\epsilon)} + 2 \sum_{n=1}^{\infty} \frac{1}{(\nu + iv_n)(\nu - iv_n)}, \quad \nu_n = \frac{2\pi T}{\hbar} n \tag{B.4}
\]
Then, for \(\tau > 0\)
\[
\langle \{ \eta_s(\tau), \eta_p(0) \} \rangle = \frac{h\lambda}{2\pi i} \int_{\mathbb{R}} d\nu \, e^{i\nu \tau} \coth \left( \frac{h\nu}{2T} \right) \left( \frac{\nu}{\nu + i\epsilon}(\nu - i\epsilon) + \sum_{n=1}^{\infty} \frac{2\nu e^{i\nu}}{(\nu + iv_n)(\nu - iv_n)} \right)
\]
\[
= \frac{\lambda T}{i\pi} \lim_{\epsilon \to 0^+} \int_{\mathbb{R}} d\nu \left[ \frac{e^{-i\epsilon \nu}}{2i\epsilon} + \sum_{n=1}^{\infty} \frac{2i\nu_n e^{-i\nu_n \tau}}{2i\nu_n} \right]
\]
\[
= 2\lambda T \left[ \frac{\nu}{\nu} + \sum_{n=1}^{\infty} \exp \left( \frac{2\pi T \tau}{\hbar} \right) \right]
\]
\[
= \lambda T \coth \left( \frac{\pi T}{\hbar} \tau \right) \tag{B.5}
\]
where the integrals are re-expressed as contour integrals which are closed in the upper complex \(\nu\)-plane such that only the poles with positive imaginary part will contribute. The last sum in the 4th line is evaluated using the geometric series. Since the result is anti-symmetric in \(\tau\) (as it should be), one can continue it to the domain \(\tau < 0\).

**Comment:** the above derivation implicitly assumes that both times are strictly real. If for reasons of causality, a small imaginary part is introduced, viz. \(t - t' \mapsto t - t' + i\epsilon\), one has the identity \(\frac{1}{\tau + i\epsilon} = P \frac{1}{\tau} - i\pi \delta(\tau)\) \([32]\), where \(P\) denotes the principal part, such that \((B.3)\) would be replaced by
\[
\langle \{ \eta_s(t), \eta_p(t') \} \rangle = \frac{h\lambda}{\pi} (-i\pi \delta(t-t')) + \lambda T \coth \left( \frac{\pi T}{\hbar} (t-t') \right) \tag{B.3'}
\]
and \((1.6)\) would turn into
\[
\langle \eta_s(t)\eta_p(t') \rangle = \frac{\lambda T}{2} \coth \left( \frac{\pi T}{\hbar} (t-t') \right), \quad \langle \eta_p(t)\eta_s(t') \rangle = -ih\lambda \delta(t-t') - \frac{\lambda T}{2} \coth \left( \frac{\pi T}{\hbar} (t-t') \right) \tag{B.6}
\]

### B.2 Essential singularities and singular contributions

The presentation given in the above sub-section concentrates on the situations where all variables are finite. However, there are certain essential singularities, which must be described
in terms of singular functions (i.e., distributions). Reconsider the average anti-commutator \( \langle \eta_\alpha(\tau), \eta_\beta(0) \rangle \) = \( \frac{h}{2\pi} J(\frac{h}{2\pi}, \tau) \). The integral \( J(a, \tau) \) is recast into a scaling from as follows, where \( a \geq 0 \) is admitted throughout.

\[
J(a, \tau) := \int_{\mathbb{R}} d\nu \, \coth(\alpha \nu) \frac{e^{i\nu \tau}}{i} = \int_{\mathbb{R}} d\nu \, \mu(\nu) \frac{\coth \alpha |\nu|}{\nu^2} \sin \nu \tau
\]

\[
= \int_{\mathbb{R}} d\nu \, \mu(\nu) \left[ \frac{\coth \alpha |\nu|}{\nu^2} - 1 \right] \sin \nu \tau + \int_{\mathbb{R}} d\nu \, \mu(\nu) \sin \nu \tau
\]

\[
= \frac{2}{\tau} \left[ 1 + \frac{\tau}{a} \int_{\mathbb{R}} dx \frac{e^{-x}}{\sinh x} \sin \left( \frac{x}{a} \right) \right]  = \frac{1}{\tau} J \left( \frac{\tau}{a} \right) \tag{B.7}
\]

where in the third line, the singular integral was expressed as a distribution [32, p. 174]. The scaling function \( J(y) \) is well-defined for all finite values of \( y \), but has an essential singularity at \( y \to \infty \).

For the discussion of the physical properties in terms of the scaling variable \( y = \tau/a \), we shall throughout fix \( \tau \) and consider the limits \( a \to 0 \) and \( a \to \infty \), respectively. First, for \( a \to \infty \), one can straightforwardly expand in \( 1/a \), with the result, using [32, (2.4.10.14)] and [11, (23.1.3)]

\[
J(a, \tau) \approx \frac{2}{\tau} \left[ 1 + \frac{\tau}{a} \int_{\mathbb{R}} dx \frac{e^{-x}}{\sinh x} - \frac{1}{6} \left( \frac{\tau}{a} \right)^4 \int_{\mathbb{R}} dx \frac{e^{-x}}{\sinh x} + O(a^{-6}) \right] \]

\[
= \frac{2}{\tau} \left[ 1 + \frac{\tau^2}{12} \left( \frac{\tau}{a} \right)^2 - \frac{\tau^4}{720} \left( \frac{\tau}{a} \right)^4 + O(a^{-6}) \right] ; \quad a \to \infty \tag{B.8}
\]

Second, for \( a \to 0 \), rapid oscillations cause that the main contribution to the integral comes from around \( x \approx 0 \). Expanding \( e^{-x}/\sinh x \simeq x^{-1} - 1/3 + x^2 + O(x^3) \), the leading behaviour is described in terms of distributions

\[
J(a, \tau) \approx \frac{2}{\tau} \left[ 1 + \frac{1}{2a} \int_{\mathbb{R}} dx \left[ \frac{1}{x} - 1 + \left( \frac{|x|}{3} \right) + \ldots \right] \mu(\nu) \sin \left( \frac{x}{a} \right) \right] \]

\[
= \frac{\pi}{a} \mu(\nu) \sqrt{a \delta(\tau)} + O(a^2) ; \quad a \to 0 \tag{B.9}
\]

where again [32, p. 174, eqs. (17,19,21)] was used (the prime indicates the derivative). We also see that the terms of order \( 1/a \), which arose in \( \text{eqs. (B.7)} \) as distributions, cancel. For the calculation of derivatives of \( J(a, \tau) \), the property \( \partial_{\tau} \mu(\nu) = \sqrt{a \delta(\tau)} \) [32, p. 22] must be used.

Similarly, we consider the integral

\[
I(a, \tau) := \partial_{\tau} J(a, \tau) = \int_{\mathbb{R}} d\nu \, \coth(\alpha \nu) e^{i\nu \tau}
\]

\[
= \frac{2}{\tau^2} \left[ -1 + \left( \frac{\tau}{a} \right) \int_{\mathbb{R}} dx \frac{xe^{-x}}{\sinh x} \cos \left( \frac{x}{a} \right) \right] = \frac{1}{\tau^2} J \left( \frac{\tau}{a} \right)
\]

\[
\approx \begin{cases} 
\frac{2\pi}{a} \delta(\tau) - \frac{2\pi}{3} a \delta''(\tau) + \ldots & ; \quad a \to 0 \\
\frac{2\pi}{a} \left[ -1 + \frac{\pi^2}{12} \left( \frac{\tau}{a} \right)^2 - \frac{\pi^4}{240} \left( \frac{\tau}{a} \right)^4 + \ldots \right] & ; \quad a \to \infty 
\end{cases} \tag{B.10}
\]
which arises from the noise anticommutator \( \{ \zeta(\tau), \zeta(0) \} \). The asymptotic forms (3.10) can either be derived analogously as before or by direct differentiation from (3.8, 3.9), together with the identity \( \partial_\tau (|\tau|^n \text{sign } \tau) = n|\tau|^{n-1} \), for \( n \in \mathbb{Z} \) and \( n \neq 0 \) [32] p. 52, eq. (10).

**Appendix C. More details on noise commutators**

We analyse generic noise commutators

\[
[\tilde{\eta}_s(\nu), \tilde{\eta}_s(\nu')] = \delta(\nu + \nu')i\hbar \tilde{\psi}(\nu) , \quad \left[ \tilde{\eta}_p(\nu), \tilde{\eta}_p(\nu') \right] = \delta(\nu + \nu')i\hbar \tilde{\chi}(\nu) \quad (C.1)
\]

along with \( \left[ \tilde{\eta}_s(\nu), \tilde{\eta}_p(\nu') \right] = \delta(\nu + \nu')i\hbar \tilde{\kappa}(\nu) \), instead of (3.4), where \( \tilde{\psi} \), \( \tilde{\chi} \) and \( \tilde{\kappa} \) are unknown functions. With the definition (3.11), the spin-spin and momentum-momentum correlators read

\[
\tilde{C}_s(\nu) = \frac{\delta(\nu + \nu')i\hbar \sqrt{\pi/2}}{(\omega^2 - \nu^2) + \lambda^2 \nu^2} \left( 2 \tilde{\chi}(\nu) + (\lambda^2 + \nu^2) \tilde{\chi}(\nu) + \frac{i\nu + \lambda}{m} \tilde{\kappa}(\nu) + \frac{i\nu - \lambda}{m} \tilde{\kappa}(-\nu) \right) \quad (C.2)
\]

\[
\tilde{C}_p(\nu) = \frac{\delta(\nu + \nu')i\hbar \sqrt{\pi/2}}{(\omega^2 - \nu^2) + \lambda^2 \nu^2} \left( 2 \tilde{\chi}(\nu) + m^2 \omega^2 \tilde{\psi}(\nu) + im \omega^2 \nu (\tilde{\kappa}(\nu) + \tilde{\kappa}(\nu)) \right) \quad (C.3)
\]

Since the choice of the average noise correlators does not affect the response functions (3.10), a necessary requirement of the validity of the Kubo formulæ, see (2.24), is that (3.12) holds true, viz. \( \tilde{C}_s(\nu) \overset{!}{=} m^2 \omega^2 \tilde{C}_s(\nu) \) (recall again (3.11)). This leads to the condition, for all \( \nu > 0 \)

\[
\nu^2 \tilde{\chi}(\nu) + m^2 \omega^2 \tilde{\psi}(\nu) + im \omega^2 \nu (\tilde{\kappa}(\nu) + \tilde{\kappa}(-\nu)) \\
\overset{!}{=} \omega^2 \tilde{\chi}(\nu) + m^2 \omega^2 (\lambda^2 + \nu^2) \tilde{\psi}(\nu) + m \omega^2 \left( i\nu (\tilde{\kappa}(\nu) + \tilde{\kappa}(\nu)) + \lambda (\tilde{\kappa}(\nu) - \tilde{\kappa}(\nu)) \right) \quad (C.4)
\]

The most simple solution is (which is independent of the model parameters \( \omega, m \))

\[
\tilde{\chi}(\nu) = \tilde{\psi}(\nu) = 0 \quad , \quad \tilde{\kappa}(\nu) - \tilde{\kappa}(\nu) = 0 \quad (C.5)
\]

Hence the form of the noise commutator correlations assumed in (3.4), with \( \tilde{\kappa}(\nu) \) even, is the most simple formulation of a necessary condition for the validity of the Kubo formulæ. This further implies that the commutator \( \left[ s(\tau), p(0) \right] \) is even in \( \tau \), as illustrated in fig. 2.
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