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Abstract 

Electrical tomography relies on a new generation of non-intrusive soft-field imaging modality which 

is used for imaging internal material distribution. The main purpose of this research is to investigate 

the feasibility of using electrical tomography for multiphase flow measurement within the petroleum 

industry.  Accurate in-line multiphase flow measurement is of paramount relevance for the industry to 

face the current global oil market challenges due to its potential to decrease operational and 

development costs.  

The use of tomography techniques for multiphase flow measurement in the petroleum industry, which 

has not been fully explored in the literature, provides opportunities to extract key information that can 

assist with the fundamental understanding of multiphase flows that are found at various stages between 

the well and the service station pump. Tomography based measurements can be used to improve, 

develop, or validate empirical flow transport equations as well as to enhance measurement accuracy.  

This work is focused on the design and application of an electromagnetic induction meter and an 

electrical capacitance tomography system for the investigation of co-current hydrocarbon flow in 

horizontal pipelines.  It has been conjectured that magnetic induction tomography may eventually be 

an attractive and low-cost alternative to multiphase flow imaging. The work addresses the challenges 

of multiphase flow measurement and gives an insight into the use of tomography technologies for flow 

regimes identification, in situ phase fractions, and flow velocity information. This is achieved by 

numerical modelling and experimental work.  

The developed electromagnetic induction-based meter consists of a novel hardware design and data 

analysis approach which allows the simultaneous extraction of information of conductive and non-

conductive fluid species whose electrical properties correspond directly to real field industrial 

applications.   

In this work, interface profiles are extracted from tomography measurements which allows 

instantaneous flow pattern identification. Analysis of the experimental data reveals a recently studied 

intermittent flow regime structure, whose interactions between the fluids are detailed. The distribution 

of the phases was found to depend on the inlet conditions and the ratio of inertial to gravity forces 

given by the Froude number. This characterisation of the flow structures has a significant effect on the 

flow transitions with potential extended. 

Results of this work broaden the operational limits of both electrical capacitance tomography (ECT) 

and electromagnetic induction tomography (MIT) by enlarging their operational envelopes. It is 

concluded that provided the noise in the data acquisition system remains within a certain level, single-
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pair electrical capacitance measurements can be used for non-intrusive measurement of flow with high 

water contents within a conduit. Furthermore, MIT has the potential to differentiate between non-

conductive species for bulk conductivities below 0.6 Sm-1. However, imaging small permittivity 

changes in a conductive medium is unfeasible, as the changes in conductivity dominate the induced 

signal. This problem may be overcome by using a multimodal approach combining ECT and MIT for 

low and high-water contents, respectively.  
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𝐴 Magnetic vector potential 

𝐴𝑟⃗⃗ ⃗⃗⃗ Reduced magnetic vector potential 

𝐴𝑠⃗⃗⃗⃗⃗ Magnetic vector potential due to the current source 

𝐴𝑑𝐵 Absorption loss 

𝐵⃗⃗ Magnetic Flux 
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𝐷𝑐 Coil outer dimension 
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𝐹𝑟 Froude Number 
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𝑔 Gravitational constant 
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𝐻⃗⃗⃗ Magnetic Field 

𝐻𝑖 Incident magnetic Field 

𝐻𝐿 Liquid holdup 

𝐻𝑡 Transmitted magnetic Field 

𝐼 Electrical current  

𝐈 Identity Matrix 

𝐉 Jacobi Matrix 

𝐽 Current density 

𝐽𝑖 Induced current density performance factor 

𝑀𝑑𝐵 Multiple reflection loss 

𝑀⃗⃗⃗ Magnetisation vector 

𝑛̂ Normal vector 

𝑛𝑐 Number of sensors 

𝑁 Number of turns 

𝑁𝑅𝑒 Reynolds Number 

𝑁𝑊𝑒 Weber Number 

𝑄 Flowrate 

𝑅 Spatial Resolution 

𝑅𝑑𝐵 Reflection loss 

𝑅𝑥 Receiving coil 

𝑠 Covariance 

𝑆𝑖 Sensitivity performance factor 

𝑇𝑥 Transmitting coil 

𝑈𝑚 Mixture velocity 

𝑈𝑔𝑠 Gas superficial velocity 

𝑈𝑜𝑠 Oil superficial velocity 

𝑈𝐿𝑠 Liquid superficial velocity 

𝑉 Voltage 

𝑉𝑖 Voltage performance factor 

𝑊𝑡 Total mass ratio 

α Regularisation parameter 
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𝛼 Volumetric fraction 

δ Skin depth 

𝜀 Permittivity  

𝛾 Interfacial tension 

𝜙 Scalar potential 

Γ Boundary 

𝜇 Fluid Viscosity / Magnetic Permeability 

 Reluctivity 

𝜈 Velocity 

𝜌 Density 

ρ Spearman correlation coefficient 

𝜎 Electrical conductivity 
𝜑 Pipe inclination 

𝜔 Angular frequency 

 Imaging region 

 

Abbreviations and terms: 
AC Alternating Current 

CEM Computational Electromagnetics  

CI Confidence Interval 

CMU Capacitance Measurement Unit  

ECT Electrical Capacitance Tomography 

e.m.f. Electromotive force  

EMT Electromagnetic Tomography  

EMIT Electromagnetic Inductance Tomography 

FE Finite Element  

FEM Finite Element Method 

FS Full slug 

GCS Gas-core slug 

IBC Impedance Boundary Condition 

ID Inner diameter 

IPT Industrial Process Tomography 

LBP Linear Back Projection 

MFM Multiphase Flow Measurement 

MIT Magnetic Induction Tomography  

OD Outer diameter 

PML Perfectly Matched Layers 

PVC Poly Vinyl Polymer 

SE Shielding Effectiveness 

sf Stand-off distance 

TBC Transition Boundary Condition 

VIA Vertical Interconnected Access  

WMS Wire Mesh Sensor 

WTI West Texas Intermediate is a grade of crude oil used as a benchmark in oil pricing 

  

 

Glossary terms: 
ANOVA. Statistical technique that indicates whether two variables (one independent and one 

dependent) are related based on whether the means of the dependent variable are different in the 

categories or groups of the independent variable. 

Capacitance. Property of bodies to maintain an electric charge. The capacitance is a measure 

of the amount of electrical energy stored for a given electrical potential difference. 
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Coil. Electromagnetic structures constructed form successive turns of wire in the form of a spiral 

or helix. 

Confidence Interval.  Measure of the degree of uncertainty in a sampling method by referring 

to the probability that a population parameter will fall between two set values. 

Descriptive statistics. Statistic methods that describe the data. 

Electric conductivity. Represents the ability of a material to conduct electric current. 

Froude number. Ratio of inertial forces to gravity forces -strongly relevant for wave structures. 

Holdup. The volume locally occupied by the liquid component of a multiphase flow, relative to 

the total volume at a given position.   

Inferential statistics. Use data to draw inferences (i.e., derive conclusions) or to make 

predictions.  

Permittivity. A measure of the electric polarizability of a dielectric material. A material with 

high permittivity polarizes more in response to an applied electric field than a material with low 

permittivity, thereby storing more energy in the electric field. 

Plug flow. Type of flow pattern of intermittent sequence of liquid slugs followed by short gas 

bubbles flowing at the top of the pipe 

Q-factor. Quality factor of an inductor, defined as the ratio of reactance of the coil to its 

resistance at a given operating frequency 

Reynolds number. Ratio of dynamic forces to viscous forces and -relevant to turbulence onset 

and structure. 

Skin effect. Tendency of an alternating electric current to become distributed within 

a conductive medium such that the current density is largest near the surface of the material, and 

decreases with greater depths in the medium. 

Slip velocity. Velocity difference between the different phase components of a multiphase flow. 

Slug flow. Type of flow pattern of intermittent sequence of liquid slugs followed by longer gas 

bubbles flowing through a pipe. 

Standard Deviation. A statistical measure of the spread of a set of samples. 

Superficial velocity. Velocity that one phase of a multiphase flow would have if it travelled 

alone and completely filled the pipe. 

Volumetric flowrate.  The volume of fluid flowing through a cross-section of a pipe per unit  

Time. 

Volume fraction. Is the volume flowrate of one of the phases of a multiphase flow, relative to 

the total multiphase volume flowrate.  
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Chapter I Introduction 

During the past decades, industrial systems have been subjected to automation, on what has been called 

the Second Industrial Revolution, Industry 4.0 [1].  The Oil and Gas Industry is not alien to this 

worldwide common interest for process optimisation via system automation. Automation technology 

creates opportunities to increase accuracy, reduce cost, increase uptime and improve safety across the 

full oil and gas lifecycle [2]. This includes the upstream and midstream sectors encompassing 

production and transport processes, which are dominated by the presence of multiphase mixtures. 

Fluids flowing from an oil reservoir to the surface, in the upstream production sector, undergo 

accentuated drops in pressure and temperature. These changes lead to variations in the flow regime, 

ranging from a single-phase liquid, for near the wellbore production pipes in unsaturated reservoirs, 

to several types of multiphase configurations in the upstream facilities of the production sector, with 

mixtures of gas, liquids and solids. Furthermore, the concentration of the phases in the multiphase 

mixture varies throughout the reservoir life. Increasing gas and water fractions is inherent in mature 

fields, as is the need for enhanced oil recovery. These conditions give rise to varying flow patterns and 

unstable flow conditions [3].  

The transport of hydrocarbons is an essential activity in the production sector of the petroleum 

industry, with the costs of new pipelines accounting for up to 60% of a project development costs [4]. 

Understanding multiphase flow behaviour is, therefore, of paramount importance for cost savings, 

systems optimisation, increased operational integrity, and reduced energy and environmental impact. 

The complex phenomena of multiphase flow transport have yielded numerous challenges to the 

industry. Limitations arise when the production characteristics, for which the pipeline and process 

facilities were designed, change. These changes can develop from long-term reservoir production or 

instantaneous volumetric increments due to, for example, intermittent flow. In addressing this, the 

development of Multiphase Flow Measurement (MFM) technologies have been a major focus within 
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the industry, growing exponentially since the mid-’90s. There is a general recognition of the benefits 

that flow meters provide to the petroleum industry in terms of cost reduction, process simplification 

and optimisation opportunities [3]. This embracement of MFM applications is closely related to the 

need for accurate and fast flow measurement. It is precisely in this necessity that tomography 

measurement technologies find their niche of application. Accurate flow measurement allows to 

reduce measurement uncertainty associated with improper placement of monitoring device; 

environmental effects on measurement instruments, such as pressure considerations or flow pattern 

dependency; drift of an instrument between successive calibrations; electrical interference with 

electronic components; and/or variation between the calibration and usage conditions. The present 

research proposes alternative technologies that could complement traditional flow meters. It can 

reduce the measurement uncertainty related to the intrinsic processes conditions while leveraging on 

available high temporal resolutions able to capture relevant multiphase flow phenomena.    

The present chapter serves as an introduction to the research subject. The background of the research, 

presented in Section 1.1, aims to address the relevance of the research topic within the discipline of 

multiphase flow measurement. Section 1.2 provides the research motivation and discusses the gap that 

the research intends to address. Subsequently, the main aim of the thesis is discussed in Section 1.3, 

along with the research objectives. The questions that the present work tries to answer are then 

outlined. The novelty and deliverables of the present work are discussed in Section 1.4, followed by 

the thesis organisation in Section 1.5.    

1.1 Background 

MFM technologies have the capability of measuring the flow rates of each individual phase in a 

multiphase flow.  Traditionally, processing of the multiphase mixture produced from wells takes place 

in centralised facilities where the heavier stream is separated, settled and collected from the bottom 

section of separator vessels [5][6]. The use of flow meters reduces the hardware requirements by 

replacing test separators and avoiding dedicated test lines. MFM also provides continuous well 

monitoring, which gives access to real-time data in contrast to the cumulative volumes at discrete 

times. This enables improved decision-making processes and production optimisation. 

A global solution for multiphase flow meters does not exist, yet various metering developments 

address specific industrial applications. The intrinsic characteristics of the petroleum industry demand 

that measuring devices meet high standards in terms of robustness, accuracy, and processing speed. 

This provides opportunities on the prospective use of tomography technologies.  
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Imaging or tomography techniques have witnessed significant advancement and applications from the 

first quarter of the XXth century when they were employed for earth exploration until their recent use 

in bioscience and medicine. Traditionally, tomographic technology has had a significant presence in 

the medical industry [7], but an increasing interest has been witnessed during the past decade targeting 

industrial applications. Industrial Process Tomography (IPT) comprises a series of technologies whose 

operating principle is based on the use of remote sensors to acquire data, which in most cases is 

inaccessible, from the cross-section of a vessel or pipe to obtain quantitative measurements of the 

properties of the materials. Even though the concept of tomography in process engineering is far from 

new, recent developments in digital electronics and computational capacities have positively impacted 

their application reach. 

IPT provides a broad range of opportunities for process control by encompassing multiphase flow 

metering and process monitoring. The selection of particular tomography techniques is limited by the 

properties of the materials to be analysed, the dynamics of the process, the process environment and 

the length scale of the phenomena to be monitored [7].  

Previous investigations on tomography techniques for multiphase fluid assessment have identified 

specific application niches for various IPT technologies for industrial application related to MFM [8]–

[10]. However, there is little evidence of previous use of electromagnetic-based tomography systems 

to monitor dynamic multiphase flow processes. Furthermore, the novelty of IPT techniques and the 

limited available literature, provide room for further evaluation on the capabilities of electric 

tomography techniques, e.g. Magnetic Induction Tomography (MIT) and Electrical Capacitance 

Tomography (ECT). 

This research aims to develop a tomography-based system to monitor multiphase flow transport 

through pipelines. In doing so, the work addresses the capabilities of the instruments to measure and 

characterise multiphase flow mixtures. A better understanding of the multiphase flow phenomena 

leverages the optimisation of the highly interconnected complex transport systems and hence of the 

production process, which have an immediate impact on the production value chain. 

1.2 Project motivation  

Accurate prediction of flow patterns, pressure drop, and liquid holdup is of paramount importance in 

multiphase flow transport. In the Oil and Gas industry, most of the flow transport systems have been 

either designed or operated using empirical flow correlations. However, empirical correlations are 

limited to process conditions similar to those at which they were derived. In recent years mechanistic 

models, based on mathematical description of the physical phenomena, have gained ground on the 
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estimation of pressure drops and the prediction of flow regimes. This practice, however, is only valid 

when there are no perturbations that alter the flow, and therefore the steady-state equations and the 

simplifying assumptions can provide a fairly good approximation. This gap between the theoretical 

approach and the real behaviour of hydrocarbon flow transport creates room for a better understanding 

of the multiphase phenomena, which is intended to be addressed as part of this project by means of a 

novel approach for the characterisation of hydrocarbon mixtures using tomography-based MFM.  

The selection of the measurement principle exploited in present work responds to the necessity to 

address some of the industry challenges. In the market, there are various commercial MFM metering 

solutions. Many of them combine capacitance, microwaves, ultrasound, and nuclear sources to 

measure multiphase flow. However, their limited operational envelope due to multiple operational 

factors, including inner scale build-up and limited range and gas content [11], enable the application 

of other measuring techniques, like IPT. Previous studies on IPT have proven the feasibility of the use 

of tomography for phase recognition and flow measurement [8] [11] [12] [13]. Regarding the former, 

in controlled laboratory conditions, complex flow regimes have proven to be difficult to detect and 

classify even with the aid of high-speed cameras. The use of IPT can be of great value in assessing 

multiphase flow mixtures, as they provide high temporal resolution and allow non-intrusive 

visualisation of the multiphase flow phenomena with an adequate spatial resolution. IPT has the 

potential to provide the means to identify flow patterns that other measurement methods cannot infer. 

The knowledge derived from flow pattern identification could potentially decrease the uncertainty of 

the measurement from traditional multiphase flow meters. Considering this, the present work proposes 

the use of tomography measurements to identify flow patterns based on the contrasts of the properties 

of the fluids.   

This work is the first attempt to use electrical properties from low contrast mixtures to extract detailed 

simultaneous information in multiphase flows. For this, a MIT for measurement of low conductivity 

contrast mixtures was designed and manufactured. The research aims to redefine the operational 

envelope and application of electric tomography by encompassing flow pattern recognition algorithms 

and high-speed measurements.  

The proposed research on the combined use of MIT and ECT for enhanced oil-water and oil-gas 

mixtures is not only feasible given the existing knowledge, but it will also contribute to a better 

understanding of the transport process of hydrocarbon mixtures at field conditions. 



5 

 

1.3  Aims and objectives 

Electromagnetic induction systems are sensitive to the electrical conductivity of fluids, a measurement 

that, although feasible, has challenged the scientific community. The most advanced tomography 

techniques either fail to accurately detect conductivity or rely on nuclear sources.  Electromagnetic 

induction-based technologies, such as MIT, have previously been used for phase recognition under 

static and semi-static conditions. However, MIT technology is still novel, and so, further research must 

be conducted to enable MIT meters to meet the industry requirements regarding real-time data 

acquisition and sensitivity.  

This reality prompts the present research, which aims to develop a tomography-based measurement 

system to monitor multiphase flow transport processes. To achieve this, six objectives have been 

drawn as follows: 

• Investigate different geometries of coil arrays and electromagnetic shield for the intended 

application. 

• Evaluate the effect that the design of the various hardware components has on the 

performance of electromagnetically induced signals.  

• Study the capabilities of electromagnetic measurements for conductive and non-conductive 

fluids. 

• Develop an electromagnetic induction-based metering system for multiphase flow 

monitoring. 

• Conduct experimental trials in flow rigs to establish the operability envelope and capability 

of the metering systems. 

• Characterise multiphase flow dynamics based on tomography imaging measurements. 

The present work addresses the fundamental questions below.  

• What is the potential for tomography systems to address the challenges faced by the industry 

for multiphase flow measurements in terms of environmental impact, deployment, and costs? 

• What are the design parameters of the sensors and electromagnetic shields that enable MIT 

systems to detect, recognise and identify key features of multiphase flow? 
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• What are the practical limitations that the intrinsic measurement principles, and hence 

operational envelop, of MIT and ECT pose for the use for multiphase processes? 

• How do MIT and ECT conductivity and phase fraction measurement compare to reference 

process monitoring techniques? 

• What is the future direction of IPT for MFM? 

1.4  Novelty and deliverables 

The research conducted is based on original prototype design and encompasses empirical work that 

has not been undertaken before and original interpretation of results that provides novel knowledge on 

intermittent flow patterns and electric-based multiphase flow measurements, as in Chapter VIII and 

Chapter VII, respectively.  

The design of the hardware prototype encompasses a series of design premise, manufacturing 

techniques, and materials that allows, for the first time, the implementation of the MIT technology in 

an industrial environment. In this regard, the hardware design has been patented under the applications 

GB1810735.9 [14], where the PhD candidate is a co-inventor. The MIT sensor design has also been 

submitted for IP protection under the application number GB1810733.4 [15]. The main contribution 

from the present research to the patent documents above is based on the numerical model used for the 

sensor selection following the work presented in Chapter III, Chapter IV and Chapter V. Details of the 

contributions are found in Appendix A and Appendix B. 

The present work studies an alternative data acquisition method using secluded capacitance 

measurement sensors, which led to enhanced operational envelops of present ECT technology, as 

demonstrated in Chapter VI.  

A novel approach for flow pattern characterisation combining tomography measurements and an 

automatic flow pattern recognition algorithm is used here for the first time. This resulted in a thorough 

characterisation of a recently identified flow pattern with relevant implications in flow regime 

prediction and measurement accuracy as detailed in Chapter VIII.  

An original interpretation of shielding materials for low radio frequencies is presented here alongside 

novel statistical-based models for sensor design. This work has the potential to be used for MIT 

prototype design without the need to solve the full electromagnetic Forwards Problem or to conduct 

extensive empirical analyses.   
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As a result of the work above, the research has been published in five peer-reviewed journals and 

presented in three international conferences (refer to Appendix A). In this sense, the sensor design 

in Chapter IV is published in Journal Measurement Science and Technology [16] and the study on 

attenuation materials for the shield design in Chapter V is disclosed in a manuscript published in the 

IEEE sensor journal [17]. The multimodal Gamma-ray and Electric Capacitance approach detailed in 

Chapter VI is published in the proceedings for the 2020 IEEE International Instrumentation & 

Measurement Technology Conference [18]. The proof of concept derived from the results in Chapter 

VII are publicly available in IEEE Access [19] and the intermittent flow characterisation from Chapter 

VIII are published in the Journal of Natural Gas Science and Engineering [20]. 

1.5  Thesis organisation 

It is intended in the following chapters to conduct an investigation that achieves the proposed 

objectives. After an introductory Chapter I, which addressed the motivation and intention of the 

present research, Chapter II gives an overview of the application niche where this research sits and 

reviews the principles of operation of tomography meters, focusing on the governing physics of 

electromagnetic induction, treated in Chapter III by solving the Forward Problem through Finite 

Element Method (FEM). These chapters are intended as an introduction to the hardware design, 

operability and implementation addressed in the remaining chapters. 

Electromagnetic measurement is highly sensitive to external interference and capacitive coupling, 

which can cause large measurements errors. Consequently, a comprehensive hardware design is 

provided in Chapter IV and Chapter V. Chapter IV focuses on the sensor design and characterises its 

performance capabilities based on various sensor geometries. This section intends to provide the 

reader with tools to design MIT sensors without the need to solve the full electromagnetic Forward 

Problem. Chapter V addresses electromagnetic shielding and provides an overview of the shielding 

mechanisms of interest for the intended application.  

At this stage, we have an electromagnetic instrument, whose measurements are chain-traced to 

reference measurements and legacy meters in Chapter VI. In Chapter VI dielectric and conductivity 

measurements are contrasted, and the operational boundaries for MIT and ECT are challenged. The 

emphasis in the chapter, as elsewhere, is on measurement accuracy and traceability, which underlie 

the flow measurement and characterisation presented in the final chapters. 

Chapter VII expands the applicability of electromagnetic measurements beyond conductivity contrast 

measurements. In this section, a comprehensive evaluation of the measured signals proves the 

feasibility of the use of MIT for three-phase flow characterisation. 
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Chapter VIII is devoted to flow pattern identification. The point is to show the potentiality of 

tomography systems for flow regime characterisation, to ultimately result in enhanced measurement 

accuracy. As part of this section, an intermittent flow pattern is characterised, including the transition 

boundaries based on empirical work and mechanistic criteria. 

The conclusions and recommendations are addressed in the final Chapter IX. To avoid repetition and 

allow easy location of relevant literature, the reference list has been placed at the end of the document, 

followed by the Appendixes. Appendix A provides a summary of the publications derived from this 

work, Appendix B details the filed patent documents, and Appendix C summarises the numerical 

models used throughout this thesis.  
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Chapter II Literature Review 

2.1 Introduction 

This chapter presents an overview of the challenges that the petroleum industry faces and portrays the 

niche application through which multiphase flow measurement has aided the industry to decrease 

production and development costs. The relevance of flow pattern characterisation for accurate 

multiphase flow measurement is addressed here. A review of relevant literature on multiphase flow 

measurement within the oil and gas industry is provided, with a focus on a new generation of non-

intrusive meters based on electrical tomography.  

The present chapter describes how the output from tomography systems can be exploited for oil and 

gas process monitoring based on either tomographic reconstructed images or through raw electrical 

measurements. The principle of operation of electromagnetic induction systems, hardware setups, and 

data processing through the resolution of electromagnetic governing equations are addressed 

following.   

The chapter is organised as follows. Section 2.2 provides an overview of the petroleum industry that 

serves to identify the challenges of the industry and contextualise the role of MFM within it, as 

discussed in Section 2.3. The opportunities for Process tomography for MFM are addressed in Section 

2.4. Section 2.5 describes Electrical Tomography together with technologies of interest based on 

electromagnetic induction and electrical capacitance metering. The governing principles of 

electromagnetic induction measurement are detailed in Section 2.5, together with concepts of Forward 

and Inverse Problems. Finally, Section 2.6 summarises the topics discussed in this chapter and 

provides the justification of the methods and design premises undertaken in the remainder of the thesis.  
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The present chapter is partly published in the proceedings of the ICESF-19 [21]. 

2.2 Petroleum industry: an overview 

The oil industry faces significant challenges imposed by the global market and the finiteness of the 

resources. From Figure II-1, it is evident that the rate of discoveries of reservoirs and the world oil 

consumption show opposite trends. This reality yields the consensus within the energy community 

that, at the present rate, oil production will reach a historic maximum before 2050 [22]. After a global 

production peak, the world oil offer would unavoidably decline, leading to an increase in prices of 

fossil fuels and adding to the already volatile oil price market.  

Since the early seventies, the oil price has largely fluctuated, with a historic record variation registered 

during the year 2008 (see Figure II-1). In July of 2008, the oil price peaked at nearly USD135/bbl, the 

highest ever registered, before dropping by 69% by the end of the same year, following turmoil in the 

Middle East. Similarly, a 20% drop over a month is currently unfolding within the petroleum market, 

triggered by the coronavirus Covid-19 epidemic of January 2020. This shows that the volatility of the 

oil prices is caused not only by the market forces of supply and demand, but also by other aspects like 

economic and political stability, climate station changes, and geopolitical strategies, which are key in 

the establishment of the oil price [23] [24].  

 
Figure II-1. Historical figures of world annual oil production, rate of discovery of resources and oil prices  

Source: EIA (2019, p.1), IEA (2017, p.1), Rodrigue, J. (2016, p. 1.), & BP (2018, p.14.) [25][26][27][28] 
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Production depletion rates from marginal fields and geopolitics are difficult to predict, yet technology 

development can play a mitigating role in the challenges that the petroleum industry faces. Technology 

developments in the petroleum industry are fuelled by the need to make marginal fields more cost-

effective, to exploit reservoirs in difficult physical environments, e.g. in deep-water offshore fields, to 

reduce development costs, and to improve the energy efficiency and sustainability of fields [29]. Of 

particular interest are the challenges associated with production from mature fields, where increasing 

gas and water fractions create complex flow phenomena and unstable flow conditions which require 

flexible multiphase solutions.  

2.3 Multiphase flow 

Fluid flow transport from oil reservoirs to surface facilities comprises the simultaneous movement of 

varying fluids types and phases through pipelines. Typically, a combination of oil, gas and water flows 

are present throughout the petroleum industry value chain. Other phases, like organic and inorganic 

particles, are also common. Examples of multiphase flows are gas-liquid flows, liquid-solid flows, 

immiscible liquid-liquid flows, and gas-liquid-liquid flows, which can be co-current or counter-current 

at any given point of the process. Unlike single-phase flows, which represent the simplest 

configuration and can be described by the Navier-Stokes equations, the analysis of multiphase of flow 

is more complex. Multiphase flow entails interaction between the different phases, which yield 

momentum and mass transfer, dynamic phase distributions, and varying interfacial forces. The 

measurement and analysis of multiphase flow are particularly complex due to the different spatial 

distribution of the phases that can arise in the piping system. These configurations, known as flow 

regimes, represent the particular distribution of the phases as they flow together in the pipe and can 

significantly vary depending on the process conditions and the characteristics of the multiphase flow 

system. 

The classification of multiphase flow in pipelines has undergone significant research resulting in 

numerous flow pattern maps as described in detail in Chapter VIII. Commonly, flow classification 

depends on two main conditions, namely, the fluid species and the flow direction. The identification 

of dynamic flow regimes is an arbitrary process traditionally done via visual observation of the flow 

spatial arrangements. The flow regimes are characterised based on intermittency, scale, and structure. 

This process is time-consuming, and observations are limited to what can be seen through a transparent 

pipe wall. The drawback of optical techniques is that complex or detailed flow configurations that are 

not visible using the human eye or machine vision could lead to misinterpretation. Examples of flow 

structures whose externally visible assembly may not be entirely representative of the overall flow 
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configuration include fluids with significant bubble structures or opaque fluids, and in particular 

oilfield multi-phase flows [30]. 

Most flow pattern maps found in the literature are based on empirical work where flow regime zones 

are assembled based on superficial velocities or average velocities. These types of maps are restricted 

to the conditions and fluid properties for which the map was developed. A more generic approach, 

with potential broader applicability, is that of flow pattern maps based on dimensionless numbers, i.e. 

velocity ratios, fluid correction factors, or dimensionless numbers. Of these, the use of dimensionless 

numbers, that correlate the forces governing the systems, has been found to have enhanced 

applicability over a wider range of operational conditions [31]. Dimensionless numbers like Reynolds, 

Weber, Froude, or Eotvös have been successfully used to characterise both gas-liquid flow dispersions 

patterns [32][33] and liquid-liquid flow in horizontal pipes [31].  

Prediction of flow patterns is key in the design and operation of surface facilities, e.g. separation 

capacities, equipment sizing, pipeline cleaning frequency, etc. Furthermore, the accuracy of existing 

MFM technologies are susceptible to the spatial distribution of the phases within the pipe. Hence, 

accurate flow patterns identification is of major relevance in MFM with extended impact over forecast 

of oil and gas production throughout the reservoir life [34].  

The development of new technologies has aided petroleum companies to shift their traditional 

production schemes and face the challenges described above and in Section 2.2. Significant savings 

in exploration and production activities have been reported due to the use of innovative technologies 

[35], MFM being one of them.   

Having said that, the complexity and dynamicity of the multiphase flow structures impact on the 

accuracy of available flow measurement technologies [36], leading to measurement uncertainties 

ranging from 5% to 20% or more on each of the flowing phases. These uncertainty values exceed 

the level of accuracy that is, in general, agreed for production allocation (±95%98%) [3]. There is, 

however, not a firm threshold of what constitutes an ‘acceptable level of uncertainty’ as to date no 

international regulation for MFM accuracy is available. Yet, to the author’s knowledge, the flow 

measurement community has been working on an international standard for MFM, an initiative led by 

TUV-NEL, that should be made available in the near future. 

2.3.1 Multiphase flow measurement  

MFM is key in providing solutions to the oil and gas industry by enabling alternative production 

scheme strategies. These new schemes result in an increasing number of developments of subsea 

resources and co-mingled production which means that there is no longer the possibility to separate 
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oil, gas, and water before metering for production allocation or fiscal purposes. In this regard, MFM 

enables fast production allocation yielding an increasing number of company alliances to share 

production and transport facilities in order to continue producing from depleting marginal fields or to 

exploit in increasingly deeper waters economically. MFM allows continuous well monitoring which 

provides higher resolution of the information compared with random well testing with a test separator. 

Furthermore, MFM allows production allocation, which provides a survey of the reservoir life [35], 

optimises the overall cost-revenue of oil production, replaces bulky well-test separators, and reduces 

the development footprint, of great significance in offshore facilities [36] [37]. 

MFM comprises a large number of measurement principles. Multiphase flow meters, that rely on phase 

separation prior to flow measurement, generally use a single-phase flowmeter, like vortex or Coriolis 

flowmeters, to measure the gas phase, and phase fraction measurement via impedance or microwave, 

for example, to determine the spatial distribution of the liquid stream. These techniques are usually 

combined with a velocity measurement for flowrate computation, typically via a Venturi tube [36]. By 

separating the phases, the complexity and challenges imposed by the dynamicity of the flow in the 

temporal and spatial domain are decreased if not eliminated. Ultimately, separation of the phases 

yields high accuracy measurements (typically ±0.25% rate for oil and ±1% rate for gas) and is feasible 

by using readily available single-phase technologies. In this sense, the accuracy of  Venturi tubes 

ranges around 1.0 to 2.0, whereas Coriolis meters provide accuracies as high as 0.05% [38].      

Multiphase flow meters that do not account for upstream phase separation use techniques such as IPT 

for phase fraction measurement combined with velocity measurements, e.g. cross-correlation, for 

flowrates determination. The benefits of in-line non-intrusive multiphase flow measurements come at 

the cost, of reduced accuracy when contrasted to single-phase measurement. In this regard, 

independent tests of multiphase flow meters performance reported in the literature state uncertainties 

in the measurement of volumetric gas flowrate and volumetric liquid flowrate under controlled 

conditions of ±8.78% to ±10% and ±3.5% to ±5%, respectively [36].  

Section 2.3.1.1 discusses some of the most commonly MFM technologies available in the market. It 

is noteworthy that every commercial solution responds to a unique design, with significant differences 

in the way the raw measurements are combined and the intrinsic premise for flowrate determination.  

2.3.1.1 MFM market 

Ever since the implementation of early generations of MFM in oil fields, the use of flowmeters has 

exponentially increased, as seen in Figure II-2. Furthermore, the size of the global market for MFM 

reached $7,500 Million in 2018 and is expected to grow at a 5.9% compound annual growth rate in 

the following five years [39]. This is partly due to MFM being essential within the petroleum industry 
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for many field developments to measure production in real-time and continuously monitor well 

performance.      

 
Figure II-2.  Worldwide multiphase flow measurement trends showing installed units and the size of the market 

Adapted from Falcone, G and Harrison, B 2011:4 and kbv research [online: https://www.kbvresearch.com/flow-meters-

market] 

 

 

The complexity of the multiphase phenomena within the oil production system precludes the 

development of a generic MFM solution enveloping all possible conditions. However, different MFM 

solutions have found various application niches and the variety of technologies in the market 

demonstrates this. A thorough review of the MFM solutions proved challenging due to in-house 

developments and the limited commercial information available. However, as the result of retrieving 

available data online and interviews with manufacturers, Table II-1 summarises the meters currently 

available on the market to the best of the author’s knowledge. Meters under development are not 

included, such as those from iPhase Ltd [40] and LeEngSTAR Technology [41].  

Table II-1 classifies commercial MFM systems according to a) the type of flow conditioning; b) the 

use of gamma sources and; c) intrusiveness as proposed in [36] [42]. It can be seen that a majority of 

the available technologies are either intrusive or use some radiation source, which limits their extended 
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Table II-1. Multiphase flow measurement solutions available in the market 

MFM 

solution 
Manufacturer Measurment principle 

Flow 

conditioning 

Gamma 

source 

Intrusive 

Flowatch3I  Pietro Fiorentini - Venturi 

-Impedance  

-Velocity (via sensor cross-correlation) 

No No No* 

Flow-

itometer 

ITS -Electric Resistance tomography 

-Electric Capacitance Tomography 

No No No 

APL-C-900 ATOUT Electric Capacitance Tomography No No No 

ADMAG 

series 

Yokogawa Dual frequency capacitance meter No No No 

Flowatch 

HS  

Pietro Fiorentini - Venturi 

-Impedance  

-Velocity (via sensor cross-correlation) 

- Gamma densitometer 

No Yes No* 

Roxar 2600 

MFM 

Roxar-Emerson - Venturi 

- Electrical impedance 

-Gamma densitometer (alternative non-

gamma solution available) 

No Yes No* 

Vx Spectra Schlumberger -Gamma spectroscopy 

-Venturi 

No Yes No* 

MPM FMC 

technologies 

-Multimodal tomography (gamma 

detector & radiofrequency dielectric 

measurment) 

No Yes No* 

C6+ 

CR6+ 

ESMER -Cone meter 

-Impedance measurment 

-Infrared transmitter 

No No Yes (cone) 

iVIM TEA Sistemi -Orifice meter 

-Water cut sampling 

No No Yes 

(Orifice) 

VEGA TEA Sistemi Isokinetic sampling (flow mixed and 

sampled) 

Isokinetic 

sampling 

No Yes 

MPFM50 AGAR 

Corportaion 

-Coriolis mass measurement 

-Venturi 

-AGAR water cut measurement 

In-line 

separation 

No Yes 

Full range 

MPFM 

Haimo -Venturi 

-Gamma ray phase fractions measurment 

-Inline sampling 

-Multivariable transmitter 

In-line 

separation 

Yes Yes 

DG6+ ESMER -Gamma ray densitomer 

-Cone meter 

-Impedance measurment 

-Infrared transmitter 

No Yes Yes (cone) 

Accuflow Accuflow The phases are separated. The single 

phases are measured through conventional 

meters, i.e. coriolis or turbine for liquid 

and vortex, turbine or ultrasonic for gas.  

Water cut measured through density 

difference or microwaves. 

In-line 

separation 

No Yes 

CCM Phase Dynamics The phases are separated. The single 

phases are measured through Coriolis 

meters. 

In-line 

separation 

No Yes 

*Technology containing a Venturi is not considered intrusive 
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2.4 MFM through tomography methods 

IPT, first introduced in the late 1980s, covers a set of the most novel MFM techniques. Tomography 

technology is based on the acquisition of signals from an array of sensors located on the perimeter of 

an imaging region, e.g. a pipeline, and the abstraction of information to build an image from the cross-

section [43]. The output from tomography systems can be either in the form of reconstructed images, 

i.e. tomograms, or in process parameters related to the fluids distribution within the imaging region, 

e.g., voltage measurements, phase angles, induced currents, etc [44] [45]. These features make them 

highly attractive for flow pattern reference and validation, particularly since most of the existing 

multiphase flow meters are flow regime dependent [36].  

There are three main principles of operation of IPT systems (see Table II-2). The operation of acoustic 

based tomography differs significantly from the tomography technologies used in this thesis [7] and 

is outside the scope of the present study. For tomography systems based on electromagnetic radiation, 

otherwise known as hard tomography, the only factor that can affect the strength of the transmitting 

signal along a straight path is the material along the imaging path, regardless of its position [46]. Hard 

tomography based on radiation attenuation methods are well studied for the determination of the gas 

fraction distribution in two-phase gas-liquid flows, and are known to give reliable measurements [47]. 

Comparisons with soft tomography technology (ECT) shows excellent agreement [47][48], and will 

be used further in this thesis for instrument calibration.  

The measurement principle of soft tomography methods relies on the measurement of electrical 

properties of the material in the imaging region. Conversely to hard tomography, the transmitting 

signal in soft tomography is significantly affected by the position of the sensors and the distribution 

of electrical parameters in the surrounding area.  

Soft tomography systems, which do not rely on nuclear sources, offer the opportunity of similar 

metering accuracy as existing systems but with substantially less environmental impact and greater 

ease of deployment and maintenance, which results in lower costs. Furthermore, given the intrinsic 

operation principle of tomography techniques, the technology offers significant advantages for MFM. 

The measurement outputs, i.e. tomograms, are reconstructed images of the distribution of the phases 

within the pipe derived from the real-time measurement of the sensor array. Tomograms have the 

potential to be used for reference and validation of existing multiphase flowmeters, most of which are 

flow regime dependent. In this sense, flow pattern recognition from tomography measurements could 

increase the accuracy of the flow measurement by determining the relationship between the volumetric 

distribution of each phase for every time frame and the outputs from the independent flow meters. As 

stand-alone flow meters, tomography technologies leverage on the complex spatial distribution of the 
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phases in the pipe to measure the flow velocity. This is done by using parallel measurement planes 

and cross correlating the transit time of the dynamic structures between the twin measurement planes. 

Table II-2. Principles of operation for process tomography 

Principle Practical realisation Comments 

Electromagnetic radiation Optical Temporal resolution ~ 10 ps [49] 

Optical access required 

X-ray and 𝛾-ray Temporal resolution ~ 20 ms [50] 

Radiation confinement  

Positron emission Labelled particle 

Not on-line 

Magnetic resonance Temporal resolution ~ 35-200 ms [51] [43] 

Expensive for large vessels 

Measurement of electrical 

properties 

Capacitive Temporal resolution ~ 3 ms [51] 

Suitable for small or large vessels 

Non-invasive 

Conductivity 

Inductive 

Impedance 

Acoustic Ultrasonic Sonic speed limitation 

Complex to use 

Adapted from Beck & Williams (1996: 218) 

 

The interest of the research community in this type of technology is illustrated in Figure II-3, which 

shows the rate of studies published by the International Society of Industrial Process Tomography 

(ISIPT) using soft tomography systems applied to MFM to the total number of research in other fields 

accounting for 924 publications over the period 2003-20018. The analysis of the research outputs over 

the past two decades provides evidence of an increasing amount of research in soft tomography 

metering systems targeting oil and gas flow applications.  
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Figure II-3.  Research trend showing the ratio of publications on soft-field-based meters to overall tomography studies 

based on the repository of the International Society for Industrial Process Tomography. The figures next to the markers 

are the number of publications in MFM vs the yearly total publication 

 

Current research trends also show a significant number of studies accounting for multi-modal and 

multi-spectral imaging methods that address various process monitoring. Amongst the most novel 

techniques are the combination of dual-modality tomography to reconstruct the geometric 

configuration of the inclusions inside the observation domain and to improve the typically low spatial 

resolution [52] [53] [54] [55]. This approach can be potentially useful for measurement traceability 

and validation, as explored in Chapter VI. 

2.5  Electrical Tomography 

Soft tomography comprises a series of non-intrusive techniques that rely on the sensitivity of the 

sensors to changes in the electric properties of the fluids contained within the imaging region. 

Electrical tomography comprises several non-invasive techniques that can, either separately or 

combined, address some of the shortcomings of other MFM technologies, e.g. invasiveness, use of 

nuclear sources or low temporal resolution.  

Many of the electrical capacitance techniques have been available for years for monitoring phase 

distributions. However, there is room to increase their application reach by combining them with other 

MFM technologies. The exploitation of the electrical tomography could aid improvement of flow 

measurement accuracy by incorporation of their capabilities to accurately map the distribution of the 
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phases across the pipe cross-section based on intrinsic electrical properties of the fluids. Electrical 

tomography leverages on high temporal resolutions and advancements in digital electronics and 

computational capacities. These features offer opportunities that allow the implementation of the 

multimodal measurements, which could lead to real-time measurement corrections based on 

reconstructed phase distributions, as investigated in Chapter VI and Chapter VIII.  

In electrical tomography the measurements reflect the distribution of electrical parameters withing the 

pipe in relation the by the position of the sensors. The difference between the electrical properties of 

the fluids gives rise to variations in the inter-sensor measurement. Measuring the temporal evolution 

of the phase fractions of multiphase flows can be achieved via different techniques, which rely on 

capacitive, conductive, impedance, or induction measurements [56]. Capacitive tomography or ECT, 

is a non-invasive method for determination of the dielectric permittivity distribution based on 

measurement of the capacitances between unique combinations of sensing electrodes placed around 

the perimeter of the pipe. Similarly, combined conductivity and permittivity distribution can 

theoretically be measured through MIT by measuring the changes in the phase and amplitude of an 

alternating electromagnetic field caused by eddy currents induced in the conductive species. Electrical 

impedance tomography (EIT) and Electrical Resistance Tomography (ERT) infer the electrical 

properties of the medium from measurements of inter-electrode potentials from electrodes placed in 

contact with the fluids. The key difference between EIT and ERT is that the former combines 

resistance and reactance measurements. Generally, each soft tomography technology provides 

essential information of the electrical properties of the flowing streams, however, there are some 

systems where some particular properties carry useful information hence benefiting the utilisation of 

a given technology over another or the combinations of two or more of them. The choice of the sensing 

system largely depends on the nature of the multiphase mixture, the operation conditions, the 

maintenance requirements, and the safety regulations framework. 

Therefore, each tomography technique for multiphase fluid assessment has a specific application 

niche. ECT is, for instance, the best-developed flow metering technology based on electrical 

measurements. The inter-electrode capacitance measurements of the ECT are sensitive to the 

distribution of the dielectric properties of the fluids. ECT has been largely used for imaging and 

velocity measurement of non-conducting two-phase flows [57] [58]. Among the most relevant 

applications concerning the Oil and Gas Industry, we find flow pattern identification and volumetric 

rates [59], hydrocarbon phase separation [60] [61], tanker loading [62], and the collapse of oil foams 

[63]. Given the technology readiness level and its high accuracy for measurement of flows of 

contrasting permittivity, as reported for oil-gas mixtures [64] [45], ECT is to be used in this thesis to 

advance research on oil-gas pattern identification techniques (see Chapter VIII).  
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On the opposite side of the spectrum, MIT is the most novel and least developed soft-field technology 

to date. Its development is still mostly confined to the academic research field, and it is within the aim 

of the study to characterise the features that would enable the use of the technology in industrial 

environments and to provide a prototype sensor head for industrial use (see Chapter IV and Chapter 

V).  

One of the shortcoming of the ECT is that its use for conductive phases has been restricted to mixtures 

with low water cuts [59], a feature that is further challenged in this study by contrasting its 

measurements with an MIT system. The measurement principle of MIT, based on the measurement of 

the eddy-currents induced in the conductive phase, is discussed in detail in Section 2.5.1.2.  

2.5.1 Magnetic Induction Tomography 

Nowadays, Magnetic Induction Tomography is the most widely accepted name for the tomographic 

technology that measures changes in an induced electromagnetic field. However, it can be frequently 

referred to in the literature as Electromagnetic Tomography (EMT), Electromagnetic Inductance 

Tomography (EMIT) or eddy current tomography, the latter in explicit reference to the technology 

operating principle. 

The first published studies date from the early nineties. Initial work on MIT with implications for 

industrial applications were based on metallic imaging [65]. For example, in [7] and in [66] MIT was 

used to distinguish metallic from ferromagnetic objects, in [67] and [68] molten metal flow monitoring 

was performed through MIT measurements, and in [69] the authors detected the position and assessed 

the  integrity of steel reinforcing bars embedded in concrete through MIT reconstructed images.  

These previous studies, although relevant to the development of MIT systems, have had a less 

significant impact on the use of the technology for multiphase flow measurement, given the low 

conductivity of production fluids compared to that of metallic elements. Therefore, developments in 

the medical field are the ones that are more closely related to the present case study due to the 

similarities in the conductivity of produced water to that of human tissues [70].  

A significant paper in this field was a feasibility study for the use of MIT for biomedical tissues [71] 

in which the authors were able to differentiate fat from fat-free tissue with a simple MIT system 

consisting of two coils at a frequency of 2 MHz. This research was the first publication suggesting the 

use of MIT for biomedical purposes and stimulated significant interest in the scientific community, 

although later studies questioned their results. Given the large-signal measurements reported in [71], 

Griffiths implied in [72] that there might have been significant capacitive coupling promoting the 

equipment behaving like an ECT rather than an MIT. A similar two-coil system was developed in 

[73], in which the experimental results of the variation of the sensed magnetic field in relation to the 
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conductivity of the medium were in agreement with the analytical prediction based on electromagnetic 

theory.  

The first studies to suggest potential capabilities of MIT for imaging water and oil within pipelines 

and vessels are those conducted by Albrechtsen et al. [12] and Peyton et al. [66]. The response of a 

single channel MIT system to three idealised static flow patterns (annular flow, bubble flow, and 

stratified flow) was evaluated in [12]. Based on the system response and an observed correlation 

between the positions of the coil and the fluids interphase. These first preliminary results addressing 

the possibility of MIT capabilities for phase detection were encouraging and led to a new line of 

research on the subject that had been closely related to biomedical research.  

In 2005 a study based on Finite Element Method simulations resulted in parallel excitation generating 

an even and parallel magnetic field within the pipeline interior [74]. This excitation mechanism has 

been adopted by the vast majority of the recently developed MIT systems.   

The first full MIT prototype to image sample conductivities under 10 Sm-1 was designed in [11]. The 

system allowed an accurate reconstruction of images for different fractions of the saline solution 

simulating stratified flow of an oil-gas-seawater mixture in a pipeline. Later studies identified smaller 

conductivities below 1.5 Sm-1 [8][75]. In [8],  the authors conducted a series of tests on various samples 

of conductivities ranging from 1.5 Sm-1 to 5.94 Sm-1 with total imaging area cross-sectional area ratios 

of 2.28%, 8.69%, and 14.57%. The 16 coil MIT system employed successfully reconstructed 

conductivity contrasts as low as 0.06 Sm-1 for inclusions occupying 8.69% of the imaging area.   

There is a vast number of MFM technologies that rely on secondary measurements for mass flow rate 

determination [36]. Tomography technology is not foreign to this concept [64] [72] [76] [77] [78] [79] 

[80]. Accordingly, the use of MIT as a complementary technique given its ability to recognise 

conductive fluids has also been addressed in the literature [10] [36] [81]. 

Even though there is an increasing number of studies for MIT use in flow imaging, the technology is 

still regarded as academic [82]. There is no publicly available evidence of significant industrial 

collaboration to date [78], although, to the knowledge of the author, at least two manufacturers are 

working on incorporating MIT into MFM technologies, i.e. iPhase Ltd. and LeEngSTAR Technology 

[83].  

In the latest workshop on IPT for Process Control, diverse industry sectors and members of academe 

appointed to mixing, sampling and flow monitoring as the areas of major industrial interest within the 

Oil &Gas and mining sector [84], all of which represent a potential field of application for MIT 

technology.  
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2.5.1.1 Fundamental Principles 

MIT is a tomography technology based on electromagnetic field induction. The principle of operation 

is via the energisation of a sensor array with a time-harmonic current that generates a magnetic field. 

This generated alternating magnetic field induces a voltage in the receiving coils, following Faraday’s 

Law [85]. The induced signal received by the sensing coil is directly proportional to the strength of 

the primary magnetic field. If an electrically conductive object is placed within the induced field, eddy 

currents are induced in the object, disturbing the initial field distribution and producing a secondary 

magnetic field [86]. The resultant changes are measured on the periphery of the space by an array of 

detection coils [87]. 

Consequently, the signal detected by the sensing coils in an MIT system is a combination of two 

signals. The signal from the primary field (B), and that of the induced eddy currents, also known as 

the secondary signal (∆B). The secondary signal is produced by the conduction and displacements 

currents induced in the object. The MIT signal phasor representation is illustrated in Figure II-4. 

 
Figure II-4. MIT Signal phasor representation 

Modified from Griffiths 2001 p.1127  [86] 

 

The displacement current, an apparent current produced by a time-varying electric field, creates a real 

in-phase component which is proportional to the square of the operating frequency and the 

permittivity, but it is independent of the conductivity [11]. Conduction currents give rise to an 

imaginary part that lags 90° behind the primary signal and is proportional to the conductivity of the 

object and the operational frequency [86], as expressed in Equation (1). It can be seen that the 

permittivity (𝜀) is obtained from the real part component, whereas the conductivity signal is related to 

the imaginary element [72].  

∆𝐵

𝐵
∝ 𝜔(𝜔𝜀0𝜀𝑟 − 𝑗𝜎) (1) 

where  𝐵 is the primary field,  ∆𝐵 is the secondary field, 𝜔 is the angular frequency of the excitation 

signal, 𝜀𝑟 is the relative permittivity of the medium, 𝜀0 is the absolute dielectric permittivity of vacuum 

(8.854×10-12 F.m-1 ),  𝜎 is the object electrical conductivity, and 𝑗 = √−1.  

B Re(ΔB)

Im(ΔB)ΔB

B+ΔB

 α
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In an electrically conductive medium the alternating current is distributed through the outer-most part 

of the surface. At a depth δ, known as skin depth, the current density drops to 1/𝑒 of the near-surface 

value. In cases where the skin depth of the electromagnetic field in the material is larger than the 

dimensions of the object, the magnitude of the secondary signal (∆𝐵), is much smaller than that of the 

primary field (𝐵) [73]. The secondary signal has been proven to be dominated by the object 

conductivity [7], i.e. α ≈ 90°.  The ratio of induced potential difference to primary voltage can be 

regarded as a phase measurement by Equation (2) [88] 

𝜃 = tan−1 (
∆𝑉

𝑉
) ≈ |

∆𝑉

𝑉
| = 𝑄𝜔𝜇0[𝜔𝜀0(𝜀𝑟 − 1) − 𝑗𝜎] + 𝑅(𝜇𝑟 − 1) 

(2) 

where 𝑄 and 𝑅 are geometrical constants, 𝑉 is the excitation voltage, ∆𝑉 is the difference in voltage 

induced by the secondary field ∆𝐵, and 𝜇𝑟 is the relative magnetic permittivity given by the ratio of 

the absolute permeability of the medium (𝜇) to permeability of free-space (𝜇0 = 4𝜋 × 10−7 H/m).  

∆𝑉 ≪ 𝑉, in the same way, ∆𝐵 ≪ 𝐵. A non-unity relative permeability gives rise to a non-frequency 

dependent real component. However, the absolute magnetic permeability of water and hydrocarbons 

is very small, i.e. ~1 × 10−6 H/m, and of the same order of magnitude  as is that of 𝜇0 yielding relative 

permeabilities close to unity; hence the second term on the right-hand side of (2) is often neglected. 

This is referred to as the eddy-current approximation. However, theoretically, the real and imaginary 

parts of the phase measurement can be used for imaging permittivity and conductivity distributions 

within the imaging region, respectively, as addressed in Chapter VII. 

The distribution of the magnetic field, represented by the set Maxwell’s Equations, is discussed in 

Section 2.5.1.3. This set of equations describe the distortion of the primary field due to the excitation 

frequency, electrical conductivity, magnetic permeability, size, shape, and position of the conductive 

object relative to that of the surrounding coils. Maxwell’s equations are based on an uniform 

distribution of the object conductivity 𝜎 and permeability 𝜇 and assume the relative permittivity to be 

constant while neglecting free charges [7]. Electromagnetic metering is only feasible for wavelengths 

several orders of magnitude larger than the dimensions of the object space (see Equation (3)).  

𝜔 ≪
2πc

𝑙
 

(3) 

where c is the speed of light and 𝑙 is the maximum width of the imaging area. 

The detection of induced eddy currents is closely related to the operating frequency and the depth of 

penetration of the magnetic field into the conductive object, i.e., skin depth (δ). The skin depth at the 
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operational frequency, from (4),  must be comparable to the sensor dimensions for the secondary field 

to be detected [7]. 

δ = √
2

𝜔𝜇𝜎
 

(4) 

Note that objects with low conductivities would require high excitation frequencies (in the low 

megahertz range) to give considerably small skin depth.    

It has been demonstrated that there is a substantial increase in signal amplitude when imaging water 

samples (0.011 Sm-1) as the excitation frequency is increased beyond 1 MHz [12]. Hence, to ensure a 

detectable signal at the receiving end for measurement of low conductivity contrasts, such as in 

multiphase flow, higher excitation frequencies than for other industrial applications are used [72].  

Even though a high-frequency operation is desirable because the signal level from the object increases 

with increasing induced frequency, the induced frequency must be kept below that of the resonance 

level of the coils to decrease the effect of capacitive coupling [89]. Capacitive coupling at high 

operating frequencies arises when the excitation coil not only induces a magnetic field but also radiates 

an electric field that is capacitively detected by the sensors. Various unwanted coupling mechanisms 

can originate in MIT systems, i.e. direct capacitive coupling, capacitive excitation-detection, 

capacitive excitation-inductive detection, and inductive excitation-capacitive detection. The latter, 

even though smaller than the former, may become significant when the object is close to the coils [90].  

Capacitive coupling can be attenuated by electrostatic screening and grounding [66] [72] [75] [88] 

[90] [91] [92] [93] [94] [95] as detailed in Chapter V.  

2.5.1.2 MIT System Configuration 

The main elements of a typical MIT system are illustrated in Figure II-5. The system consists of three 

subsystems, namely the hardware array, the interface electronics, and the processing computer [92]. 

The hardware array is composed of the transmitting and receiving sensors, the sensor-pipe fastening 

system and the electromagnetic shield.   
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MIT Hardware Data aqcuisition

Processing Computer

 

 

Figure II-5. Block Diagram configuration of an MIT system 

(Adapted from Williams & Beck 1995:88) 

 

 

The following steps constitute the general procedure for tomography imaging, excluding hardware 

preparation. 

i. Define the experimental setup including hardware configuration, operating frequency, and 

input signal.  

ii. Develop a numerical model that represents the physical problem to solve. 

iii. Solve the electromagnetic Forward Problem which relates the measurements in the imaging 

area to the electrical properties of the medium (see Section 2.5.1.2. A). 

iv. Analyse the sensitivity of the signals from the receiving sensors to the measured values and 

distribution of electrical properties and build a sensitivity map.  

v. Measure the amplitude and phase of the voltage induced in the receiving sensors. 

vi. Apply an inverse algorithm to compute the conductivity distribution from the measured 

signals and build a reconstructed image, i.e. tomogram.  

The Inverse Problem and image reconstruction above are usually post-processing stages performed 

offline in the processing computer. Details of the electronic components and circuitry are outside the 

scope of this study. However, detailed background on MIT electronic developments is presented in 

Section B below.  

A. MIT Hardware configuration 

Given the dependence of the MIT signal on the physical configuration of the conductive object to 

achieve good image quality, the system must be designed to account for a number of field 

measurements and of spatially distinct field strength profiles, namely, projections [92]. For process 

applications, it is recommended to use an arrange of coils, which enhances the spatial resolution by 

covering a larger perimeter and providing a greater number of independent measurements [66]. Early 

Excitation signal
Receiving signal
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MIT developments incorporated dual coil arrays [12] [71] [89]. However, enhanced measurement 

accuracy has been accomplished by surrounding the imaging area with an array of coils. The MIT 

system from The University of Aveiro was the first prototype to consider a multipole arrangement to 

scan low conductive materials [66]. In parallel, the University of Manchester developed a multipole 

MIT system with a parallel excitation field that accounted for simultaneous coil excitation allowing 

high spatial independence and measurement with high central detectability [65] [93]. Most recent MIT 

system developments are equally based on arrays of coils surrounding the perimeter of the imaging 

area in various configurations, i.e. angular interleaved excitation-receiving coils [93] [96], parallel 

large excitation coils [92], planar rectangular coils [92] [93] [97], concentric pairs of coils [66] [88] 

[92] [94], circular array of exchangeable coils [11] [81] [95], Archimedean-shaped coil [98] or parallel 

arrays of excitation and receiving coils [99], see Figure II-6. The arrays of coils are designed aiming 

for a configuration that provides enhanced accuracy. 

 

     

 

(a) (b) (c) (d) (e)  

Figure II-6. Coil configurations of (a) a dual coil array, (b) multipole coils. (c) angular interleaved coils (bottom – 

crosswise circular exchangeable array), (d) concentric arrangement, and (e) circular exchangeable array 

 

The sensitivity of the electromagnetic measurements is affected by the various hardware 

characteristics. Considering a solenoidal array of air-core coils, the optimal number of turns in the 

coils is closely related to the inductance and the input impedance. It can be found that at high 

frequencies, the parasitic capacitance resonates with the inductance, altering the ideal behaviour of the 

coil [11] [13] [95].  The selection of circular helix coils for MIT is not well developed in the literature. 

Few studies addressing the enhanced designs of excitation coils are available. The features addressed 

are changes in coil radius, length, architectural construction [98] and assembly [88] [95]. An 

improvement in the system’s sensitivity was reported when the radius of the solenoid increases, while 

in contrast, the sensitivity declines with increasing solenoid length [98]. 

Furthermore, the performance of MIT devices is closely related to the insulation of the system from 

the interference of external electromagnetic fields and the presence of capacitance coupling. Wei and 

Excitation coil
Receiving coil
Multipole coil
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Wilkinson [95] reported difficulties during their experimental tests due to capacitive coupling and the 

noise induced by the associated instrumentation, which was not properly screened, thus affecting the 

system readings.  

Successful elimination of capacitive coupling due to electric field attraction for low conductive 

environments has been achieved by installing external electromagnetic shielding [88]. There are two 

main types of externals shields: magnetic confinement shields and electromagnetic screens. A 

magnetic confinement shield is built from a material with high permeability that yields a low 

reluctance path for the flux, avoiding interaction with the exterior [72]. This type of confinement 

doubles the measurement sensitivity to objects inside the imaging area [100]. Electromagnetic screens 

are built from highly conductive materials and, provided the thickness is greater than the skin depth, 

total insulation from the exterior can be achieved. Additionally, electromagnetic shielding reduces the 

capacitive coupling between the coils [72]. Adversely, electromagnetic shields reduce the imaging 

sensitivity of the cross-section in proportion to the proximity of the screen to the coils [94].  

In addition to electromagnetic shielding, coil screening has also been used in MIT systems to insulate 

the coils from electric fields and avoid capacitive coupling. The individual coil screening technique 

most recently used, due to its effectiveness and ease of assembly [95], consists on winding coaxial 

cable or PVC-insulated wire as shielded turned coils [11] [73] [75]. Other authors have proposed 

screening the coils by enclosing them in a metal cylinder with radial, and longitudinal incises, 

simulating a comb configuration, which avoids the formation of eddy currents within the shield [72] 

[90]. Alternative coil shielding considers building a Faraday cage for the coils with conductive 

materials, i.e. foil envelope [90], Cho-Foil, or Chomerics [88]. 

B. Electronics  

The primary functions of MIT electronics are induction and control of the sinusoidal alternating 

current, conditioning the MIT signal from detection coils, and real-time data acquisition. Basic 

inductance principles dictate that to avoid affectation of the MIT signal, and hence the system 

sensitivity, high impedances of the circuitry connected to the sensor array must be ensured.  

Additionally, preventing resonance lies in minimizing parasitic interconnections from cable 

capacitances in high-frequency operating systems [7]. Furthermore, conditioning electronics generally 

include programmable gain amplifiers, to account for large signal variations between coils depending 

on their relative position around the imaging area; and demodulation devices that extract the amplitude 

from the input signal blacking out the reference signal. 

Since its early development, MIT technology has undergone significant research to optimise the 

systems’ performance. Wei [101], listed at least fifteen major research groups that had developed MIT 
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systems for low conductivity measurements worldwide. There is not a universal consensus on the 

optimum MIT design approach, however, and like any other MFM technology, MIT systems must 

comply with the specific application requirement of the process to be monitored. In the particular case 

study addressed in this thesis, MIT instrumentation should be able to detect, recognise and identify 

secondary signals expected to be around 1% of the primary ones [86]. Special consideration must be 

taken regarding ambient experimental conditions, such as temperature since MIT systems operating 

at high frequencies experience performance degradation due to temperature fluctuations [95] [102]. 

Hence, the selection of the amplifiers and of the phase-detection instruments responds to the particular 

requirements of the process where MIT is to be used. 

In previous work, various electronics optimisation approaches have been evaluated. MIT systems 

developed by Manchester University, Lancaster University and the University of Bath, use I/Q 

demodulation for signal digitalisation [90] [95]. The use of Signal Demodulation for phase 

measurement by direct digitalisation in substitution of centralised signal processing was proposed in 

[103]. This approach, while achieving lower noise levels than the previous architectures, suffered from 

significant drift fluctuations. Similarly, a later study proved that I/Q demodulation algorithms for 

phase measurement offer better stability than the FFT tone measurement technique [75]. A novel 

approach involves the use of reference sensors, i.e. gradiometers, to improve long term measurement 

stability [104]. The majority of MIT systems with multiple sensors in the literature use multiplexers 

to switch between the operation of the excitation and receiving coils. However, this approach 

introduces complex signal processing, given the system’s non-linear behaviour due to the spatial 

distribution of sensors around the imaging area.       

2.5.1.3 Data Processing 

In general, data processing of signals from tomography systems comprise two main stages: solution 

of the Forward Problem and solution of the Inverse Problem. For MIT, the Forward Problem addresses 

the nonlinear relationship between the conductivity distribution and the measurement readings caused 

by the soft field effect that characterises the eddy current phenomenon [105]. For ECT, the Forward 

Problem comprises the combined effect of the permittivity values inside the imaging region have on 

the inter-electrode capacitances measured between the electrode-pairs. The Inverse Problem, on the 

other hand, is non-linear and ill-posed, since even large changes in the properties of an object have 

been proven to create arbitrarily small variations in the measured readings [106]. 

Tomography measuring techniques rely on the construction of sensitivity maps from the resolution of 

the Forward and Inverse Problems. The sensitivity matrices consist of identifying the affectation on 

the readings of each sensor by the location of a sample of known characteristics along each pixel in 

the imaging area. Accordingly, each combination of sensors will have an associated sensitivity matrix 
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of ‘p’ pixel elements that indicate whether a change in conductivity or permittivity in a pixel affects 

the induced voltage in MIT or the capacitance measured by ECT between a particular sensor pair 

[107]. 

Calibrated sensitivity matrices lead to two further computation requirements to be solved via the 

Forward and the Inverse Problems, namely: quantification of measured changes given an unknown 

electric property distribution within the imaging area, and calculation of normalised property for every 

pixel element given a set of sensor-pair measurements.  

A. The electromagnetic Forward Problem 

The Forward Problem addresses the estimation of measured signals from the sensors. Solving the 

electromagnetic Forward Problem entitles the knowledge of the interaction between the electric and 

magnetic fields at every pixel element, given by Equation (5) [108] 

𝐹 = ∫𝑓(𝐸⃗⃗
𝑉

𝐻⃗⃗⃗)𝑑𝑉 
(5) 

where the electric and magnetic fields, 𝐸⃗⃗ and 𝐻⃗⃗⃗ respectively, are implicit functions (𝑓) of the system 

parameters: conductivity, permeability, and permittivity, which in general vary along the imaging area. 

Solving the Forward Problem requires the development of a mathematical model that relates the 

measurements in the imaging area to the electrical properties of the medium. Numerical models based 

on the approximate solution of Maxwell’s equations, considering quasi-static electromagnetic field 

conditions are usually employed [105] [109]. Quasi-static electromagnetic conditions are valid for 

wavelengths of the electromagnetic field much larger than the maximum dimension of the system, 

such as in the case of interest of the present work (see discussion in Section 2.5.1.1). 

Assuming a two-phase medium, one of which is conductive (see Figure II-7). Maxwell’s Equations 

derive from the general equations in  Table II-3 to both phases and the interface as follows. 
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Table II-3. Maxwell’s Equations in matter 

 Integral Equation Differential 

Equations 

Harmonic Time 

Case 

Gauss’ Law 
∮ 𝐷⃗⃗⃗ 𝑑𝑠 = ∫𝜌 𝑑𝑉

𝑉

 ∇⃗⃗⃗ ∙ 𝐷⃗⃗⃗ = 𝜌 ∇⃗⃗⃗ ∙ 𝐷⃗⃗⃗ = 𝜌 

Gauss’ Law for 

Magnetism 
∫𝐵 ⃗⃗⃗⃗ 𝑑𝑠  = 0 ∇⃗⃗⃗ ∙ 𝐵⃗⃗ = 0 ∇⃗⃗⃗ ∙ 𝐵⃗⃗ = 0 

Faraday’s Law of 

Induction 
∮ 𝐸⃗⃗ 𝑑𝑙 = −

𝑑

𝑑𝑡
∫𝐵⃗⃗ 𝑑𝑠
𝑠

 ∇⃗⃗⃗ × 𝐸⃗⃗ = −
𝜕𝐵⃗⃗

𝜕𝑡
 

∇⃗⃗⃗ × 𝐸⃗⃗ = −𝑗𝜔𝐵⃗⃗ 

Ampere – Maxwell’s 

Law 
∮ 𝐻⃗⃗⃗ 𝑑𝑙 = ∫ 𝐽 𝑑𝑠 +  𝜀

𝑑

𝑑𝑡𝑠

∫𝐸⃗⃗ 𝑑𝑠
𝑠

 ∇⃗⃗⃗ × 𝐻⃗⃗⃗ = 𝐽 +  𝜀
𝜕𝐸⃗⃗

𝜕𝑡
 

∇⃗⃗⃗ × 𝐻⃗⃗⃗ = 𝐽 +  𝜀𝑗𝜔𝐸⃗⃗ 

 

where  𝐵⃗⃗ is the magnetic flux, 𝐽 is the current density, 𝐷⃗⃗⃗ is the displacement field, 𝜀 is the relative 

permittivity, 𝜌 is the total electric charge density, and 𝜔 is the angular frequency.  

 

 

Figure II-7. Variable of the Forward Problem for the Conductive region (𝑒), the Non-Conductive Regions (𝑛) and 

the Interface (Γe) 

 

 

The constitutive relationships that define the correlation between the material properties: conductivity 

(𝜎), permeability (𝜇), reluctivity () and the fields are given by Equations (6) and (7) 
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𝐵⃗⃗ = 𝜇𝐻⃗⃗⃗ ,     𝐻⃗⃗⃗ = 𝐵⃗⃗,    𝐷⃗⃗⃗ = 𝜀𝐸⃗⃗     in   𝑒 and 𝑛 (6) 

𝐽 = 𝜎𝐸⃗⃗          in      𝑒  (7) 

Neglecting the effect of changing electric field in the system, and that of the eddy current in the current 

source and assuming that the matter behaves isotropically, the electromagnetic Forward Problem can 

be represented by the following set of equations. Note that the Gauss law equation is not required to 

solve the electromagnetic induction Forward Problem in MIT, as purely inductive coupling is 

assumed. However, it is relevant for capacitive measurements systems (ECT).   

Non-Conductive Medium Conductive Medium 

𝛻⃗⃗⃗ ∙ 𝐵𝑛⃗⃗⃗⃗⃗⃗ = 0 (8) ∇⃗⃗⃗ ∙ 𝐵𝑒⃗⃗⃗⃗⃗ = 0 (9) 

𝛻⃗⃗⃗ × 𝐻𝑛⃗⃗ ⃗⃗ ⃗⃗ = 𝐽𝑠
⃗⃗⃗ ⃗ (10)  

∇⃗⃗⃗ × 𝐸𝑒⃗⃗⃗⃗⃗ = −
𝜕𝐵𝑒⃗⃗⃗⃗⃗

𝜕𝑡
 

(11) 

  ∇⃗⃗⃗ × 𝐻𝑒⃗⃗ ⃗⃗ ⃗ = 𝐽𝑒 (12) 

 

 where, 𝐽𝑠⃗⃗⃗ refers to the current density due to primary field excitation, and 𝐽𝑒 is the eddy current density. 

The boundary conditions provide the coupling between the formulations in the non-conductive and 

conductive regions and ensure uniqueness of 𝐵⃗⃗ and 𝐸⃗⃗. Assuming homogeneity of the outer boundary 

of the eddy current region (Γe) and the non-conducting region (Γn) are represented by Equations (13) 

and (14) [110].      

𝐻⃗⃗⃗ × 𝑛̂   =  0    or     𝐵⃗⃗ ∙ 𝑛̂   =  0     on   Γn (13) 

𝐻⃗⃗⃗ ×  𝑛̂  =  0    or     𝐸⃗⃗ × 𝑛̂   =  0     on   Γe (14) 

where 𝑛̂ is the outer normal unit vector. The boundary condition in Equation (14), ensures that the 

tangential components of the electric field 𝐸⃗⃗ and of the magnetic field 𝐻⃗⃗⃗ are continuous across the 

boundary between the two physical media.  Equation (13) implies a zero normal component of the 

magnetic flux density, i.e. the magnetic field is purely tangential, and no flux leaves the non-

conducting region (Γn). 
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i.   Formulation of the Eddy Current Problem 

Formulation of the Eddy Current problem can be divided into three main stages, namely: (a) 

formulation of the magnetic field distribution; (b) computation of the electromotive force (e.m.f.) 

induced in the receiving coil due to the eddy current distribution in the conductive medium; and (c) 

development of the Jacobi matrix.   

(a) Magnetic field Distribution 

Three methods are available in the literature for the solution of the Forward Problem, i.e. direct 

analysis, direct measurement, and finite element electromagnetic simulation.  Direct measurement 

methods evaluate the response of the system to excitation experimentally by positioning a probe of 

known electrical properties into every pixel of the object space [66]. Direct analysis is detailed below, 

whereas finite element electromagnetic simulation, adopted in this work, is addressed in Chapter III. 

Direct analysis of magnetic fields uses magnetic potential quantities, i.e. magnetic vector potential or 

magnetic scalar potential. The introduction of potentials answers to a convenient way to write the laws 

of classical electromagnetism, i.e. Maxwell’s equations and the Lorentz force. These expressions 

prove that the laws of classical electromagnetism take the same form in any inertial coordinate system, 

and also provide a way to translate the fields and forces from one frame to another. The most 

straightforward formulation for eddy current problems with multiple conductors is the magnetic vector 

potential supplemented by an electric scalar potential in the conductor [111]. The modified approach, 

named reduced magnetic vector potential (𝐴𝑟, 𝜙), has been proposed for solving the eddy current 

problem [102]. It avoids modelling the structure of the sensor  by interpreting the magnetic flux density 

as the sum of the impressed Biot-Savart field in free space (𝜇0𝐻⃗⃗⃗) and the curl of a reduced vector 

potential (∇⃗⃗⃗ × 𝐴𝑟⃗⃗ ⃗⃗⃗) [110] . The introduction of the electric scalar potential 𝜙 takes into account the skin 

effect problem with voltage excitation. 

𝐴𝑟, 𝜙 - Formulation in the Non-Conductive Region (𝑛) 

The Magnetic Flux (𝐵⃗⃗) everywhere within the imaging area (𝑒 and 𝑛) is given by Equation (15) 

𝐵⃗⃗    =    ∇⃗⃗⃗ × 𝐴𝑠⃗⃗⃗⃗⃗      +    ∇⃗⃗⃗ × 𝐴𝑟⃗⃗ ⃗⃗⃗ (15) 

 

where 𝐴𝑠⃗⃗⃗⃗⃗ is the vector potential due to the current sources, and 𝐴𝑟⃗⃗ ⃗⃗⃗ is the reduced magnetic vector 

potential from all other contributions, in the eddy region. 
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Assuming the weakly coupled approximation, where the primary field does not change with the 

induction eddy currents in the conductive region [105], from Equations (6) and (15), we have that the 

Magnetic Flux due to the source current in the non-conductive region (permittivity equal to 𝜇0) is: 

𝐵𝑛⃗⃗ ⃗⃗ ⃗ =  ∇⃗⃗⃗ × 𝐴𝑠⃗⃗⃗⃗⃗ =  𝜇0𝐻⃗⃗⃗𝑛 (16) 

Hence, 

𝐵⃗⃗    =    𝜇0𝐻⃗⃗⃗𝑛    +  ∇⃗⃗⃗ × 𝐴𝑟⃗⃗ ⃗⃗⃗           in   𝑒 and 𝑛 (17) 

From Equation (6), (16) and (17), we have 

∇⃗⃗⃗ ×  𝐻⃗⃗ ⃗⃗    =   ∇⃗⃗⃗ × 𝜇0𝐻⃗⃗⃗𝑛    +  ∇⃗⃗⃗ × ( ∇⃗⃗⃗ × 𝐴𝑟⃗⃗ ⃗⃗⃗)    
 

∇⃗⃗⃗ ×  𝐻⃗⃗ ⃗⃗    =   ∇⃗⃗⃗ × (∇⃗⃗⃗ × 𝐴𝑠⃗⃗⃗⃗⃗)    +   ∇⃗⃗⃗ × ( ∇⃗⃗⃗ × 𝐴𝑟⃗⃗ ⃗⃗⃗)  in   𝑒 and 𝑛 (18) 

Combining Equations (10) and (16) yields 

𝐽𝑠⃗⃗⃗ = 𝛻⃗⃗ × (
1

𝜇0
∇⃗⃗⃗ × 𝐴𝑠⃗⃗⃗⃗⃗) 

(19) 

 

𝐴𝑟, 𝜙 - Formulation in the Eddy Current Region (𝑒) 

As previously stated the Magnetic Flux (𝐵⃗⃗) in 𝑒 is given by Equation  (17) 

𝐵⃗⃗    =    𝜇0𝐻⃗⃗⃗𝑛    +  ∇⃗⃗⃗ × 𝐴𝑟⃗⃗ ⃗⃗⃗  

According to Faraday’s Law of induction, the induced electric field can be written, using a magnetic 

vector potential (𝐴) and a scalar potential (𝜙) as: 

∇⃗⃗⃗ × 𝐸 ⃗⃗⃗⃗   =    − 𝑗𝜔∇⃗⃗⃗ × (𝐴 + ∇⃗⃗⃗ 𝜙) (20) 

Recalling from Equation (15) that the magnetic potential is the sum of the two parts, i.e.  𝐴 = 𝐴𝑠⃗⃗⃗⃗⃗ +

𝐴𝑟⃗⃗ ⃗⃗⃗, the Electric Field 𝐸⃗⃗ in the conductive region (𝑒) is computed from Equation (21) 
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𝐸⃗⃗    =    − 𝑗𝜔𝐴𝑠⃗⃗⃗⃗⃗   −   𝑗𝜔𝐴𝑟⃗⃗ ⃗⃗⃗ −    𝑗𝜔∇⃗⃗⃗ 𝜙 (21) 

The eddy current density is derived from Equations (7) and (21) as  

𝐽𝑒⃗⃗⃗ ⃗ = 𝜎(− 𝑗𝜔𝐴𝑠⃗⃗⃗⃗⃗   −   𝑗𝜔𝐴𝑟⃗⃗ ⃗⃗⃗ −    𝑗𝜔∇⃗⃗⃗ 𝜙) (22) 

Taking the derivation of the field quantities in both the conducting and in the non-conducting regions 

above and noting Equations (10) and (12), the magnetic field at any point in the imaging area (𝑛 + 

𝑒) is obtained from Equation (23) 

𝛻⃗⃗ × 𝐻⃗⃗⃗ = 𝐽𝑠⃗⃗⃗ + 𝐽𝑒⃗⃗⃗ ⃗ (23) 

The result of substituting Equations (18), (19) and (22) in Equation (23) is  

∇⃗⃗⃗ ×  (∇⃗⃗⃗ × 𝐴𝑠⃗⃗⃗⃗⃗    +  ∇⃗⃗⃗ × 𝐴𝑟⃗⃗ ⃗⃗⃗ ) = 𝛻⃗⃗ × (
1

𝜇0
∇⃗⃗⃗ × 𝐴𝑠⃗⃗⃗⃗⃗) +  𝜎(− 𝑗𝜔𝐴𝑠⃗⃗⃗⃗⃗   −   𝑗𝜔𝐴𝑟⃗⃗ ⃗⃗⃗ −    𝑗𝜔∇⃗⃗⃗ 𝜙) 

(24) 

∇⃗⃗⃗ ×  ( ∇⃗⃗⃗ × 𝐴𝑟⃗⃗ ⃗⃗⃗ ) +   𝜎 𝑗𝜔𝐴𝑟⃗⃗ ⃗⃗⃗ +   𝜎𝑗𝜔∇⃗⃗⃗ 𝜙 = 𝛻⃗⃗ × (
1

𝜇0
∇⃗⃗⃗ × 𝐴𝑠⃗⃗⃗⃗⃗) −  𝜎 𝑗𝜔𝐴𝑠⃗⃗⃗⃗⃗  −  ∇⃗⃗⃗ ×  (∇⃗⃗⃗ × 𝐴𝑠⃗⃗⃗⃗⃗) 

(25) 

The conservation of the current density, called the continuity equation, which is implicit to Maxwell’s 

equations, considers that the divergence of Equation (12) resulting in Equation (26) (considering that 

the divergence of a curls of a vector is zero) 

𝛻⃗⃗ ∙ 𝐽 = 0 (26) 

From Equations (22) and (26), the impressed magnetic vector potential as a result of the current source 

can be expressed as [110]: 

−∇⃗⃗⃗ ∙ ( 𝜎𝑗𝜔𝐴𝑟⃗⃗ ⃗⃗⃗ +  𝜎𝑗𝜔∇⃗⃗⃗ 𝜙) = ∇⃗⃗⃗ ∙ 𝑗𝜎𝜔𝐴𝑠⃗⃗⃗⃗⃗      in 𝑒 (27) 

Given a spatial field distribution, the determination of the potential that satisfies Poisson’s 

generalization of Laplace's equation, can be undertaken through the superposition integral; provided 

that the potential meets the interphase boundary conditions [112]. The superposition integral for the 

vector potential 𝐴𝑠⃗⃗⃗⃗⃗ can be obtained from the current density 𝐽𝑠⃗⃗⃗ in any point 𝑃 in free space following 

Equation (28), according to the Biot-Savart Law. 

https://en.wikipedia.org/wiki/Laplace%27s_equation
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𝐴𝑠⃗⃗⃗⃗⃗(𝑃) =
𝜇0
4𝜋

∫
𝐽𝑠⃗⃗⃗ (𝑄)

𝑟𝑄𝑃𝑛

 𝑑𝑄 
(28) 

where 𝑟𝑄𝑃 is the vector pointing from a given source point, designated 𝑄, to the field point, designated 

𝑃. 

A widely used technique for solving eddy current problems, outlined by the set of equations derived 

above, is the use of edge FEM, which is more accurate than the conventional nodal FEM approaches 

[112]. Biro [110] approximates the reduced vector potentials, by edge basis functions, 𝑁𝑖 (𝑖 =

1,2,… , 𝑛𝑒) in a domain of  𝑛𝑒 edges, to: 

𝐴𝑟 ≈ 𝐴𝑟
(𝑛)

=∑𝑎𝑘𝑁𝑘

𝑛𝑒

𝑘=1

 

(29) 

where 𝑎𝑘 are the line integrals of 𝐴𝑟 along the edges. 

Similarly to the non-conductive region, the electric scalar potential can be solved by nodal basis 

functions as follows 

𝜙 ≈ 𝜙(𝑛) =∑𝜙𝑘𝑁𝑘

𝑛𝑛

𝑘=1

 

(30) 

where 𝑛𝑛 is the number of nodes, and 𝜙𝑘 are equivalent to the values of 𝜙(𝑛) at the kth node. 

Substituting the reduced vector potential from Equation (29) and the scalar potential from Equation 

(30) and using the edge basis functions 𝑁𝑖 as weighting factors in Equations (25) and (27), the 

following Galerkin equations yields 

∫ ∇⃗⃗⃗ × 𝑁𝑖 ∙ ( ∇⃗⃗⃗ × 𝐴𝑟
(𝑛)⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗
)

𝑒

𝑑+ ∫ 𝑗𝜎𝜔𝑁𝑖 ∙ 𝐴𝑟
(𝑛)⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗

𝑒

𝑑 + ∫ 𝜎𝑗𝜔𝑁𝑖 ∙ ∇⃗⃗⃗ 𝜙
(𝑛)

𝑒

𝑑,     

= ∫ ∇⃗⃗⃗ × 𝑁𝑖 ∙
1

𝜇0
(∇⃗⃗⃗ × 𝐴𝑠⃗⃗⃗⃗⃗)

𝑐

𝑑− ∫ 𝑗𝜎𝜔𝑁𝑖 ∙ 𝐴𝑠⃗⃗⃗⃗⃗ 𝑑 
𝑐

−∫ ∇⃗⃗⃗ × 𝑁𝑖 ∙ (∇⃗⃗⃗ × 𝐴𝑠⃗⃗⃗⃗⃗)
𝑐

𝑑, 
(31) 

𝑖 = 1,2,… , 𝑛𝑒  

where 𝑐 is the coil region.  
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∫ 𝑗𝜎𝜔∇⃗⃗⃗𝑁𝑖 ∙ 𝐴𝑟
(𝑛)⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗
 𝑑 + ∫  𝜎𝑗𝜔∇⃗⃗⃗𝑁𝑖 ∙

𝑒𝑒

∇⃗⃗⃗𝜙(𝑛)𝑑 = −∫ 𝑗𝜎𝜔∇⃗⃗⃗𝑁𝑖 ∙ 𝐴𝑠⃗⃗⃗⃗⃗
𝑒

 𝑑 ,     

𝑖 = 1,2,… , 𝑛𝑒 (32) 

The only remaining unknown variables are the reduced vector potential 𝐴𝑟
(𝑛)

and the scalar potential 

𝜙(𝑛). Equations (31) and (32) can be solved by using FEM via iterative resolution or implementing  

direct method for simultaneous resolution of the algebraic equations in the domain. Iterative methods 

such as BiConjugate Gradients Stabilised Method (BICGSTAB) and the Incomplete Cholesky—

Conjugate Gradient (ICCG) have been used in the literature for solving edge-based finite-element 

equations derived from electromagnetic formulations [106] [110] to obtain Equation (33) 

𝑆𝐴𝑟 = 𝑏 (33) 

where 𝑆 is the system Matrix, and 𝑏 is the right-hand side current density or residual term.  

By applying FEM, the second order partial differential equations can be computed by a combination 

of system of linear equations. Considering Equations (31), (32), and (33) assuming constant 

permeability, the finite element discretisation of the quasi-static electromagnetic fields are governed 

by (34) [109] [113]  

[
∇⃗⃗⃗ × ( ∇⃗⃗⃗ × ()) +  𝑗𝜎𝜔()        𝜎𝑗𝜔∇⃗⃗⃗ ∙ () 

𝜎𝑗𝜔∇⃗⃗⃗ ∙ ()      𝜎𝑗𝜔∇⃗⃗⃗ ∙ ()
  ]   [

𝐴𝑟
 𝜙
]   =     [

−𝑗𝜎𝜔𝐴𝑠⃗⃗⃗⃗⃗

−𝑗𝜎𝜔∇ ∙ 𝐴𝑠⃗⃗⃗⃗⃗
 ] 

(34) 

 

Note that the linear system in (34) is indeed an approximation of (31) and (32) for a given subdomain 

[114]. Finite-element discretisation is discussed in Chapter III.  

(b)  Computation of the induced e.m.f. 

The induced voltage in the sensors can be computed from Equation (35) [106]  

𝑉𝑥𝑦 = −𝑗𝜔∫ 𝐴 ∙ 𝐽0⃗⃗⃗ ⃗
𝑐

𝑑 
(35) 

where 𝐴 =  𝐴𝑠 + 𝐴𝑟 and 𝐽0⃗⃗⃗ ⃗ is the virtual unit current density through the coil. 
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(c) Sensitivity Matrix 

The Sensitivity Matrix, or Jacobian, correlates the distribution of the electrical properties within the 

medium to the measured signals. That is, it relates the internal conductivity perturbations to changes 

in the induced voltage. The sensitivity matrix is a square matrix composed of the first-order partial 

derivatives of a function [115]. The sensitivity Matrix of an MIT system is represented as follows: 

𝐉 =  

[
 
 
 
 
 
 
 
𝜕𝑉11
𝜕𝜎1

𝜕𝑉12
𝜕𝜎2

…
𝜕𝑉1𝑦

𝜕𝜎𝑃
𝜕𝑉21
𝜕𝜎1

𝜕𝑉22
𝜕𝜎2

…
𝜕𝑉2𝑦
𝜕𝜎𝑃

⋮ ⋮ ⋱ ⋮
𝜕𝑉𝑥1
𝜕𝜎1

𝜕𝑉𝑥2
𝜕𝜎2

…
𝜕𝑉𝑥𝑦
𝜕𝜎𝑃 ]

 
 
 
 
 
 
 

 

(36) 

 

where 𝐉 is the Jacobian or Sensitivity Matrix, 𝑉𝑥𝑦 is the measured voltage between the sensors 𝑥 and 

𝑦, and 𝜎𝑃 is the conductivity of the pixel P. 

In accordance with [109], the components of the Sensibility Matrix are calculated from Equation (37)  

𝜕𝑉𝑥𝑦
𝜕𝜎𝑃

= −
𝜔2

𝐼0
∫ 𝐴𝑥⃗⃗ ⃗⃗ ⃗ ∙ 𝐴𝑦⃗⃗ ⃗⃗ ⃗
𝑃

𝑑 
(37) 

where 𝑃 is the volume of the pixel P, 𝐴𝑥 and 𝐴𝑦 are solutions of the Forward Problem when the 

excitation coil 𝑥 is excited by 𝐼0 and when the receiving coil 𝑦 is excited with a unit current. 

Computation of the sensitivity distribution matrix corresponds to the solution of the Forward Problem. 

Methods for achieving this are discussed in the following section.  

ii. Solution of the Forward Problem 

Analytical solutions for the Forward Problem outlined by Equation (37) entail significant 

simplifications of the material properties and geometries [73] [116]. Alternatively, through numerical 

modelling, Maxwell’s equations can be solved with high accuracy, even for anisotropic materials and 

complex geometries, provided the forward value problem is well defined.  These numerical solutions 

are based on the discretisation of the problem and resolution of the electromagnetic governing 

equations within the subdomains. The mathematical and engineering literature provides extensive 

coverage on the use of finite elements in electromagnetics. Details of the electromagnetic model are 

provided in Chapter III. Discussion of the application of the finite element method to electromagnetic 

problems, however, is outside the scope of this thesis, yet relevant information can be found in [117] 

and references therein. 
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B. The Inverse Problem 

After the determination of the sensitivity map, through the Forward Problem, it is possible to compute 

the induced voltage for a given conductivity distribution between the sensors. The Inverse Problem 

addresses the following issue: given a set of measurements, calculate the values of conductivity of 

each pixel within the imaging area that correlates to the sensor’s measurements. The purpose of this 

section is to explain the general framework of the electromagnetic inverse problem, and to review the 

image reconstruction algorithm used in the remainder of this work.  

The MIT Inverse Problem is intrinsically related to the Forward Model and is defined by Equation 

(38) 

𝐉𝑃 = 𝑀 (38) 

where 𝐉 is the sensitivity map computed from the Forward Model, 𝑀 is a column vector containing 

the measurements from the sensors, and 𝑃 is a column vector representing the number of pixels. 

Typically, the number of measurements is far less than the number of pixels (𝑀 ≪ 𝑃); consequently, 

the sensitivity map is non-reversible, and the solution 𝑃 is a discontinuous function of the measured 

data. The Inverse Problem unavoidably involves inverting the sensitivity matrix, hence resulting in 

unreliable results [102]. Alternatively, the implementation of indirect methods that use penalty 

functions and relaxation terms can mitigate this problem [118]. The problem is then to find the optimal 

regularization parameters, which vary strongly from one flow regime to another [119]. Flow pattern 

characterisation requires times-difference imaging to calculate the change in electrical properties 

between two states, separated in time. 

The MIT inverse problem is severely ill-posed. This implies that even small perturbations in the 

measurements, can cause large changes in the solution. Hence, for any given measurement precision, 

there may be arbitrarily large changes in the obtained electrical properties, since the induced voltage 

is a measured quantity which is subject to observational errors. However, the ill-posedness of the 

problem does not mean that a meaningful approximate solution cannot be computed. Rather, it implies 

that the standard methods in numerical linear algebra cannot be used in a straightforward manner to 

compute a solution. Therefore, solving the inverse problem requires special treatment. In practice, the 

formulation of the inverse problem is complicated by well-posedness issues and the numerical solution 

often requires complex and CPU-expensive algorithms. The optimisation of inverse problems is 

outside the scope of this work, but dedicated research on the topic is readily available in the literature. 
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(a) Linear Back Projection (LBP) 

One of the most widely used algorithms for image reconstruction, i.e. inverse problem solution, is the 

Linear Back Projection (LBP) method. The LBP method is based on back-projecting the profiles of 

an object onto the image plane and superimposing them form an approximation of the original object 

[120]. LBP treats each pair of sensors independently and considers which pixels inside the imaging 

area contribute to the variations in the measured signal when the conductivity of the pixel departs from 

the calibrated values [107]. This method assumes that all pixels contribute equally to the mutual 

inductance effects, resulting in poor quality images. 

The LBP reconstruction method is based on Equation (39) 

𝑃 = 𝐉𝑇𝑀 (39) 

where 𝐉𝑇 is the normalised transposed sensitivity map. 

A variation to LBP is the Weighted Linear Back Projection, which has been proven to be applicable 

for MIT in low contrast conditions [121]. The technique is expressed by Equation (40) 

𝜎(𝑥, 𝑦) = 𝐶∑𝑊(𝑥, 𝑦, 𝑇)∆𝑇
𝑆 (𝑠 

𝑥𝑥𝑦𝑇
2 (𝑙)+𝑦𝑥𝑦𝑇

2 (𝑙)=𝑟2,𝑙>0
)

𝑇

 (40) 

where 𝜎(𝑥, 𝑦) is the reconstructed conductivity at the coordinates (𝑥, 𝑦),  𝑇 is the number of the 

inductor coil, 𝑟 is the radius of the imaging area, 𝑥𝑥𝑦𝑇(𝑙) and 𝑦𝑥𝑦𝑇(𝑙) are the parametric equations of 

the unperturbed magnetic lines passing through the coordinates (𝑥, 𝑦),  𝑙 is the distance from the point 

(𝑥, 𝑦) measured along the unperturbed line, 𝐶 is a calibration factor, ∆𝑇
𝑆  is the profile of the measured 

phase shift filtered by the Ramachandran-Lakshminarayanan and 𝑠  is the distance along the boundary 

from the excitation source to the point of intersection with the field line passing through the point 

being reconstructed. 

The LBP algorithm effectively acts as a spatial filter, hence, images produced by this method are 

approximate solutions. The method spreads the true image over the entire cross-section and can 

consequently produce blurred images. Moreover, because the image is spread out over the sensor area, 

the magnitude of the pixels will be less than the true values. This effect imposes challenges in the 

identification of dispersed flow regimes. Issues particularly associated with flow regime identification 

include the effective 'smearing' of small structures like bubbles across larger areas of the flow, the 

difficulty of imaging thin films near the wall and resolving their exact thickness (both parameters very 

important for fluid mechanics modelling). Tackling these issues may be done in pragmatic ways via 

thresholding [55] to reduce the effect of smearing, and bubble mapping [122] but these methods to 
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some extent involve fore-knowledge of flow conditions. The implications of the different techniques 

have not been completely explored in the literature and are beyond the scope of this work. 

However, in LBP the sum of all of the image pixels will approximate to the true value, and it is possible 

to improve the reconstructed images using simple iterative techniques. The method for doing so 

described in [123] is an ATOUT Ltd proprietary algorithm, which was used in this work to improve 

the image quality of challenging flow geometries. 

The next chapter is dedicated to the solution of the electromagnetic Forward Problem. A thorough 

design of the MIT sensors accounting for sensor sensitivity is provided in Chapter IV. 

2.6 Discussion and Conclusions 

An overview of the oil and gas industry and the multiphase flow measurement market was presented 

in the present chapter. The continuous increase in the use of fossil fuels in hand with the decreasing 

rate of discoveries has encouraged the industry to venture into deep waters in the search for new field 

developments and join efforts to continue producing from mature fields at profitable rates. The 

challenges that the petroleum industry faces involve making marginal fields more cost-effective, 

developing production facilities for hostile physical environments, and improving energy efficiency. 

In this context, multiphase flow measurement (MFM) has had an increasing presence in the oil fields 

to optimise decision-making processes aiming to reduce production and development costs.  

It was seen that current MFM systems are mostly based on intrusive pressure drop techniques 

associated with nucleonic density measurements. The commercial solutions available in the market 

fail to address all the industry requirements in terms of non-intrusiveness, accuracy, costs, and 

environmental impact. In this sense, electrical tomography systems, which are based on soft-field 

tomography measurements, were discussed to be non-invasive and low-cost, and enable data 

acquisition of the volumetric fractions of multiphase flow in pipes. The intrinsic features of the ECT 

and MIT, such as direct measurement of the electrical properties of the flow phases without previous 

separation and the fact that they do not rely on nuclear sources were seen to be attractive to the 

researchers aiming to provide metering solutions to the Oil industry.  

It was discussed that achieving a high spatial resolution from soft tomography systems, like ECT and 

MIT, entitles, high quality of reconstructed images, high sensitivity of the sensor and accurate solution 

of the forward problem, which must be representative of the physical phenomena. The sensitivity of 

the sensor to small changes in the electric properties inside the pipe varies with the radial position of 

the perturbation and is also a function of the size of the perturbation and the magnitude of its property 
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change. Typically, circular sensor arrays have maximum sensitivity near the sensor wall and minimum 

sensitivity at the centre of the sensor. Furthermore, the flow material properties along the length of the 

sensor are axially averaged for every time frame. The axial and radial resolutions limit the 

measurement accuracy of soft tomography techniques for dispersed flow regimes, which in most cases 

has transients that cannot be traced. 

ECT and MIT are exploited in the remainder of the thesis, building upon the existing body knowledge 

reviewed in the literature survey above. The hardware for a MIT meter is to be designed based in the 

premise described in this chapter. In this sense, the MIT sensor head will comprise a circular array of 

exchangeable air-core coils of the same geometry surrounding the perimeter of the pipe. This assembly 

has been proven in the literature to provide enhanced measurement accuracy and yield linear 

behaviour. The size and number of sensors will be determined considering the theoretical spatial 

resolution and the skin effect in low conductive fluids.  

The MIT prototype will account for electromagnetic shielding. Selection of the shield material, size 

and thickness must account for the elimination of the capacitive coupling between the coils while 

avoiding the reduction of the system sensitivity. Similarly, the sensors of ECT system used in the 

remainder of the thesis, are fully guarded, ensuring that the axial sensitivity of the measurement 

electrodes is well-constrained to the length of the electrodes.  

The relationship between the conductivity distribution and the measurements require resolution of the 

Forward Problem. This is to be undertaken through numerical simulation, which avoids the 

simplifications of the analytical approach and provides high accuracy. All the MIT experiments 

conducted in the following chapters follow the general procedure detailed in Section 2.5.1.2.
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Chapter III Numerical modelling 

3.1 Introduction  

The electromagnetic Forward Problem predicts the received signals for a given electrical distribution 

within the imaging region. The solution of Maxwell’s equations, which govern the electromagnetic 

phenomena, can be approached from two angles: analytical and numerical methods. Analytical 

solutions of the MIT problem, although theoretically exact, are often of limited validity, due to the 

inherent simplifications needed to reach a solution, e.g. simple boundary conditions and isotropic 

materials. Numerical methods solve Maxwell’s equations by partitioning the space into subdomains, 

through an approximate formulation of the problem. This approach provides little physical constraint 

and a large application range.    

The purpose of this chapter is to detail the modelling approach undertaken in this thesis. In this sense, 

the present study intends to support the simulation models that are exploited in Chapter IV for sensor 

characterisation, in Chapter V for hardware design, in Chapter VI for measurement reference, and in 

Chapter VII for the redefinition of the operation envelope of the technology.  

Several numerical approaches and computational programmes were used throughout this thesis. In this 

chapter, details of the computational electromagnetic method used to solve the MIT Forward Problem 

are provided. The chapter starts with an explanation of the basic principles of Finite Element (FE) and 

its implementation for MIT simulation in Section 3.2 and Section 3.3. The solution of the Forward 

Problem using two commercial software is discussed in Section 3.4, with the workflow adopted for 

simulation provided in Section 3.5. In Section 3.6, the performance of the numerical models is assessed 
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through a series of benchmark tests designed to validate the problem boundary conditions and its well-

posedness. Finally, Section 3.7 presents a discussion of the results and provides an overall conclusion. 

3.2 Boundary value problem 

The boundary value problem comprises the characterisation of the region over which the governing 

equations are to be solved and the boundary conditions to be applied. To solve Maxwell’s equations, 

derived in Chapter II, the first-order differential equations encompassing two field quantities need to 

be converted into second-order differential equations with only one field quantity. This is achieved 

through the implementation of magnetic vector potentials or scalar electric potentials [124]. The 

defining equation for magnetic vector potential (𝐴) is derived from the magnetic Gauss’ law and the 

electric potential (𝜙) results from Faraday’s law. Their implementation yields the following 

formulation:  

𝐵⃗⃗ = ∇ × 𝐴 

 
(41) 

𝐸⃗⃗ = −𝑗𝜔𝐴 − ∇𝜙 

 
(42) 

The simulation models developed consider the effect of displacements currents, neglecting the eddy 

current approximation. Using the definition of potentials and the constitutive relations 𝐵⃗⃗ = 𝜇(𝐻⃗⃗⃗ + 𝑀⃗⃗⃗) 

and 𝐷⃗⃗⃗ = 𝜀𝐸⃗⃗, the Maxwell-Ampere’s law, including displacement currents, can be expressed as  

∇ × 𝐻⃗⃗⃗ = 𝐽 +
∂𝐷⃗⃗⃗

𝜕𝑡
= 𝜎(𝐸⃗⃗ + v⃗⃗ × 𝐵⃗⃗) + 𝐽𝑒⃗⃗⃗ ⃗ +

∂𝐷⃗⃗⃗

𝜕𝑡
 (43) 

 

where 𝑀⃗⃗⃗ is the magnetisation vector that describes how the material is magnetised when subjected to 

a magnetic field 𝐻⃗⃗⃗ and v⃗⃗ is the velocity of the conductor. 

Considering time-harmonic fields and the field definitions in (41) and (42) yields 

∇ × (𝜇0
−1∇ × 𝐴 − 𝑀⃗⃗⃗) + 𝜎(𝑗𝜔𝐴 + ∇𝜙) + 𝑗𝜔𝜀0(𝑗𝜔𝐴 + ∇𝜙) − 𝜎v⃗⃗ × (∇ × 𝐴) = 𝐽𝑒⃗⃗⃗ ⃗ (44) 

 

The relevance of including the displacements currents in the problem formulation is demonstrated in 

Chapter VII. 
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To obtain unique solutions, constraints are needed via a selection of gauge transformations. Gauge 

selection possibilities generally comprise the Coulomb gauge, ∇ ∙ 𝐴 = 0, or the temporal gauge, 𝜙 =

0 [110]. The dynamic formulations in the frequency-domain-study types use a temporal gauge, hence 

only the magnetic vector potential is considered. This formulation, known as the A-formulation, 

derives in the Ampere’s law rewritten as  

∇ × (𝜇0
−1∇ × 𝐴 − 𝑀⃗⃗⃗) + 𝐴(𝑗𝜎𝜔 − 𝑗𝜔2𝜀0) − σv⃗⃗ × (∇ × 𝐴) = 𝐽𝑒⃗⃗⃗ ⃗ (45) 

 

By solving the general equation of the Forward Problem, given a set of boundary conditions, the A-

field can be estimated anywhere in the domain. Hence, the e.m.f. induced in the receiving sensor is 

computed from (46) [106]:  

𝑉 = −𝑗𝜔 ∮(𝐴 ∙ 𝐽𝑜⃗⃗⃗ ⃗)

𝑐𝑜𝑖𝑙

𝑑𝑙 
(46) 

 

where 𝐽𝑜⃗⃗⃗ ⃗ is the virtual unit current density through the coil and 𝑑𝑙 is the length of the coil. Note that 

(46) is similar to the general form given in (35). 

3.3 Computational Electromagnetics 

Computational electromagnetics (CEM) encompass modelling the electromagnetic fields governed by 

Maxwell’s equations. CEM comprises numerical approaches that partition space into subdomains to 

solve Maxwell’s equations on each entity [125]. Depending on the relevant domain, i.e. time or 

frequency domains, various methods are available. In this thesis, the electromagnetic measurements 

are induced by means of a time-harmonic excitation coil; hence the frequency domain is of interest. 

In the frequency domain, the most relevant methods are the method-of-moments, the finite integration 

time method, and the FEM [125] [126]. FEM is advantageous for intricate shapes and non-linearities 

and is preferred for the computation of magnetic problems over other numerical methods [116] [125] 

[126]. Thus, FEM is the method employed in most commercial packages and is detailed below. 

3.3.1 Finite element method (FEM) 

FEM is a numerical technique for solving the boundary value problems via approximate solutions. 

FEM is based on volume discretisation, where the space is subdivided into small mesh elements. The 

mathematical models that describe the electromagnetic phenomena are also discretised by the FEM. 
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The resulting partial differential equations describe Maxwell formulation and the boundary conditions, 

i.e. the boundary value problem together with initial conditions. The discretisation of the mathematical 

model results in the numerical model of the singular system.  

FEM discretises the integral form of Maxwell’s equations for all subdomains. The distribution of the 

unknown parameters within each domain is interpolated from either the values of the nodes or the 

values of the edges (edge FEM). The interpolation, defined by the shape functions, accounts for a set 

of polynomials. These polynomials must satisfy three key requirements, i.e. continuity, 

differentiability, and completeness. Consequently, shape functions must guarantee continuity of the 

primary unknown quantities across the inter-domain boundaries and accurately characterise the 

solution in the FE domain [127].  

The numerical solution of the problem is obtained after solving the system of linear equations resulting 

from the governing differential equation and boundary conditions. The system of equations yields a 

global matrix system that characterises the entire domain of the boundary value problem [127].  

The difference between the solution to the numerical and the mathematical models results in residual 

errors. The accuracy of the computed numerical solution is greater, with the residual error approaching 

zero, for a larger number of subdivisions [124]. However, despite how small the subdomains are, the 

residual error cannot vanish at every point in the domain. The weighted residual method, based on the 

multiplication of the residual error by a weighting function, forces the integral of the weighted 

expression to become zero [128]. 

3.3.1.1 Weak formulation 

The initial step in FEM is the weak formulation of the mathematical model. The weak formulation 

turns the differential equation into an integral equation, with weight functions defined over each 

domain [124]. For second-order differential equations, the shape functions, which are used to 

interpolate the primary unknown variable, need to be twice differentiable. By using integration by 

parts and distributing the second derivative between the weight and the shape functions, the 

requirement of differentiability is weakened. This yields shape functions, which need to be only once 

differentiable. The outlined formulation is called weak formulation.  

The selection of the weighted residual technique defines the type of weighting function. Two 

techniques are normally used to formulate the electromagnetic equations using FE, namely the 

Rayleigh-Ritz and the Galerkin methods. The former, although mathematically desirable, is difficult 

to apply, whereas the Galerkin method is guaranteed to integrate the governing equations even when 

the Rayleigh-Ritz method fails [128]. In the Galerkin method, the weights are set to be equal to the 
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shape functions, yielding a system of linear algebraic equations that satisfies the number of unknown 

variables [128].  

The weak form of the MIT boundary value problem from (45) is given by 

∫((∇ × (𝜇0
−1∇ × 𝐴 − 𝑀⃗⃗⃗)) ∙ 𝑊⃗⃗⃗⃗ + (𝑗σ𝜔 − 𝑗𝜔2𝜀0)𝐴 ∙ 𝑊⃗⃗⃗⃗ − (σ𝐯 × (∇ × 𝐴)) ∙ 𝑊⃗⃗⃗⃗) 𝑑



= ∫𝐽𝑒⃗⃗⃗ ⃗ ∙ 𝑊⃗⃗⃗⃗

𝑛

𝑑 

 

(47) 

 

where 𝑊⃗⃗⃗⃗ is the weight function.  

Scalar potentials can be approximated by nodal or edge shape functions. Nodal functions result in 

spurious solutions and are unable to model field singularities in geometrically thin elements [129].  

Conversely, edge elements, also called Nédélec elements, are suitable for modelling complex shapes 

and discontinuous electromagnetic properties arising from electromagnetic waves propagating 

through various materials [130]. The shape functions for edge elements (edge FEM) are constructed 

so that their tangential components are continuous across the inter-element border without imposing 

conditions on their normal components [131].    

3.4 Computation Software 

Adopting commercial computation software allows fast model development and multiple scenario 

evaluation. Due to license availability aspects, two commercial FE software packages were 

interchanged throughout the various studies performed along this thesis. COMSOL and CST Studio 

Student Edition were used to solve the Forward Problem of MIT with outputs from both models 

showing consistency as discussed in Section 3.6.3. 

The AC/DC module in COMSOL and the CST EM studio use the FEM to solve the governing 

electromagnetic problem described in (47) [132] [133]. Alternatively, the RF module in COMSOL, 

which also solves the full set of Maxwell’s equations, was used here for eigenfrequency computation 

undertaken as part of the MIT sensor design. 

3.5 Workflow 

FE analysis of the boundary-value problem comprises, in general terms, the following steps: a) domain 

discretisation; b) selection of shape functions; c) formulation of a system of equations and; d) solution 
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of the global matrix [124]. When using commercial software, this workflow translates to the tasks 

described below. 

3.5.1 Geometry 

Prior to developing a domain discretisation, a geometry model needs to be created. FEM simulations 

entail special geometry considerations since unnecessary short edges or small faces may result in an 

undesirable concentration of elements. The models here used were simulated in a 3D space and 

comprised the free space domain, the sensors model, and the electromagnetic shield. 

3.5.1.1 Free space 

Model accuracy depends on the boundary conditions of the region of interest. One modelling approach 

is to set the spatial domain to be sufficiently large so that its exterior boundary conditions do not 

considerably affect the solution. The external boundary conditions that commercial software provide 

are based on forcing a zero normal component of the field, i.e.  𝑛̂ × 𝐴 = 0 [134]. Placing the external 

boundary conditions far away from the electromagnetic source allows a sensible approximation to the 

decay of the field [116]. However, large domains lead to large and hence expensive computational 

models.  

Alternative methods to limit the extent of the model include imposing an artificial truncation of the 

domain through coordinate scaling or wave absorption [134]. Replacing the boundary condition, 

𝑛̂ × 𝐴 = 0, for an absorbing boundary condition yields waves to be absorbed into the domain without 

reflection.  A common boundary condition for wave absorption is that of perfectly matched layers 

(PML), which applies a coordinate scaling to a layer of wave-absorbing virtual elements on the exterior 

of the domain. PML is not available in the AC/DC module of COMSOL but is available for 

eigenfrequency studies in the RF module. 

Coordinate scaling also allows an adequate description of the field distribution on smaller 

computational domains. In AC/DC COMSOL, the ‘infinite elements’ built-in feature was used to 

model the free space of the MIT problem. Infinite elements use domains that virtually stretch-out 

towards infinity. In the outer layers surrounding the computational domain, where infinite elements 

are applied, the dependent variables are forced to vary slowly with radial distance from the centre of 

the domain.  
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3.5.1.2 Sensors 

The MIT design and the subsequent comprehensive evaluation of the system capabilities required the 

implementation of various sensor-modelling approaches. These modelling methods range from 

detailed geometry modelling to simplified geometry approximations with special considerations.  

A. Detailed geometry 

Sensor design requires finding the fundamental resonance frequency of the coils. In inductors, the 

geometric characteristics determine the frequency at which the parasitic capacitance resonates with 

the inductance [135]. This leads to the need to model the detailed features of the sensor geometry by 

means of an eigenfrequency analysis (see Figure III-1). Other modelling approaches, like the coil-

domain approximations, do not account for winding capacity and thus do not exhibit self-resonance 

as a real coil does.  

 
Figure III-1. Exemplary geometric model of circular helix coils in COMSOL-RF module 

 

 

In the eigenfrequency study, the coil geometry is modelled explicitly, including the winding separation 

and insulation. The sensor characteristics and domain varied according to the method shown in Figure 

III-2. Initially, the inductor was considered a perfect conductor, where the tangential part of the 

magnetic field was zero (𝑛̂  × 𝐻⃗⃗⃗ = 0 = 𝑛̂  × (𝜇−1∇ × 𝐴)), and the eigenfrequency equation was 

solved for the electromagnetic waves only in the surrounding air domain. Subsequently, the conductive 

surface losses were considered by assigning material properties of the copper to the coil domain. 

Results were contrasted to select the most appropriate modelling approach aiming to tune the 

maximum number of turns admissible for a given coil profile and dimensions. The results from the 

evaluated scenarios are shown in Section 3.6.    
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Figure III-2. Flow diagram of resonance frequency simulation in COMSOL for coil design 

 
 

B. Geometry Approximations 

Conversely to the eigenfrequency study, for the solution of the Forward Problem of the MIT system, 

the coils are modelled as solid blocks (see Figure III-3). This approach makes use of the available 
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software geometry approximations, i.e. coil domain, to reduce the computational cost of the models, 

which by other means could be prohibitive. The coil-domain-based model ensures a closed current 

path in agreement with Maxwell’s equations. This condition is satisfied by introducing an excitation 

source across an infinitesimal cross-sectional slit. The excitation slit alongside the coil domain built-

in function assumes that the source is outside the modelling domain and by doing so, it provides the 

possibility to model alternative features outside the coil array and assign different boundary conditions 

on the exterior of the modelling domain. The winding characteristics of the coils are specified by using 

the homogenised multi-turn and stranded functions in COMSOL and CST, respectively. The effective 

cross-sectional area of the winding considered the skin depth of the winding material at the excitation 

frequency.   

The coil definition entitles specification of the excitation source. The sensing coils were modelled as 

open circuits with the electromotive force computed from (46) representing the maximum potential 

difference when no external load is connected. The direction of the current is set so that the 

magnetomotive force of the coils were joined in series [136]. 

 

  

(a) (b) 

Figure III-3. Geometric model of circular helix coils in (a) COMSOL-AC/DC module and (b) CST EM Studio  

 

Alternatively, for the evaluation of planar PCB coils geometries, whose thickness is fundamentally 

smaller than any other dimensions, the layered shell domain introduced in COMSOL v5.4 was used. 

This feature allows the coil layout to be drawn as flat and on the same plane. In this type of simulation, 

the current flows in between layers through vertical interconnected access (VIA). The model initially 

considers an open path for the surface current density computation from Ohm’s law. The computed 

surface current density is later applied as the source term in the Ampere’s law to compute the magnetic 

field distribution in the space surrounding the coil.  



51 

 

3.5.1.3  Shield 

Similar to the coils, the shield design accounts for various modelling techniques. Investigation of the 

shielding material, thickness and relative height to the sensor size were performed by discretising the 

shield as an additional material. In this modelling approach, the electrical properties of the shielding 

material are considered, and the decay of the magnetic field through the thickness of the barrier can 

be evaluated. The interface conditions here are imposed by the edge element formulation [137]. The 

induced and transmitted fields, beyond the shielding material, in the free space region would extend 

to the truncating boundary.      

For the considerably larger model of a MIT Forward Problem, in order to avoid numerous extremely 

small elements and save significant computational effort, two alternative approaches were evaluated. 

The first modelling technique comprised truncating the domain at the surface of the shield by imposing 

the impedance boundary condition (IBC). The IBC models a small permeation of the field inside the 

shielding material, i.e. small skin depth at high frequencies [134]. This assumes that the currents flow 

entirely on the surface of the shielding material and avoids solving Maxwell’s equations in the interior 

of the domain.  

The second modelling approximation accounts for a geometrically thin shielding material using the 

transition boundary condition (TBC). The TBC represents a discontinuity in the fields across the 

boundaries due to the induced current densities arising on the surface of the boundary [134]. Contrary 

to the IBC, the TBC considers the material properties as well as the thickness of the material as inputs, 

leading to a drop in the transmitted electric field [134].   

3.5.2  Domain discretisation  

The division of the computational domain into subdomains or finite elements is key in FEM. In FEM, 

the distribution of the unknown variable inside every mesh domain is interpolated from the conditions 

in the edges of the elements. Meshing algorithms built in commercial software provide a variety of 

3D element types, namely tetrahedral, bricks, prisms, and pyramids. Tetrahedral elements provide the 

advantage of being able to mesh any 3D volume, including complex shapes and topologies, with 

smaller discretisation error than other element types [138]. Furthermore, elements with triangular 

profiles are advantageous when using edge elements to solve electromagnetic problems [127]. Hence, 

in this study, tetrahedral edge FE was used to solve the weak form of the problem. 

The density and quality of the mesh strongly affect the numerical solution. An increased mesh density 

leads to more precise results but also results in larger computation time and memory requirements. 

Furthermore, low regularity of the mesh elements’ shapes, i.e. mesh element quality, can lead to 

convergence issues [139]. The meshing technique must ensure that the meshed domain accurately 
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represents the physical characteristics of the system and that in regions where large field variations 

are expected, sufficiently small elements are used [127]. Additionally, avoiding elements from 

overlapping is crucial for solution convergence. 

In order to decrease the error induced due to the finiteness of the mesh, i.e. discretisation error, a mesh 

refinement exercise was performed. All scenarios fulfil the general meshing rule of a minimum of 10 

linear elements per wavelength and two linear elements per skin depth where no special boundary 

conditions are imposed [134]. An accurate mesh discretisation was achieved by empirically evaluating 

the impact of the mesh element size on the solution. This was done by successively decreasing the size 

of the mesh elements until the consecutive solutions were virtually the same; that is, the difference 

between them was less than 1E-3. 

The amplitudes and phase from the mesh sensitivity study were assessed using different medium 

conductivities. Results show that increasing the number of elements beyond 56K does not provide 

significant improvement to the solution. Setup 2 in Table III-1 was found to provide a small 

discretisation error and sensible computational cost, hence this meshing configuration was used for 

the solution of the MIT Forward Problem.   

 

Table III-1. Mesh discretisation exercise using predefined element sizes in COMSOL 

Simulation 

index 

Mesh Size Coils Free space Total tetrahedral 

elements 

1 Normal Extra fine Finer 212,228 

2 Normal Finer Fine 56,396 

3 Normal Extremely fine Normal 292,988 

 

 

3.5.3 Solver setup 

The number and order of the elements in the mesh structure dictate the dimension of the linear system 

of equations to be solved. In a problem with well-defined boundary conditions, different solvers should 

reach virtually the same solution. However, different solver types lead to dissimilar computation times.  

The direct solvers provide advantageous computation speed and robustness over the iterative methods 

[131]. However, direct solvers require significant memory resources and can become prohibitive for 

large meshing domains, where iterative solvers perform better.  
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It is a common feature in commercial software to provide built-in default solver settings, based on the 

characteristics of the problem. The solver selection accounts for the greatest possible robustness and 

lowest memory usage. AC/DC COMSOL provides various iterative solution techniques. Here, the 

biconjugate gradient stabilised method (BiCGStab) was used. Using BiCGStab, the memory usage 

and computation time for every iteration are constant. The speed of convergence was accelerated using 

a geometric multigrid (GMG) preconditioner. GMG is suitable for electromagnetic models due to its 

approach of combining speed and memory efficiency [139].  

The element type used in the simulations was restricted to only first-order and second-order edge 

elements. Higher-order elements add additional degrees of freedom in interior mesh elements, which 

decreases the sparsity of the system and leads to larger memory requirements.  

3.6 Benchmark tests 

Validation of the numerical models addressed in previous sections, targeting the MIT Forward 

Problem, was performed through a series of benchmark tests detailed in the following subsections. In 

all cases, a residual error lower than 1E-3 was achieved.  

3.6.1 Boundary conditions for the computational domain 

The eigenfrequency study was designed to alternatively account as a benchmark test for boundary 

condition assessment (see Figure III-2). The setup model comprised modelling the detailed geometry 

of a circular helix coil of 34 mm diameter and 14 turns wound from a 0.5 mm wire. The coil is placed 

in the midplane of a spherical domain. The study accounted for two boundary conditions on the 

computational domain. First, a free space domain sufficiently large was modelled so the outer perfect 

electric conductor boundary conditions would not affect the numerical solution. The dimension of the 

spherical free space was set to be three times larger than the coil outer diameter. 

Perfect magnetic conductor layers were then added in the exterior face of the domain (see Figure III-4). 

The objective of this is to corroborate the spatial domain considerations by comparing the results from 

both approaches. 

The eigenfrequency solver was set up to provide four frequencies below 100 MHz, and the results of 

the first harmonic frequencies for both approaches was compared. The perfect electric conductor 

boundary conditions (scenario 1 in Figure III-2) returned an eigenfrequency of 49.758 MHz. For the 

scenario where the perfect magnetic conductor conditions were applied to the outer layers of the 

domain (scenario 2 in Figure III-2), the computed eigenfrequency was 49.429 MHz. The proximity of 
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both results suggests that the size considered for the free space domain is sufficiently large to confine 

the extent of the physical effect. 

 

  
Figure III-4. Model setup and mesh view of perfect magnetic layered computational domain in the detailed coil 

geometry model 

 

For material parameters (permittivity and conductivity) with sharp interfaces, the field equations are 

complemented with appropriate interface boundary conditions. This means that at the interface 

between the two media, the tangential components of the electric and magnetic fields must be 

continuous, yielding: 

𝑛̂2 × (𝐸1⃗⃗⃗⃗⃗ − 𝐸2⃗⃗⃗⃗⃗) = 0 (48) 

𝑛̂2 × (𝐻1⃗⃗ ⃗⃗ ⃗ − 𝐻2⃗⃗ ⃗⃗ ⃗) = 𝐽𝑠 (49) 

 

where the subscripts 1 and 2 refer to the different mediums. 

3.6.2 Boundary conditions for shield design 

The benchmark test for shield modelling contrasts the selection of IBC and TBC for the boundaries of 

the shielding material. The model comprised an array of coils located around a cylindrical imaging 

area of 110 mm in diameter enclosed in an electromagnetic shield. The model shown in Figure III-5(a) 

involves IBC assigned to the surface of the shield, as suggested in [132]. Here, the free space is 

modelled as an air cylinder that envelops the coil array and continues through the shield open ends.   

An alternative approach, illustrated in Figure III-5b, assigns a TBC to the shield domain. Conversely 

to the IBC model, the shield geometry here is contained within the free space domain. The size of the 
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computational domain is three times larger than that of the shield. The cylindrical free space was 

terminated using infinite domain layered elements. The coil geometries and computational domain 

height of both setups were kept the same in the interest of model comparison.  

The results of the phase angle measured from a receiving coil positioned opposite the transmitting coil 

are shown in Figure III-6. In the plot, the TBC and IBC models are compared for various coil-to-shield 

distances, i.e. stand-off distance (sf). Additionally, results from a ‘no shield’ scenario are also included 

for reference. Results from the TBC model show an increasing trend in the phase shift that plateaus 

beyond sf=1.5, approximating to the ‘no shield’ case. Notorious dissimilarities can be seen when the 

TBC results are compared to the IBC case. The difference between the phase angles measured using 

IBC or TBC increase with increasing stand-off distance. Results suggest that in the IBC model, the 

field is truncated, which results in a larger damping effect. 

 

  
(a)  (b) 

Figure III-5. Simulation setup showing the modelling approach for an aluminium shield of 165 mm diameter and 1 mm 

thick using (a) Impedance boundary condition (IBC) and (b) Transition boundary condition (TBC) 
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(a) 

 
(b) 

Figure III-6. Phase shift for IBC and TBC configurations and various stand-off distances for conductivities in the 

imaging region of (a) 1 Sm-1 and (b) 5 Sm-1 

 

3.6.3 Computation software 

As previously discussed, the various scenarios of the MIT design were evaluated using two 

computation packages. In order to ensure consistency among the results, a similar setup was simulated 

in both software using the same boundary conditions and initial values. The simulation models 

comprise two identical opposite coils distanced by 110 mm. The coils were modelled as circular rings 

of 34 mm of diameter. Six scenarios were evaluated, in each the number of turns was increased by 

four turns at a time, ranging from 2 to 22. The coils were modelled using the coil geometry 

approximation feature available in both packages. The transmitting coil was current driven at a 0.5 A 

level and the receiving coil was modelled as an open circuit by specifying a current through the coils 

of 0 A. The CST student edition license is limited in the number of mesh elements that can be resolved. 
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To overcome this and improve the numerical solution in the area of interest, the coils were enclosed 

in dummy toroids, as illustrated in Figure III-7. 

 

 
Figure III-7. Bench test model built in CST Student Edition 

 

In Figure III-8, the amplitude dynamic range of both models is compared. It can be seen that the 

voltage ratio given an increase in the number of turns is consistent between both simulation models. 

 

 
Figure III-8. Results from bench test model comparison 
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The modelling approach used for PCB coils was validated by comparing the simulated coil inductance 

of two different coil setups to the manufacturer specification. The specifications of the customised 

LDC part were exported from the manufacturer design tool, i.e. Webench coil designer [140]. The 

geometry outlined from Webench was replicated as layered shells in COMSOL. For both coil layouts, 

accounting for trace widths of 0.4 mm and 0.3 mm, the inductance values between the manufacturer 

specifications and the simulations are consistent, as shown in Figure III-9. The averaged difference 

between the reference and the modelled inductances is less than 0.6%. 

 

 
Figure III-9. Coil inductance from planar coils showing result from simulations in COMSOL and from the manufacturer 

design tool (Webench) 

 

3.6.4 Dual coil approximation 

Concerning the computational cost of the MIT Forward Problem solution, for selected scenarios, it is 

convenient to treat the problem as a dual coil system. Extrapolation of the results from the dual coil 

model to a full 8-coil MIT system requires equivalent simulation models. In order to validate the 

scaling approach of the dual coil system, the outputs of the simulation from both models were critically 

evaluated.   

A benchmark test was performed in which results from the system setups shown in Figure III-10 were 

compared. The investigation involved comparing the received signals from opposite coils from a dual 

coil system and from a full 8-coil system. The dual coil model comprised one coil acting as 

transmitting and the other as the receiving sensor. The two coils were located opposite to each other 

across a cylindrical imaging region of 110 mm diameter (see Figure III-10a).  
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The full model accounted for eight coils equally distributed around the cylindrical imaging region. In 

the full coil model, one coil is excited with a time-harmonic current, and the remaining seven coils act 

as receiving sensors. The coils in both setups were modelled as homogenised multi-turn rings with a 

varying number of turns, as described in Section 3.5.1.2-B. The computational domain is defined by 

a cylindrical space, layered with infinite domains in the radial direction, which was proven to be 

suitable to confine the extent of the physical effect. The background material is air for both models. 

     

  

(a) (b) 

Figure III-10. Bench test model comparison between (a) dual coil setup and (b) full coil system 

 

 

The amplitude and phase signals from the opposite receiving coils in both models are shown in Figure 

III-11. It is evident that both models give a good fit, hence validating the alternative use of dual coil 

systems for a decreased computational cost. 
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(a) 

 
(b) 

Figure III-11. Results from bench tests of dual coil setup and full coil system showing (a) voltage induced and (b) phase 

angle 

 

3.6.5 Simulated vs measured data 

Once the boundary conditions are defined, the FE model can be compared to experimental 

measurements. Along the MIT design process, the numerical models were compared to available 

experimental data. In the following subsections, the setups used for experimental studies are 

reproduced through simulations and their results are critically evaluated. 

3.6.5.1 Electromagnetic shielding 

Experimental tests to evaluate the shielding capacities of various materials were performed using 

attenuation barriers of 120 mm ×130 mm (see Chapter V). The evaluation described in this subsection 

considers results from aluminium sheets of 6.33 mm and 2.1 mm thick as they are suitably 
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representative of the electromagnetic shields commonly used in MIT and the material properties are 

readily available in the built-in material library of the software. In the study, the experiments were 

conducted using two coils located opposite to each other under various operating frequencies. First, 

the reference voltage was measured with the shielding material absent. Subsequently, the shielding 

material was placed orthogonally between the coils, and the load measurement was acquired.  

The same experimental setup was simulated in CST. Recalling from Section 3.5.1.3, discretising the 

shield as an additional material provides practical means to evaluate the decay of the magnetic field 

through the thickness of the material.  

At frequencies below 20 MHz, the intensity of the transmitted field (𝐻𝑡) is related to the shielding 

effectiveness (𝑆𝐻) and the load to reference voltage ratio (𝑉𝑖 𝑉𝑡)⁄  by the relationship [17]: 

𝑆𝐻 = 20 log10(𝐻𝑖 𝐻𝑡)⁄ = 20 log10(𝑉𝑖 𝑉𝑡)⁄  (50) 

Simulated and experimental results are shown in Figure III-12. The simulation outputs of the near-

field system at a distance of 15 mm from the shield, for the given aluminium barrier thickness, is 

shown in Figure III-12a. The numerical solution identifies a narrow difference in the intensity of the 

magnetic field close to the receiving sensor with varying barrier thicknesses. This slight difference is 

equally seen in the experimental results shown in Figure III-12b.  

The experimental and numerical outputs are in agreement, as both trends provide evidence of the 

decrease difference between thicknesses as the excitation frequency increases. These tests designed to 

evaluate the performance of the model under conditions with readily known responses allowed to 

prove that the simulated measurements are consistent with the laws of physics. 

3.6.5.2 Coil design  

In this section, the results from the numerical simulation of the coils are compared to the experimental 

study carried on the two coil geometry configurations, i.e. circular helix and square helix. The 

inductance of coils for both geometry profiles and the number of turns is plotted in Figure III-13. Here, 

simulated inductance is compared to data measured under the laboratory conditions from coils of         

34 mm wound from a copper wire of 0.5 mm. The inductance of the coils was measured using a GW-

Instek LCR-817 meter.  

The trends observed in the experimental measurements are consistent with those seen in the simulated 

data, with the square helix geometry (SH) resulting in consistently larger coil inductance than circular 

coils (CH). Both experiments and simulations agree on an increasing larger difference between the 

evaluated profiles with an increasing number of turns. However, it can be noted that the absolute 
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measured values are greater than the simulated ones, although within the same order of magnitude. 

The difference between both figures is attributed to the excitation frequency used in the model. As the 

frequency increases, the simulation model is able to capture the change in reactance and the skin effect 

that are not considered in the Alternating Current (AC) measurements [136].  

 

 
(a) 

 
(b) 

Figure III-12. Comparison of results from (a) transmitted magnetic field in CST and (b) shielding effectiveness from 

experiments 
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Figure III-13. Coil inductance of circular (CH) and square helix (SH) geometries for various number of turns from 

simulations in COMSOL (Sim) and bench tests measurements (Exp)  (ExpMatriz2.xls) 

 

Numerical simulation modelling is used in the remainder of the thesis, and it is core to the MIT sensor 

and hardware design in Chapter IV and Chapter V, respectively, as well as in the extended MIT 

measurement capabilities presented in Chapter VII. In this thesis, the MIT models used comprise a 

selection of the modelling approaches evaluated in this chapter. All the simulation models are based 

on a close approximation to the actual physical representation detailed in the following chapters. 

Table C-1 in Appendix C provides a summary of the main characteristics of the simulation models 

exploited in the remainder of the thesis and justifies the approach selected based on the evaluations 

undertaken in this chapter. 

3.7 Discussion and Conclusions 

A relevant advantage of FEM simulation is its accuracy in dealing with discontinuous electromagnetic 

properties. The use of commercial packages like CST and of COMSOL for solving the MIT Forward 

Problem allowed rapid estimates of the signals for feasibility tests and hardware design. CST student 

edition license provides significant limitations in the size of the model geometry; hence its use was 

limited to reduced scaled problems. Therefore, when appropriate, CST will be employed for the 

hardware design based on scaled-down models. COMSOL is employed in the remainder of this thesis 

for full-scale MIT forward model solution.  
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For large 3D models, encompassing a full MIT system, more than 50,000 meshing elements are 

necessary to ensure negligible discretisation errors and accuracy of the numerical solution. A free 

space of at least three times the instrument dimension terminated in virtually infinite element layers 

was seen to provide an adequate decay of the electromagnetic field that does not truncate the solution. 

Geometry approximations used for multi-turn coils were in good agreement with experimental 

measurements. However, for sensor design, it is crucial to perform an independent evaluation of the 

resonance frequency of the coils before using simplified geometry approximations.  

Comparison of the FE results with reference values and experimental measurements ensure the validity 

of the modelling techniques used. Changes in the induced e.m.f and in the distribution of the magnetic 

field resulted, as expected, in changes in material properties, operating conditions, and barrier 

dimensions. All the above changes are consistent with the laws of physics. Furthermore, the system 

responses and trends between the measurements from benchmark tests and simulation result were seen 

to be in agreement. This enables the use of the results from the simulation models to describe the 

electromagnetic problem, derive conclusions and make predictions.  
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Chapter IV MIT Sensor design  

4.1 Introduction  

Low conductivity imaging requires a high excitation frequency and high-resolution equipment [66] 

[93]. Recalling from Section 2.5.1, high frequencies yield smaller skin depth. Hence, at high 

frequencies, the skin depths of the electromagnetic fields are comparable to the target dimensions, and 

the signal arising from the induced eddy currents is only a fraction of that of the primary magnetic 

field [73]. The amplitude measurements from a low conductive medium is a few orders of magnitude 

smaller than the driving input, hence resulting in weak signals.  From Maxwell’s equations, it is 

evident that the performance of MIT systems largely depends on the intensity of the induced field and 

currents (refer to Chapter II). 

The inductive coupling between the sensors and the medium is influenced by the hardware design, 

including the system sensors [90]. Several MIT systems have been designed over the past three 

decades, most of which rely on sensors built from circular helix coils [11] [81] [91] [95] [141] [142] 

[143] [144] [145]. The reason for this selection is not well elaborated in the literature, and limited 

research has addressed the design optimisation for MIT sensors, suggesting the use of alternative 

geometries and manufacturing techniques [96] [98] [146].  

In multiphase flows, the electrical and physical properties of the inclusions vary in both the spatial and 

the time domain. These variants challenge the definitions of models for non-continuous conductivity 

distributions, which in order to be representative of the targets of interest must necessarily address a 

range sufficiently wide as to encompass all possible multiphase flow scenarios. Consequently, the 

present chapter focuses on the design parameters of MIT sensors. It does so, using a uniformly 
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distributed conductive medium. This approach is valid for homogeneous and steady-state flow, which 

allows first the assessment of the performance of MIT systems in connection to the overall variations 

of the electrical properties within the bulk medium and second the design of the system.  

The scope of this work focuses on the design and evaluation of air-core coils, which are preferred for 

MIT systems over ferrite-core solenoids [66] [92]. Air-core coils have a constant permanence that 

yields a linear behaviour; similarly, the inductance is independent of the current through them [75] 

[147]. All these characteristics simplify the data processing.  

This chapter provides a study of the geometric characteristics of the sensors encompassing the 

performance of the electromagnetic measurements. The work combines qualitative and quantitative 

analyses in order to develop algebraic models to predict the overall performance of MIT systems for 

a given coil setup. The quantitative assessment is based on inferential statistics, which allow the testing 

of specific hypotheses about the sensor geometry [148]. The two main types of inferential tests have 

been adopted in this work: the tests of association to describe the relationship between variables and 

the tests of group differences for data dispersion analysis and correlation validation. The numerical 

results analysed in Section 4.6 are based on a combination of statistical techniques that comprise 

bivariate correlations, uniqueness indexes, and multiple regressions. The bivariate association tests 

can provide a measure of the statistical significance, a measure of association between variables, or 

both [148].  Spearman test provides a measurement of both significance and association. Spearman 

correlation coefficient measures the degree of correlation between a pair of combined variables, i.e. 

ordinal and continuous, irrespective of their linearity or lack thereof [148][149]. On the other hand, 

the Mann-Whitney test, which is aimed at non-parametric data, is an alternative bivariate test for 

variable association irrespective of the data distribution shape [150].  

Furthermore, the computation of the relative importance of geometric parameters on the overall system 

performance is achieved through multiple regression analyses. Multiple regression provides the model 

that best fits the behaviour of the data. Similarly to the correlation approach taken for data processing 

from experiments in multiphase flow [151], curve fitting coefficients are used to describe the 

performance of the MIT systems via correlation models. 

The present work is based on the author’s contribution to the manuscripts on sensor characterisation 

published in 9WICIPT [16] and in the Journal of Meas. Science Tech [152]. The results disclosed in 

this chapter were partially included in the patent document GB1810733.4 [15] in which the author and 

Dr Ma are the co-inventors (see Appendix B). The contribution of the author to the patent document 

include the qualitative and quantitative analyses of the sensor performance presented in Sections 4.5 

and 4.6 of the present chapter. 



67 

 

The main parameters to consider for MIT sensor design are discussed in the following sections, 

organised as follows. The geometric characteristics and performance parameters relevant to the MIT 

sensor design, detailed in Sections 4.2 and 4.3, respectively, are empirically assessed in accordance 

with the experimental setup in Section 4.3. The effects of the changes in the coil geometry are 

systematically evaluated and compared to simulation results in Section 4.5. Section 4.6 provides a 

quantification of the sensor performance based on the statistical analysis of the sensor behaviours to 

various stimuli. Finally, the results discussed in Section 4.7 lead to the concluding remarks in the final 

subsection of the chapter. 

4.2 Sensors characteristics 

The selection of the design parameters of interest to assess the performance of MIT systems is based 

on a probing survey of existing literature. The geometrical parameters comprise coil size, wire gauge, 

number of turns, and the shape profile, i.e. circular helix and square shaped coils. The dimensions of 

the coils and the size of the saline inclusion used in the experiments consider the theoretical spatial 

resolution and skin effect in low conductive fluids.  

The geometry variables assessed here account for combinations whose influence on the MIT 

performance is not straightforwardly inferred. The number of turns, for example, is known to affect 

the mutual coupling and the parasitic capacitance [95] [136]. However, its combined impact along 

other geometry parameters requires further quantification. Similar is the effect of the wire gauge on 

the induced voltage resulting from the secondary magnetic field arising from flow-induced eddy 

currents. At high frequencies, the current density across the wire cross-section is not uniform, due to 

the skin effect of the copper, challenging any a-priori analysis. The following subsections detail the 

geometry characteristics assessed in the study. 

4.2.1 Coil Profile 

In addition to the widely used circular profile, the performance of square coils is also evaluated here. 

Square helix coils provide a larger core area, for the same outer dimension, while sharing significant 

similarities with traditional circular coils in terms of winding techniques and ease of construction.  

Figure IV-1 exemplifies the profiles evaluated.  Other types of coil that have been somewhat addressed 

in the literature are circular planar coils or pancake coils. The widest application of planar coils is 

within the kHz spectrum. These coils provide a high-quality factor, i.e. ratio of resistance to inductive 

reactance; resulting in the magnification of the current which makes them attractive for induction 

charging. However, in radio frequency applications, such as imaging systems for multiphase flow, this 

performance is not desirable. Consequently, these types of coils are not addressed in this study. 
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(a) (b) 

Figure IV-1. Example models of the profiles of the coils illustrating (a) a circular helix coil and (b) a square-shaped 

coil 

 

4.2.2 Coil dimensions 

The size of the coils in an MIT system targeting flow measurement is restricted by the pipeline 

dimensions. The outer diameter of the pipe limits the number of sensors that can be accommodated 

around its perimeter. Furthermore, the number of sensors impacts the resolution of the measuring 

device, see Equation (51). The spatial resolution of the electromagnetic meter, denoted 𝑅, is 

proportional to the number of independent combinations of transmitting to receiving coils and is given 

by [86]: 

𝑅 =
1

√𝑛𝑐(𝑛𝑐 − 1)
2

 
(51) 

 

where 𝑛𝑐 is the number of sensors working either as exciters or receivers.  

It is worth noting that the metering resolution cannot be infinitely improved. A large number of 

independent measurements increases the correlation between the individual data resulting in increased 

complexity of the Inverse Problem [99]. From (51), for typical multiphase pipelines diameters in the 

oilfield, below 200 mm [153][154], eight coils provide a sufficient number of measurements, i.e. 28, 

and a decent theoretical image resolution of approximately 19% of their diameter.   

4.2.3 Number of turns 

Theoretically, a larger number of turns would result in a greater induced voltage as by Faraday's law, 

which establishes the proportionality between the induced voltage in an air-core coil and the number 

of turns. Nevertheless, in MIT systems the induced voltage results from the inductive coupling 

between the sensors and the conductive medium. The secondary field arising from a flow-induced 

eddy current is intrinsically dependant on the properties of the fluids contained within the pipe.  
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An increased number of turns, although resulting in an increased electromotive force, also reduces the 

self-resonance frequency of the coil. At high operating frequencies, the coil self-resonance frequency 

becomes a limiting factor of the maximum number of turns. Within the MHz spectrum, the parasitic 

capacitance resonates with the inductance, altering the ideal behaviour of the coil [11] [13] [95]. 

Consequently, too few a number of turns fails to provide enough inductance; if on the contrary, there 

are too many turns, the resonance frequency may overlap the operating frequency creating instabilities. 

4.2.4 Wire gauge 

The effect of the coil wire diameter in the performance of MIT systems is not straightforward, as 

evident in Ampere Law. Ampere described the magnetic field inside a solenoid, where the effect of 

the wire diameter is implicit, affecting both the length of the coil and the current distribution profile. 

Furthermore, at high frequencies, the current density ceases to be uniform due to the skin effect in the 

wire material. Within the low MHz range, the skin depth effect causes the current to flow only through 

the portion nearer the outer surface of the wire. The effects discussed above represent a challenge in 

accounting for the effect of wire diameter in the performance of MIT systems. Based on commercial 

wire gauges and information on existing MIT coil designs [11] [81], six different copper core 

diameters, ranging from 0.4 mm to 0.8 mm, were evaluated. 

A summary of the evaluation range for the geometry parameters above is given in Table IV-1. 

Assessment of the designs parameters in the performance of MIT systems is based on the 

quantification of the influence of the sensor geometry, which is addressed in the following sections. 

 

Table IV-1. Coil design parameters for evaluation 

Parameter Range 

Coil outer dimension - 𝐷𝑐 (mm) [20, 25, 34, 40, 50, 54] 

Wire diameter - 𝑑𝑤 (mm) [0.4, 0.5, 0.55, 0.60, 0.75, 0.85] 

Number of turns - 𝑁 [2, 4, 6, 8, 10, 12, 14, 16, 18, 20] 

Shape Profile Circular (CH), Square (SH) 

 

4.3 Performance parameters 

The complexity of the electromagnetic phenomena bounds the sensor evaluation not to be restricted 

to a single governing factor that attempts to quantify the performance of the MIT meter uniquely. 

Hereafter, the combined effects of geometric parameter sweeping were evaluated and ranked by their 

impact on the various performance indicators.  
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The amplitude of the induced voltage given by Equation (46) is proportional to the background field 

generated by the driving signal, hence affecting the signal-to-noise ratio. The performance factor, 

designated 𝑉𝑖, accounts for the ratio of induced to driving signal as  

𝑉𝑖 =
𝑉𝑅𝑥𝑖
𝑉𝑇𝑥𝑖

 (52) 

 

where 𝑉𝑅𝑥 and 𝑉𝑇𝑥 are the induced and driving voltages respectively for a given set of scenarios i =

{1,2,… , 𝑛} for a total of 180 coil configurations (𝑛 = 180). Note that a large induced voltage, i.e., 

voltage ratio (𝑉𝑖) closer to unity, implies a better signal to noise ratio. High signal levels remove the 

complication of using an extreme amplification circuit, hence, reducing the hardware complexity. 

The signal of interest in MIT systems arises from the eddy currents induced in the conductive medium, 

defined by 𝛻 × 𝐻⃗⃗⃗ = 𝐽 where 𝐽 is the induced eddy current within the imaging region, which contains 

information on the electric properties of the fluids. The size of the signal from the induced field is only 

a fraction of the full measurement. The scale of the induced currents bounds the sensor design to 

account for high induction currents and large rate of penetrations, i.e. skin depths. Here, the strength 

of the conduction current field in the imaging region is evaluated along the central longitudinal axis 

of the pipe and is compared in every scenario 𝑖 = {1,2,⋯ , 𝑛} by (53) 

𝐽𝑖 = max
𝑗∈{1,2,⋯,𝑚}

(𝐽𝑗) (53) 

where the magnitude of the induced conduction current 𝐽 is computed as the maximum scalar 

registered within all mesh elements indexed by {1,⋯ ,𝑚} for a total number of elements (𝑚).  Note 

that as for the voltage ratio, the total number of configurations is again 𝑛 = 180.  

Equally relevant to the previous parameters is the sensitivity of the system to changes in conductivity 

within the imaging area. MIT sensitivity is deduced from the Geselowitz relationship by [98] [155] 

and expressed as: 

𝑆𝑖 =
∆𝑉𝑅𝑋𝑖
𝐼𝑖∆𝜎𝑖

 (54) 

 

where 𝑆 is the sensitivity of the system for a given change of electrical conductivity (∆𝜎). 𝐼 is the 

current through the transmitting coil. The index 𝑖 = {1,2,⋯ , 𝑛} refers to the evaluated scenarios. It is 

noteworthy that the original relationship derived by [98] considers the variation of the complex 
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conductivity (∆ = 𝜎 + 𝑗𝜔𝜀0𝜀𝑟). Here, the conductivities evaluated are high (𝜔𝜀/𝜎 ≪ 1), and the 

eddy-current approximation is used in accordance to [114]. 

From (52) to (54) it is inferred that the higher the values of the performance parameters 𝑉𝑖, 𝐽𝑖, and 𝑆𝑖, 

the better the performance of the MIT system is. 

Having defined the geometry characteristics of inductors and the performance parameters of interest 

for MIT systems, the following sections aim to evaluate, both empirically and numerically the 

correlation between the two.  

4.4 Experimental design 

An experimental setup composed by a dual coil system was used for empirical assessment of the 

effects that changing the coil characteristics have on the performance of the MIT system. The coils 

are positioned opposite to each other across a pipe of 110 mm outer diameter. The transmitting coil 

(Tx) was excited with a time-harmonic signal at 10 MHz and 5 Vp-p. The excitation signal induces a 

magnetic field that is inductively sensed by the receiving coil (Rx), located at 180⁰ from Tx. A digital 

oscilloscope connected to Rx measures the induced voltage and phase in the receiving sensor for 

further data processing. Cylindrical inclusions of various salinities and 70 mm in diameter were used 

to evaluate the sensitivity of the MIT system to changes in electrical conductivity. The inclusions were 

individually placed in the centre of the imaging region equidistant from Tx and Rx. The system 

illustrated in Figure IV-2(a) shows the system setup with generic coils of outer dimension 𝐷𝑐 formed 

with 𝑁 turns of wires of diameter 𝑑𝑤. Figure IV-2(b) shows images of a selection of the coils used for 

the experiments. The experimental scenarios were selected based on representative geometries that 

could provide an overall understanding of the system performance. The results from the experiments 

also served to validate the simulation outputs, which were next extended to a wider range of geometry 

parameters. 

For the determination of the resonance frequency of the coils, a two-turn coil was used as the excitation 

source. Tx was loosely coupled to the coil under evaluation (Rx) as illustrated in Figure IV-2(c). The 

gap between Tx and Rx acts as a capacitor and avoids damping the resonance frequency. The 

excitation signal used was a square wave of 4 Vp-p. Square wave input allows for easy identification 

of the subharmonics represented as sine waves in the oscilloscope. In this regard, the input frequency 

was swept until the voltage in Rx formed a sine wave and the input frequency to Tx was a fraction of 

that measured in Rx (third subharmonic). Further tuning of the resonance frequency was performed 

by sweeping the frequency of a time-harmonic wave around the resonance value and noting the 

maximum signal from Rx that is observed in the oscilloscope.   
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4.5 Qualitative analysis of the performance of the sensor  

This section qualitatively assesses the effect that varying the geometry parameters of sensors have on 

the performance of the MIT systems. The assessment combines empirical work and results from 

simulations which allow a comprehensive assessment over a broad range of parameters. 

 

 

  

(a) (b) 

 

(c) 

Figure IV-2. Experimental setup showing (a) the illustration of the receiver (Tx) and receiver (Rx) connection setup 

for coil characterisation; (b) an image of a selection of coils used for geometry characterisation; and (c) illustration of 

the experimental setup for resonance frequency measurement 

 

4.5.1 Effect of coil diameter on the signal level  

The effect of the geometry parameters on the voltage ratio accounting for variations in the background 

signal is presented in Figure IV-3. The 95% Confidence Interval (CI) of the voltage ratio is represented 
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as error bars in Figure IV-3. The maximum standard deviation registered in the induced signal (𝑉𝑅𝑥𝑖) 

was 1.5E-4 V.  

  

 

Figure IV-3. Simulated (Sim) and measured (Exp) induced-to-excitation voltage ratio of circular helix coils of 

various diameters and number of turns wound from 24 AWG copper wire. The black error bars show the 95% 

Confidence Interval 

 

The results show the ratio of induced to excitation voltage of helix coils with the various number of 

turns and geometric configurations from simulation and experiments. The overall trends from 

simulation outputs and experimental voltage ratios are consistent and show that the voltage ratio is 

related to the coil diameter.  

However, results from the test point of the coil with six turns and an outer diameter of 34 mm, 

highlighted in Figure IV-3, do not follow the trend seen in the remaining data points. This effect is 

attributed to the proximity of the operating frequency to the circuit resonance frequency, resulting in 

unrepresentative high induced voltage (more details in Section 4.5.4). This effect on the induced 

voltage is neglected in the simulations given the numerical approximation used to model the coil 

domain. Disregarding the outliner, the absolute mean difference between the experimental data points 

and the simulated voltage ratios is 0.06, which corresponds to a mean per cent difference of 17%.   

4.5.2 Effect of wire diameter on the signal level and coil coupling 

The electromagnetic field induced at the central longitudinal axis of the imaging region for various 

geometric parameters is shown in Figure IV-4. The simulation results show that the intensity of the 

primary field increased with larger coils and wire gauges. Consequently, the induced voltage for all 
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coils sizes increased with increased wire diameter (see Figure IV-5a). The increasing effect seen with 

increasing wire diameter is smaller than that obtained with changing the coil dimensions. 

  

Figure IV-4. Electromagnetic field intensity (A.m-2) induced by circular helix coils of various diameters for a given number 

of turns measured along the longitudinal axis of the cylindrical imaging region. The vertical red line signalises the position of 

the centre of the coils 

 

  

 

(a) 

   
(b) 

Figure IV-5. Effect of the wire diameter and coil size variations in (a) the induced signal and (b) background coupling 

for the various number of turns. The error bars in black show the standard deviation in the measurements 
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Figure IV-5(b) shows the coil coupling for the various number of turns and wire gauges. The results 

demonstrate that coupling between coils is more significantly affected for a higher number of turns 

and larger coils. In concordance to the signal level, the effect on the coupling of changing the coil size 

is greater than that of changing the wire diameter. 

4.5.3 Effect of the geometry on the sensitivity 

Figure IV-6 shows the variation in the voltage ratio for given numbers of turns and coil shapes. Results 

show that regardless of the inductor profile, there is an increase in signal level with an increasing 

number of turns. However, square helix coils in Figure IV-6(b) show consistently larger induced 

amplitude signals than circular helix coils in Figure IV-6(a). The difference between both geometry 

profiles is more noticeable for a larger number of turns. Similarly, although less apparent than with 

the number of turns, larger wire diameters also yield larger signal ratios. 

 

 

 

(a) 

 

 

 

 (b) 

Figure IV-6. Simulated (Sim) and experimental (Exp) results of induced-to-excitation voltage ratio of (a) circular (CH) 

and (b) square (SH) helix coils of various coil sizes, wire gauge and number of turns. The error bars in black show the 

95% Confidence Interval 
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The sensitivity of the coils to changes in the conductive properties of the medium for various coil 

geometries is illustrated in Figure IV-7. For electrical conductivities of the inclusion of 1 Sm-1 to 5 

Sm-1, results are consistent with those from the voltage ration in Figure IV-6. The system sensitivity 

increases with an increasing number of turns irrespective of the core area. Conversely, to free space 

scenarios, results suggest that the larger the wire cross-section, the less sensitive the system is to 

changes in conductivity.  

 

 

Figure IV-7. Sensitivity of circular (CH) and square (SH) helix coils of various coil sizes, wire gauge and number 

of turns 

 

4.5.4 Effect of parasitic capacitance  

The effect of the parasitic capacitance of coils of various geometry configurations was evaluated using 

an experimental setup based on Figure IV-2(b). The results in Figure IV-7 show the tendency of the 

coils to respond at greater amplitude when the operating frequency matches the coils resonance 

frequency than it does at other frequencies.  
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Figure IV-8. Effects of changing coil geometry and dimensions on the inter-turn parasitic capacitance as reflected by 

the tendency of the coils to respond at greater amplitude when the operating frequency matches the circuit’s resonance  

 

As expected, for air-core coils, more turns resulted in higher coil self-inductance and hence lower self-

resonance frequency. The self-resonance frequency is intrinsically related to coil geometry 

characteristics, thus for coils of fixed outer dimensions and wire gauge, the shift in the trends results 

from the variation in the area of the coil core. There is very little difference between geometries, with 

the square coils exhibiting a slightly lower self-resonance frequency than the circular geometry. For 

circular helix coils, increasing the coil diameter reduces the resonance frequency, whereas the wire 

diameter has little effect on the inter-turn parasitic coupling. Similarly to self-inductance trends, the 

measured inductance of a selection of coils shows that the resonance frequency is non-linear (see 

Figure IV-9). Contrasting the inductance of both square helix (SH) and circular coil (CH), it is evident 

that consistently larger inductances are measured in square-shaped coils. The quadratic trend in the 

data yields larger differences between both geometries for an increasing number of turns. In this 

regard, the mean relative change between the square and the circular coils for every variation in the 

number of turns are in agreement, with ratios of 0.37 and 0.33 for the simulated data and the 

experimental points, respectively. As discussed in Section 3.6.5.2, the variation evidenced between 

the measured and simulated inductances is due to the capacity of the simulation model to capture the 

change in reactance and the skin effect that is not present in the low-frequency AC measurements. 
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Figure IV-9. Effects of changing coil geometry and dimensions on the self-inductance and resonance frequency based 

on coils of 34 mm in diameter and 24AWG wire 

 

These results show that the number of turns is the governing factor for self-resonance of the coils with 

little impact on the other geometric variables. Accordingly, in the subsequent sections, the self-

resonance frequency is not considered as a performance parameter but as a limiting factor for the 

maximum number of turns of the coils.  

A summary of the qualitative analysis above is presented in Table IV-2. 

 

Table IV-2. Summary of the qualitative analysis on changes of sensor geometry 

Sensor characteristic 
Signal Level 

(𝑉𝑖) 

Sensitivity 

(𝑆𝑖) 

Coupling 

(H) 

Resonance frequency 

(f) 

Dimension 

(𝐷𝑐) 
 𝐷𝑐 = 𝑉𝑖 𝐷𝑐 = 𝑆𝑖 𝐷𝑐 = H 𝐷𝑐 = f 

Wire gauge 

(𝑑𝑤) 
 𝑑𝑤 = 𝑉𝑖 𝑑𝑤 = 𝑆𝑖 𝑑𝑤 = H 𝑑𝑤 = f 

Number of turns 

(𝑁) 
 N =  𝑉𝑖 N =  𝑆𝑖 N =  H N =  f 

Profile 

CH / SH 

 
𝑉𝑆𝐻 > 𝑉𝐶𝐻 𝑆𝑆𝐻 > 𝑆𝐶𝐻  f𝑆𝐻 ≈ f𝐶𝐻 
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where a single arrow, i.e.  indicates the direction of change, two arrows () denotes a large 

magnitude change in comparison with the remaining parameters, a reverse arrow,  indicates a change 

in the opposite direction.  

4.6 Quantitative analysis of the sensor performance  

Based on the performance of the sensors evaluated in Section 4.5, the quantification of the effects of 

the geometric variables on the performance factors 𝑉𝑖, 𝐽𝑖,and 𝑆𝑖 and the nature of the predictive 

relationship is now assessed. In this section, statistic procedures are used to quantitatively assess the 

relative importance of the geometric variables on the MIT performance.  

The performance factors computed for every scenario were grouped as per geometry parameter cluster 

(see Table IV-3). The covariance (sxy) of the grouped parameters serves to recognise if the 

relationships among the variables (sxy ≠ 0) are direct or inverse, i.e., sxy > 0 or sxy < 0, respectively. 

Validation of the premise of a linear relationship between the variables is assessed through the 

coefficient of determination R2. 

Table IV-3 shows the response of the performance parameters to changes in the coil geometry. The 

coil size influences the induced voltage the most, with a joint positive variability according to both the 

coefficient of determination and the covariance. The remaining parameter configurations do not follow 

a linear relation. However, the coil dimension is seen to also influence the measurement sensitivity as 

by the analysis of the covariance. As for the number of turns, the negative sign of the covariance 

suggests an inverse effect on the intensity of the induced currents.   

A summary of the bivariate analysis is presented in Table IV-4. The degree of association between the 

continuous variables (𝐷𝑐, 𝑑𝑤, and 𝑁) is given by the Spearman correlation coefficient () and its 

significance index (sigs0.05). The relative correlation between the variables and the nominal 

predictors (i.e. coil profile) is assessed using Mann-Whitney tests and its significance index 

(sigm0.05). The author corroborated that the ideal unique variance conditions for the bivariate 

analysis hold: the independent and dependent variables show strong correlations and the independent 

variables demonstrate a weak correlation with each other (=0.00, sig=1.00).  
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Table IV-3. Performance variables for various geometry parameters  

  Vi Ji Si 

 ∑𝑉𝑖 sxy R2 ∑𝐽𝑖 sxy R2 ∑𝑆𝑖 sxy R2 

𝐷𝑐a 20 0.010 1.2E-2 9.6E-1 9.28 4.0E-1 7.2E-3 0.005 2.1E-2 

 

4.1E-1 

 25 0.016 14.99 0.008 

34 0.033 16.85 0.025 

 40 0.048   11.64   0.060   

 50 0.078   18.18   0.097   

 54 0.091   11.92   0.161   

𝑑𝑤a 0.40 0.049 -5.7E-4 1.4E-5 10.49 2.5E-3 1.9E-3 0.087 -4.2E-5 

 

1.1E-2 

 0.50 0.042 16.34 0.047 

0.55 0.050 10.89 0.077 

 0.60 0.042   16.62   0.044   

 0.75 0.043   17.06   0.040   

 0.85 0.049   11.47   0.062   

𝑁 2 0.025 4.6E-5 6.0E-5 26.42 -1.8E+0 6.5E-1 0.001 8.5E-3 

 

2.4E-1 

 4 0.030 13.61 0.006 

6 0.026 9.58 0.010 

8 0.030 7.25 0.021 

10 0.026 6.05 0.023 

 12 0.030   5.02   0.042   

 14 0.026   4.45   0.040   

 16 0.029   3.85   0.066   

 18 0.025   3.51   0.058   

 20 0.029   3.12   0.091   

Profile CHb 0.135 1.9E-5 1.3E-3 42.87 -7.8E-3 1.7E-3 0.173 2.9E-5 4.7E-4 

SHc 0.141 40.00 0.184 

     aMeasured in mm. 

     bCircular helix coils. 

     cSquare helix coils. 

 

The system response for the three continuous performance factors in Table IV-4 shows mostly positive 

correlations with all geometric variables. Inverse relations are seen for induction currents with an 

increasing number of turns and for sensitivity with increasing wire gauge, i.e. =-0.968 and =-0.065, 

respectively. The relation among the geometric parameters is given by the Spearman coefficient. 

Accordingly, a strong relationship between the induced voltage ratio and the coil dimensions is evident 

(=0.982). Additionally, the analysis shows a large and inverse association between the induction 
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currents and the number of turns in the coils. These outcomes are in agreement with the increase in 

sensitivity of the metering system with increasing coil size and number of turns. The above 

correlations are statistically significant at the 0.05 level.  

Conversely, the Mann-Whitney test suggests that the performance factors are not statistically different 

(sigm>0.05) when compared against coil profiles. 

 

Table IV-4. Analysis of the results using Spearman correlation method for ordinal data and Mann-Whitney test for 

nominal data  

  Vi Ji Si 

𝐷𝑐  0.982 0.112 0.741 

 sigs 0.000 0.135 0.000 

𝑑𝑤  0.017 0.070 -0.065 

 sigs 0.818 0.349 0.385 

𝑁  0.004 -0.968 0.628 

 sigs 0.960 0.000 0.000 

Profile sigm 0.344 0.060 0.532 

 

 

An assessment of the combined influence of the various geometric parameters on the performance 

factors was performed through multiple regression analyses. The quality of the predictions is given by 

the ratio of mean squares. R2-adjusted allows for a comparison among models with different numbers 

of parameters. The standardised Beta coefficients allow for a comparison of the relative significance 

of the geometric variables. The results of the multiple regression analysis in Table IV-5 demonstrate 

that the coil diameters and the number of turns are the parameters with the largest impact on the 

performance factors. Conversely, the wire gauge is the least relevant variable.   

 

Table IV-5. Multiple regression analysis  

 Model Vi Model Ji Model Si 
 Stand.  

Beta 

R2- 

adjusted 

Std. error of 

estimate  

Stand.  

Beta 

R2- 

adjusted 

Std. error of 

estimate  

Stand. 

Beta 

R2- 

adjusted 

Std. error of 

estimate  

𝐷𝑐 0.993 0.988 0.00149 0.115 0.977 0.04349 0.713 0.989 0.08065 

𝑁 0.000   -0.936   0.637   

𝑑𝑤 0.008   0.042   -0.043   

Profile 0.039   -0.1   0.049   
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The global equations for every performance factor were obtained by fitting the data with quadratic and 

logarithm curves. ANOVA tests indicate that the models statistically significantly predict the 

performance factors (sig ≤ 0.005). The correlations given by (55) to (57) account for a combination of 

geometric variables that describe over 98% of the variability of the performance models. The derived 

correlations can be used to enhance sensors design for a wide range of imaging areas and conductivity 

contrasts. 

𝑉𝑖 = (𝑎1𝐷𝑐 + 𝑎3𝑁
2 + 𝑎5𝑁

0.5 + 𝑎8𝐺 + 𝑎9)
2 (55) 

𝐿𝑜𝑔(𝐽𝑖) = 𝑎1𝐷𝑐 + 𝑎2𝐷𝑐
0.5 + 𝑎3𝑁

2 + 𝑎4𝑁 + 𝑎5𝑁
0.5 + 𝑎7𝑑𝑤

0.5 + 𝑎8𝐺 + 𝑎9 (56) 

𝐿𝑜𝑔(𝑆𝑖) = 𝑎1𝐷𝑐 + 𝑎2𝐷𝑐
0.5 + 𝑎3𝑁

2 + 𝑎4𝑁 + 𝑎5𝑁
0.5 + 𝑎6𝑑𝑤 + 𝑎8𝐺 + 𝑎9 (57) 

where 𝑑𝑤 and 𝐷𝑐 are expressed in mm, 𝜎 in Sm-1, 𝑎𝑖 are scalars representing the model parameters 

(see Table IV-6) and 𝐺 is the shape index, with nominal values of 1 for CH and 2 for SH. 

 

Table IV-6. Model constants  

 𝑉𝑖 model  𝐽𝑖 model  𝑆𝑖 model 

 𝑎1 0.001119 -0.015762 -0.060902 

𝑎2 - 0.221681 1.246442 

𝑎3 -6.686246E-6 -0.001315 0.002449 

𝑎4 - 0.123560 -0.262666 

𝑎5 0.000934 -0.860193 1.800712 

𝑎6 - - -0.186440 

𝑎7 - 0.117432 - 

𝑎8 0.001540 -0.0484915 0.0852280 

𝑎9 -0.009126 0.1758𝜎 − 0.4643 -11.639089 

 

 

The spread data around the composite models are presented in Figure IV-10. The plots show a 

significant linear relationship between predicted and reference value with an overall fit within the 

±15% deviation range.  
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Figure IV-10. Predicted performance parameters against reference values showing data dispersion around (a) 𝑉𝑖, (b) 𝑆𝑖, 
(c) 𝐽𝑖 for medium conductivity of 1 Sm-1, and (d) 𝐽𝑖 for medium conductivity of 5 Sm-1 

 

4.6.1 Performance of models 

The assertiveness in the prediction of the performance parameters is contrasted via the relative 

performance factor in (58). The relative performance indicator is a modification of the factor 

recommended in [156] [157]. The proposed modification obliges the normalisation of the performance 

factor to correlate the three performance parameters which respond to different scales.    

Frf =
|E1| − |E1 min|

|E1 max| − |E1 min|
+∑

Ej − Ej min

Ej max − Ej min

3

j=2

 

 

(58) 

where Frf is the relative performance factor and ranges from 0 to 3, 0 being the best relative 

performance. E refers to the error of the predicted values computed as follows:  

E1 = [
1

n
∑

(Pi)pred − (Pi)ref

(Pi)ref

n

i=1

] × 100 
(59) 
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E2 = [
1

n
∑|

(Pi)pred − (Pi)ref

(Pi)ref
|

n

i=1

] × 100 

 

(60) 

E3 =

[
 
 
 
√

1

n − 1
∑(

(Pi)pred − (Pi)ref

(Pi)ref
)

2n

i=1
]
 
 
 
× 100 (61) 

 

where Pi are the performance parameters, namely 𝑉𝑖, 𝐽𝑖, or 𝑆𝑖. The suffixes ′pred′ and ′ref′, refer to 

the predicted and the reference values, respectively. E1 is the mean per cent error and measures the 

bias in the prediction, indicating the degree of over or under prediction. In the absolute mean per cent 

error (E2), the sign of the deviations is considered, which is key in the assessment of the prediction 

capability of the models. E3 is the root mean square per cent deviation, which indicates the proximity 

of the predictions to the reference values.  

The statistical parameters E4, E5, and  E6, given by (62)-(64) are similar to E1 , E2 and  E3, respectively, 

but expressed in absolute magnitude terms non-relative to the reference values.  

E4 =
1

n
∑(Pi)pred − (Pi)ref

n

i=1

 
(62) 

E5 =
1

n
∑|(Pi)pred − (Pi)ref|

n

i=1

 
(63) 

E6 = √
1

n − 1
∑((Pi)pred − (Pi)ref)

2
n

i=1

 
(64) 

E4 is the mean error and predicts the agreement between predicted and reference measures relative to 

the reference parameter. E5 and E6 are the mean absolute and the root-mean-square errors, 

respectively.  

The variance (s2) of the difference between the reference and predicted variables is derived for every 

model from (65). 

Note that the second term on the right-hand side of the equation is the mean of the predicted variables 

among all data points for every scenario i = 1,2,… , 𝑛 ∴ 𝑛 = 90 

s2 = {
1

n
∑[

(Pi)pred − (Pi)ref

(Pi)ref
− (

1

n
∑

(Pi)pred − (Pi)ref

(Pi)ref

n

i=1

)]

2n

i=1

} × 100 (65) 
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4.6.1.1 Overall Evaluation 

The global evaluation considers all four geometry parameters and three prediction models in order to 

study their combined performance. The evaluation is first performed using the numerical results from 

section 4.5. Subsequently, to validate the models, and make the evaluation unbiased a second database 

is designed for geometric parameters inside and outside the initial range previously evaluated. The 

secondary dataset of geometric parameters is detailed in Table IV-7.  

 

Table IV-7. Geometric parameters for model performance validation  

𝐷𝑐 

(mm) 

𝑑𝑤 

(mm) 𝑁 

 

(Sm-1) Profile 

20 0.4 4 1 CH 

40 0.55 8 3 SH 

54 0.85 12 5  

  16   

  20   

 

 

Table IV-8 shows the accuracy of the predictions for all three models using both datasets. The 

evaluation using data from Table IV-1 leads to the errors listed in Columns 2 to 5 of Table IV-8. The 

deviations computed using the dataset from Table IV-7 are shown in Columns 6 to 10 of Table IV-8.  

 

Table IV-8. Accuracy of prediction of performance models 

 𝑉𝑖
c 𝐽𝑖𝜎=1

c 𝐽𝑖𝜎=5
c 𝑆𝑖

c 𝑉𝑖
d 𝐽𝑖𝜎=1

d 𝐽𝑖𝜎=3
d 𝐽𝑖𝜎=5

d 𝑆𝑖
d 

𝐸1
a 0.3455 9.7781 11.1633 0.2879 0.0538 -14.6176 -17.5665 11.3386 0.7569 

𝐸2
a 5.4276 9.9703 11.2709 5.9772 6.6253 20.7793 17.6337 11.6268 7.9100 

𝐸3
a 7.1260 11.5848 12.8095 7.7600 9.5109 23.0032 18.5606 13.7733 11.5742 

𝐸4
b -1.8194E-6 1.0567E-2 6.0245E-2 -1.2819E-6 1.2375E-5 -1.1866E-2 -3.8499E-2 4.0431E-1 -3.2217E-5 

𝐸5
b 7.7424E-5 1.1113E-2 6.1959E-2 9.7102E-5 9.6445E-5 1.6517E-2 3.8558E-2 4.0431E-1 2.5331E-4 

𝐸6
b 1.1771E-4 1.8048E-2 9.7946E-2 2.3962E-4 1.5853E-4 2.1579E-2 4.6450E-2 4.7432E-1 5.7766E-4 

𝑠2 0.5066 0.3752 0.3806 0.6014 0.99045 3.1309 0.3244 0.5970 1.3338 

𝐹𝑟𝑓 0.017 1.132 1.373 0.089 0.228 2.832 2.515 1.467 0.482 

       aFigures shown in percentages. 

     bUnits: Vi is a ratio, Ji in A.m-2 and Si is dimensionless. 
       cReference values from Dataset 1. 
       dReference values from Dataset 2. 
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The low statistical variances, s2, seen in all models, i.e. lower than 3.5%, show that the models are 

consistent. The relative performance factor is systematically larger when the models are validated 

using the second set of data. The 𝑉𝑖 model provided the most precise predictions from the relative 

performance indicator, followed by the 𝑆𝑖 model. Predictions of eddy currents (𝐽𝑖) result in the largest 

deviations with an absolute mean percentage error of up to nearly 21%.   

4.7 Discussion 

The simulated and measured voltage ratios shared common trends. Results showed that large numbers 

of turns and small wire cross-sections provide enhanced sensitivity and large coil couplings. 

Furthermore, square helix coils induced larger voltages and increased the system sensitivity in contrast 

to circular geometries.   

The degree of association of the coil geometry characteristics to the system performance parameters 

was computed following statistical analysis of the numerical outputs. Using multiple regressions, three 

universal models given by (55) to (57) were computed. The models containing a combination of 

independent variables accounted for over 98% of the variance observed in all performance factors.  

The induced voltage ratio was found to be primarily influenced by the coil size and shape. Smaller 

amplitude ratios resulted in a higher signal-to-noise ratio in experimental MIT systems. Conversely, a 

low number of turns results in greater system stability by avoiding parasitic resonance. The developed 

model for voltage ratio resulted in predictions with a mean absolute error below 7% and a proximity 

to reference values within a 10% margin. 

The sensitivity of the system to changes in conductivity was strongly influenced by the number of 

turns and the coil size. A negative relationship between the sensitivity model prediction and the wire 

diameter was reflected in the associated correlation. Experiments performed on coils with a large 

number of turns and small wire cross-sections provided enhanced sensitivity to changes in 

conductivity, resulting in higher signal stability. 

The induced eddy currents have a close negative interaction to the number of turns as by Spearman 

coefficient and multiple regression analyses. The 𝐽𝑖 models presented the poorest performance with a 

large mean per cent error and among the highest variance figures recorded, i.e. 21% and 3% for the 

scenario with the lowest conductivity (1Sm-1), respectively.  

The developed models resulted in predictions of the performance parameters within a ±15% deviation 

margin. This accuracy level means that although the models are fit to provide an overall trend of the 
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system performance, specific scenarios of interest would still benefit from solving the Forward 

Problem. 

The evaluated MIT system showed enhanced performance for square coils of a large number of turns, 

provided that the operating frequency departs from the circuit resonance frequency. The overall error 

of the predictions is greater for reference values outside the initial database spectrum.   

4.8 Conclusions 

Knowledge of the effects of varying the geometry of the coils is beneficial to enhance the design of 

the sensors since comprehensive studies of their effect on MIT system performance are not available 

in the literature. In this chapter, three performance models based on 90 sensor geometry combinations 

were derived. The data was processed through both bivariate correlation and multiple regression 

analyses. The correlation factor among four geometric parameters (coil size, wide diameters, coil 

profile and number of turns) and three performance factors (voltage ratio, induced eddy currents, and 

sensitivity) were given. 

The correlation models presented in this chapter comprise the best fits to describe the behaviour of the 

data. These correlations have the potential to help researchers predict the relative overall performance 

of MIT systems for given coil setups. The proposed models allow enhanced sensor designs without 

the need to perform extensive experimental tests or simulation work as the models were seen to be 

consistent in the overall trend of the system performance. The correlation models can be extended to 

predict the level of the signal to be measured from a particular sensor design and hence provide useful 

information to developers. The optimisation of the sensor design given a set of design premises is out 

of the scope of this thesis. However, a case study exemplifying the problem optimisation is given in 

[152], and further details can be found in [158]. 

The sensor characteristics evaluated in this chapter are incorporated into several design premises, 

framed by the intended application, to provide a comprehensive hardware design in Chapter V.  
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Chapter V MIT apparatus design 

5.1 Introduction 

The MIT hardware encompasses not only the sensors detailed in Chapter IV, but also the sensor-pipe 

fastening system and the electromagnetic shield. Existing MIT systems described in the literature have 

been developed to work under controlled laboratory conditions. Two main approaches for MIT coil 

positioning around a cylindrical fluid container are found in the literature. One consists of attaching 

the coil formers to the shield structure [11] [90] [91]. The other approach accounts for fixing 

cylindrical coil formers to the fluid container [95]. However, the design of a MIT system targeting 

multiphase flow metering in pipelines involves a different hardware design approach. 

The MIT apparatus design, detailed in the following sections, comprises both the external 

electromagnetic shield and the coil formers structure. Electromagnetic shielding is key for increased 

MIT accuracy and the elimination of direct capacitive coupling between the sensors.  Reports on an 

overestimation of the induced signal of up to 70%, due to direct capacitive coupling and 

electromagnetic interference can be found in the literature [73] [95]. Herein, a broad assessment of 

various shielding alternatives is addressed. 

In this chapter, the hardware design of an MIT system for multiphase flow metering is discussed. 

Shield dimensioning is addressed via experimentation and through computational modelling. This 

section encompasses the work published in the IEEE Sensors Journal [17] on near-field 

electromagnetic shielding effectiveness. Details of hardware design are disclosed in the patent 

document GB1810735.9 [14] in which the author and Dr Ma are the co-inventors (see Appendix C). 

The contributions to the patent, that derives from this work, comprises the studies of shielding 
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effectiveness of soft and hard shields (Section 5.3.3), shielding effectiveness of hard shields 

(Section5.3.4), and the sensor structure (Section 5.4). 

The chapter is organised into six sections. It starts with a discussion of electromagnetic shielding in 

the context of MIT design and operation in Section 5.2. The concept of shielding effectiveness is then 

introduced in Section 5.3, along with the methodology and the numerical and empirical assessment of 

various attenuation materials. Section 5.4 presents the MIT hardware design and characteristic. The 

results of the analyses undertaken in this chapter are discussed in Section 5.5 and the conclusions are 

derived in Section 5.6.   

5.2  Electromagnetic shielding  

Previous work on MIT design significantly reduced capacitive coupling by installing external radial 

electromagnetic enclosure around the MIT sensors [11] [66] [88] [91] [93]. Preceding experiences in 

the use of ferromagnetic shields, with thicknesses that vary between 300 m to 3 mm, have proven 

effective electromagnetic shielding properties in the kHz and GHz frequency range [159]. In the 

context of high frequencies, the greatest losses in electromagnetic fields come from eddy-currents 

forming within the shield material, which are proportional to the square of the frequency [160]. 

The principal parameters to consider in the design of the electromagnetic shield are the geometry 

dimensions, the attenuation material, and the stand-off distance to the coils. Optimum electromagnetic 

shielding yields from balanced prevention of self-resonance and self-capacitance [96]. Previous 

studies showed that  a coil-screen separation between 60% and 80% of the diameter of the coil provides 

reasonable suppression of the inter-coil capacitive coupling [161]. Moreover, the capacitive coupling 

can be further attenuated by increasing the length of the screen [94].  

In the following subsections, the effectiveness of various MIT shielding alternatives is addressed. The 

shield design, which combines simulation and experimental work, is presented following the 

description of the experimental evaluation methodology. The method used for shielding evaluation is 

based on free-space measurement of near-field electromagnetics [162]. 

5.3 Shielding effectiveness  

The principle of electromagnetic shielding of MIT systems consists of using an attenuation material 

that inhibits the radiation of electromagnetic fields from or into the region of interest. The widely 

accepted principles on electromagnetic shielding are derived from [163]. Shielding theory states that 



90 

 

the effectiveness of field attenuation across a barrier comprises three main mechanisms, namely, 

reflection, absorption, and multiple reflections. 

Figure V-1 illustrates the refection mechanism arising at the boundaries of the shielding barrier where 

a sudden change in the conductivity and permeability of the medium exists. The portion of the incident 

field that is not reflected at the surface of the material passes through the medium where it is 

consequently attenuated in proportion to a factor 𝑒−𝑧/𝛿, known as absorption loss.  

The field initially transmitted through Wall A becomes the incident field to the second surface (Wall 

B) and undergoes a similar reflection mechanism as in the former boundary. The section of the wave 

that is not reflected is transmitted through Wall B. The transmitted signal adds to the total transmitted 

field to the right-hand side of the material. The signal reflected by wall B is further attenuated by the 

material before part of it is again reflected by Wall A, repeating the process of multiple reflective 

losses.  

 

 
Figure V-1. Illustration of shielding effects of an incident magnetic field within a shielding material of thickness ‘t’ 

 

The overall shielding effectiveness of an attenuation material  𝑆𝐻  is the sum of all the different loss 

mechanisms that an incident wave undergoes [164], i.e.   

t

Wall A Wall B
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𝑆𝐻 = 𝑅𝑑𝐵 + 𝐴𝑑𝐵 +𝑀𝑑𝐵 (66) 

where 𝑅𝑑𝐵, 𝐴𝑑𝐵, and  𝑀𝑑𝐵 are the reflection, the absorption, and the multiple reflection losses 

expressed in dB, respectively. 

For shield thicknesses larger than the skin depth of the material, multiple reflection losses are 

negligible [73] [95], leading to absorption and reflection losses to be the primary shielding 

mechanisms for near magnetic fields. Absorption is related to the Ohmic losses and material heating 

arising from the exponential decrease in amplitude of the wave as it passes through a medium [165]. 

The reflective shielding mechanism is based on the radiation reflected by a shield surface. Reflection 

losses are typically encountered in metallic materials due to their conductivity and their capacity for 

charge mobility [166].   

Absorption loss is the dominant shielding mechanism for all frequencies of magnetic sources within 

the near field distance from the shield [167]. For instance, at around 10 MHz operating frequency, the 

reflective losses in a 0.508 mm copper shield are half of those from absorption mechanisms [164]. 

The total shielding effectiveness (SE) of a material in free space placed in the plane wave incident 

region is given by (67) [168]    

𝑆𝐻 = 20 log10
𝐻𝑖
𝐻𝑡

 
(67) 

where 𝐻𝑖   and 𝐻𝑡  are the incident magnetic field and the transmitted signal, respectively.  

In the time domain, the SE can be computed from the ratio of the electromotive forces (e.m.f) [169]. 

Equation (67) is equivalent to Equation (68) as follows 

𝑆𝐻 = 20 log10
𝑉1
𝑉2

 
(68) 

where 𝑉1 is the reference e.m.f without the shield and 𝑉2 is the load measurement of the induced e.m.f 

with the barrier in place. 

The SE of an attenuation material depends predominantly on five aspects: the electric properties of 

the material; the frequency of the incident wave; the length scale with respect to the wavelength (near 

or far fields); the continuousness of the material surface and; the thickness of the barrier [112][170].  
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5.3.1 Shielding effectiveness modelling 

The simulation model was created in CST Microwave Studio Student Edition. The numerical 

simulations consider vacuum conditions and disregard the electromagnetic noise and the interference 

of external sources to which real free-space sensors are subjected. Details of the model setup and the 

boundary conditions are given in Chapter III and Appendix C. Numerically, the magnetic fields 𝐻𝑖   

and 𝐻𝑡 and the induced e.m.f,  𝑉1  and 𝑉2, are computed by solving the time-harmonic electromagnetic 

forward problem with and without the attenuation material placed between the coils in the simulation 

model. 

Figure V-2 shows the scenarios modelled. The thickness of the shielding barriers and material 

properties varied according to the requirements of each set of scenarios. As specified in Chapter III, 

the attenuation material was fully discretised to evaluate the decay of the magnetic field through the 

thickness of the barrier. Given the sharp change in electric properties in the air-shield interface, 

Maxwell’s equations were complemented using built-in appropriate interface boundary conditions that 

ensure continuity of the tangential components of the fields. Figure V-2(a) shows the base model used 

to account for the effect of the thickness of transversal barriers on the induced signals at various 

operating frequencies. In the second study, the receiving coil was located inside a radial enclosure. 

This novel experimental method, where the configuration of the attenuation material resembles MIT 

shield profiles (see Figure V-2(b)), was proposed by the author and published in [17]. For the final 

scenario, both evaluation methods are compared at given shield dimensions. Figure V-2(c) exemplifies 

the change in the height and width for a transversal barrier shield.  

 

(a) (b) (c) 

Figure V-2. Modelling scenarios for shielding effectiveness evaluation showing (a) transversal barrier method, (b) 

enclosed receiving sensor method and (c) changes in the shield dimensions. 
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5.3.2 Experimental method 

The experimental procedures to measure SE aim to quantify the attenuation of an electromagnetic field 

by a shielding barrier. The reference measurement yields from the background signal detected by the 

MIT sensor in the absence of the attenuation barrier. The attenuated signal induced in the receiving 

sensor is proportional to the signal transmitted through the surface of wall B of the shielding barrier 

(see Figure V-1).  

Depending on the intended application, different SE methods are available in the relevant literature. 

Three main methods exist for the measurement of complex permeability namely, the 

transmission/reflection line method, the free space method, and the resonant method [169] [171] [172] 

[173]. Each methodology is limited to specific frequencies, materials, and applications [174]. 

Considering the intrinsic characteristics of the MIT systems, a free space method using 

electromagnetic probes was selected for near-field magnetic shielding evaluation [162].  

The experimental method comprises the measurement of the shielding effectiveness of seven 

attenuation materials placed between two interrogating probes. In the setup, MIT sensors were used 

as electromagnetic probes. The transmitting source (Tx) was excited with a time-harmonic signal that 

created a magnetic field incident to the surface of the shielding material. The receiving sensor (Rx), 

located at a fixed distance from the Tx, sensed the magnetic field that permeated the shielding material. 

From Equation (68), the ratio of the background signal to the attenuated signal gave the material SE.   

The following stages were adopted to evaluate the SE of a range of attenuation materials: 

• Sample preparation  

• Experimental testing using three different setups, namely: no-shield, transversal-barrier 

shield, radial-enclosure shield.   

• Simulation of various geometry profiles to assess their impact on the electromagnetic field 

distribution. 

• Analysis of results. 

5.3.2.1  Sample Materials 

The evaluation of attenuation materials included experiments on hard, soft, and composite shields. 

The hard and soft shields were prepared from samples of metals and dust state ferrite, respectively. 

Seven samples, labelled A1, A2, B, C, X1, X2, and CX2, were prepared for experimental SE 

measurement. A1 and A2 samples are Aluminium sheets with thicknesses of 6.3 mm and 2.1 mm, 

respectively. B is a 2.1 mm thick sample of Mild Steel. C is a 0.1 mm Mu-Metal alloy sheet. Perspex 

(Polymethyl methacrylate, PMMA) receptacles with bulk dimensions of 20 mm and 5 mm filled with 



94 

 

Ferrite Powder were labelled X1 and X2, respectively. A composite shield (CX2) was built by 

combining Mu-Metal (0.1 mm) and Ferrite Powder (5 mm). The material properties are summarised 

in Table V-1.  All samples used were cut to 120 mm by130 mm in width and height, respectively. 

 

Table V-1. Electrical properties of shielding materials 

Sample Material 
Thickness 

(mm) 

Relative 

Conductivity 

(𝝈𝒓) 

Relative 

Permeability 

(𝝁𝒓) 
Type of shield 

A1 Aluminium 6.3 
5.87× 10−1 1 Hard 

A2 Aluminium 2.1 

B Mild Steel 2.1 1.17 × 10−1 1.0× 102 Hard 

C Mu-Metal 0.1 2.80× 10−2 90× 103 Hard 

X1 Ferrite Powder 20 
1.68× 10−1 N/A Soft 

X2 Ferrite Powder 5 

CX2 
Mu-Metal & Ferrite 

Powder 
5.1 N/A N/A Composite 

……. 

 

A. Experimental setup 

Considering typical operation parameters of MIT systems for low conductivity imaging, a frequency 

spectrum of 5 MHz to 20 MHz is of interest. The selected frequency range ensures wavelengths larger 

than the characteristic dimensions of the region of interest [7] and sensors operating within the 

electromagnetic near zone. The experimental frequency range covers a near-zone of at least 2.3 m 

from the electromagnetic source. Typical pipelines for multiphase transport in the Oil and Gas industry 

are well within the near-zone [153] [154].    

Experiments were carried out at the Fluid and Complex Systems Research Centre, Coventry 

University, UK.  The experimental setup used is illustrated in Figure V-3. The test assembly comprised 

a dual coil MIT system. The hardware configuration accounts for the excitation of Tx and the 

measurement of the field perturbations by Rx. Figure V-3(a) illustrates the experimental setup with 

Tx located opposite to Rx. A fixed distance, equal to the diameter of the coil, separates the coils and 

the attenuation material to ensure a dimension-to-distance ratio as specified in [169].  

The source coil was excited through an alternating wave of 10 Vp-p in amplitude using a function 

generator. All metallic attenuation materials were grounded. Circular helix air-core coils with six turns 

and 50 mm in diameter were used. Coils were wound in the same direction, and their terminals were 

connected so that the magnetomotive force of the coils were joined in series aiding [136]. Experiments 

were conducted at room temperature. 



95 

 

Reference and load measurements were repeatedly gathered throughout the frequency spectrum. The 

reference measurements were taken without any attenuation material, as illustrated in Figure V-3(a). 

The load measurements were taken with the sample surface positioned orthogonally to the incident 

wave (see Figure V-3(b) and Figure V-3(c)). In the setup shown in Figure V-3(c) the shielding material 

is not restricted to a one-dimensional barrier flanked by the sensors. Instead, it partially encloses Rx 

in the XZ direction. 

 

 
(a) 

  

  
(b) (c) 

Figure V-3. Experimental setup for the shielding effectiveness measurement showing (a) base scenario for reference 

measurement, (b) load measurement with X2-transversal shielding barrier positioned between the sensors, and (c) load 

measurement with near-field magnetic measurement method from a partially enclosed sensor (radial enclosure). 

 

d
RxTx

z

y

xRxTx

d/2

Rx

Tx

d/2

d
RxTx

z

y

x



96 

 

5.3.2.2  Statistical analysis of results 

Through the statistical analysis, the experimental measurements were assessed to determine the quality 

of the data and to better understand the relationship among a broad range of parameters. The data 

dispersion was measured through the standard deviation for every dataset. The mean load and 

reference measurements were used to calculate the SE for all given operating frequencies. The CI 

gives the probability that the measurements lie within a particular distance from the mean value [175] 

[176]. To report SE computation figures, a 95% CI was adopted.  

The mean values from SE of all seven materials were further analysed through Analysis of Variances 

(ANOVA) or Welch tests. Both tests establish the relationship between two dependent variables based 

on the similarity of the means of two or more groups of independent variables. Verification of the 

assumptions is key for the reliability of the hypothesis tests to be conducted. In the analysis of variance, 

the sensitivity of the results obtained for the test statistic is mostly influenced by the heterogeneity of 

the variances [177]. The Welch test is a robust alternative to ANOVA when the hypothesis of 

homogeneity of variances is discarded [178]. Homogeneity tests performed on the data determines the 

validity of the homogeneity hypothesis and hence enable the utilisation of ANOVA tests for analysis 

of variances; otherwise, the Welch test is used.  

ANOVA and Welch tests only allow testing the hypothesis that the compared averages are the same. 

Rejecting this hypothesis means that the comparative SE of various materials is not equal, but it does 

not specify precisely where the detected differences lay. In this sense, the significant difference among 

various data sets is derived from focused comparisons of experimental outcomes performed a 

posteriori [179]. These comparisons are conducted through post-hoc tests using the software IBM 

SPSS Statistics. Tuckey and Games-Howell post-hoc analyses were used for homogenous and 

heterogeneous variances, respectively. 

5.3.3  Shielding effectiveness of soft and hard shields  

The mean electromagnetic SE of all sample materials tested within the frequency spectrum 5 MHz to 

20 MHz is shown in Figure V-4. The total standard deviations of the measurements are 3.05 mV and 

0.41 dB for the induced e.m.f and SE, respectively. The 95% CI of the mean SE is represented as error 

bars in Figure V-4. Overall, the dispersion of the data is small, yet soft shields represent higher 

dispersions at higher frequencies than other evaluated samples. This effect is related to higher noise-

to-signal ratios seen in the induced signal.  

Dismissing the equality variance hypothesis, Welch tests yield a significant difference among 

materials. Games-Howell post-hoc tests performed on secluded analyses of hard and soft shields 



97 

 

indicate that the SE of X1 was statistically significantly higher than that of X2. There was, however, 

no statistically significant difference among the different hard samples. 

The SE of hard shielding materials decreases with increasing frequency (Figure V-4(a)). The results 

show little variation regarding the layer thickness in concordance with typical reflection loss behaviour 

of metals [166]. Among the lowest frequencies (5-8 MHz), the aluminium samples (A1 & A2) provide 

the highest wave attenuation with a SE of over 20 dB. The Mu-Metal sample (C) shows a slightly 

better performance within the 9-13 MHz range.  

Conversely, Figure V-4(b) shows that soft shields present increasing electromagnetic shielding 

capacity with increasing frequency and barrier thickness. Above 13 MHz, soft samples (X1 & X2) 

outperformed hard shields, reaching a maximum SE of 16 dB (X1) at 16 MHz, whereas the shielding 

capacity of metallic samples was nearly null. Based on results from [100], the composite shield 

(sample CX2) was expected to provide enhanced shielding effectiveness. On the contrary, CX2 

showed similar performance to those of hard shields. This behaviour suggests the generation of a low 

reluctance path of the transmitted signal in the soft shield layer, which results in a higher concentration 

of the transmitted electromagnetic field and hence a lower SE. 
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(a) 

 
(b) 

Figure V-4. Experimental results of (a) hard shields and (b) soft shields and composite shields showing error bars for 

the 95% Confidence Interval 

 

Figure V-5 compares results from Mu-metal and composite barriers under the transversal barrier 

method and the new radial-enclosure setup shown in Figure V-3(b) and Figure V-3(c), respectively.  

Results showed an average increase of 5 dB in shielding effectiveness of both Mu-Metal (Figure 

V-5(a)) and dual shielding CX2 (Figure V-5(b)) when the radial-enclosure setup was used. The 

observed shielding capacity of the partial enclosure is attributed to the geometry of the shield, which 

eliminates the effect of one dimensional variable in the XY plane (see Figure V-3).  
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(a) 

 
(b) 

Figure V-5. Experimental results of shielding effectiveness showing the signal attenuation of (a) Mu-metal and (b) C2X 

composite for the transversal barrier (see Figure V-3 b) and the radial enclosure ( see Figure V-3 c) setups. The error 

bars show the 95% Confidence Interval 

  

5.3.3.1  Shielding effectiveness measurements methods 

Simulation allows for a comparison of the electromagnetic field distribution around the two shielding 

measurement methods. Figure V-6 illustrates the electromagnetic field distribution around the 

experimental setup. The magnitude of the field on the side of the shielding material opposite from the 

transmitting coil (Tx) is several orders of magnitude lower than in the area surrounding the source, 

showing the blocking effect of the barrier on the incident wave. 

The magnetic field distribution around Rx for both experimental setups, i.e. transversal-barrier method 

and radial-enclosure method, is shown in Figure V-6(a) and Figure V-6(b), respectively. Numerical 

outputs show the generation of a fringe field on the edges of the metallic barriers. The radial enclosure 

method provides a 50% decrease in the electromagnetic field distribution inside the enclosure and in 

the fringe field intensity on the top barrier when compared to the transversal barrier setup.  
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These results prove that hard shields provided enhanced SE around the operating frequency of the 

MIT system (10 MHz). The following sections focus on the evaluation of hard shields. 

 

 
 

(a) (b) 

Figure V-6. Side view (YZ plane – see Figure V-3) of the magnetic field distribution and fringe field at 10 MHz around 

(a) C sample sheet (Mu-Metal) simulating the transversal measurement setup and (b) Mu-Metal shield radial enclosure 

 

5.3.4  Shielding effectiveness of hard shields  

Load measurements, and consequently shield effectiveness computation, is largely dependent on the 

dimensions of the material attenuation samples. Numerical simulations below allow quantifying the 

effect that geometry and dimensions of the barrier have on SE measurements.  

5.3.4.1  Barrier thickness  

Five different thicknesses were modelled and the effects on the magnetic field, at a point located            

15 mm from the barrier, are shown in Figure V-7. Numerical results show a slight variation in the 

intensity of the magnetic field for different barrier thicknesses. This difference decreases with 

increasing operating frequency. These results support the experimental outcomes in Figure V-4(a), 

which illustrates that the SE of the hard shields differs marginally irrespective of their thickness. This 

is converse to soft shield for which the impact of varying the barrier thickness is increasingly larger at 

higher frequencies. 

 



101 

 

 
Figure V-7. Simulation outputs on the effect of barrier thickness on the transmitted magnetic field intensity. 

Thicknesses are given in mm  

 

5.3.4.2  Effects of barrier height 

Figure V-8 shows the intensity of the electromagnetic field at the edges of the shield for various shield 

heights. The radial-enclosure method is seen to provide enhanced field attenuation.  Accordingly, the 

radial-enclosure SE method results in a more precise SE estimation. For the experimental setup used, 

a shield height to coil diameter ratio of 6 provided a sufficient height to attenuate the gross of the 

incident field, hence removing the fringe effect at the top and bottom edges.  
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(a) 

 
(b)  

 
(c) 

Figure V-8. Simulation results showing the effect of the fringe field on Mu-metal barriers of various heights (a) 100 

mm, (b) 200 mm, and (c) 300 mm. The continuous lines correspond to the transversal barrier method (Figure V-3b). 

The dotted curves represent the radial enclosure setup (Figure V-3c) 

 

5.3.4.3  Stand-off distance 

The separation of the attenuation material to the inductive sensors affect their performance. In [94], it 

was demonstrated that eddy currents formed in the screen form a magnetic dipole which results in a 

less far-reaching field. The smaller the coil-shield separation, the more affected the more distant coils 

become. Furthermore, the greater the separation, the less efficient the shields are in eliminating 

capacitive coupling. Numerical simulations performed on an 8-coil system show that the effects 

described in [94] are non-linear (Figure V-9).  
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Figure V-9. Simulation results showing the coupling between coil pairs for stand-off distance of 20% to 100% the coil 

diameter 

 

Further modelling alloweds to identify that the shielding effect reaches a plateau, approximating the 

no-shield scenario, when the gap between the shield and the coils, i.e. stand-off distance, is greater 

than 1.5 times the coil diameter (See Figure III-6).  

 

 
Figure V-10. Phase shift for various stand-off distances and conductivities in the imaging region of 1 Sm-1 and 5 Sm-1 
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5.4 Sensor structure 

Existing MIT systems account for separate bodies for the coil former, the shield structure and the fluid 

container. Although these solutions comply with the measurement requirements for laboratory 

environments in terms of functionality and repeatability, their mechanical design does not provide the 

necessary flexibility for pipeline metering. 

The MIT prototype here developed encompasses the following design premises: ease of installation 

and assembly, portability, and equidistant sensor fixation. The following subsection provides the 

general hardware features. Detailed drawings of the apparatus can be found in the publicly available 

information included the patent application GB1810735.9 [14]. 

5.4.1 General features 

The novel MIT prototype presented in this section considers a comprehensive design with a clamp-on 

mechanism and exchangeable pieces to account for limited pipe diameter reduction and an outer 

electromagnetic shield. The prototype assembly combines the coil formers and the clamp-on 

mechanism in a single unit. This single structure design ensures a rigorous and repeatable 

measurement. During data interpretation, the relative position of the sensors to flow structures can be 

back-traced given the angular position of the unit to the pipe configuration. Figure V-11 illustrates the 

unit with eight square formers for helix coils mounted on a horizontal pipe. The design of the square-

shaped formers are in agreement with the enhanced performance from square coils demonstrated in 

Chapter IV.  

The hardware geometry combines an inner cylindrical geometry with an outer octagonal profile. The 

outer planar surfaces avoid the deformation of the coil profiles and ensure orthogonality of the coil 

face. The cylindrical inner feature ensures direct tight coupling to the pipe walls or to exchangeable 

artefacts that could allow its installation on smaller geometries. Furthermore, the mounting mechanism 

provides installation flexibility on pipes of various orientations (vertical, horizontal, or inclined). 

The manufacturing material of the sensor unit must necessarily be non-conductive to avoid signal 

interference. The prototype used for the experiments was 3D printed with Polylactic acid (PLA) 

filaments of 2.85 mm in diameter to account for a filling density of 20%. The electromagnetic shield 

was built from industrial aluminium, which, as seen above, presents similar shielding effectiveness to 

that of Mu-metal at 10 MHz, with reduced costs. The 2 mm shield is located at a stand-off distance 

from the coils of 1.5 times the coil diameter and was fixed to the unit through friction-fit.   
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Figure V-11. MIT hardware clamp-on structure 

 

5.5 Discussion 

The study of shielding effectiveness of various attenuation materials within the frequency spectrum 

[5-20] MHz resulted in statistically significant differences between soft and hard shields. The shielding 

effectiveness of metallic barriers decreases with increasing frequency and is independent of the barrier 

thickness, so long it is larger than the material skin depth at the operating frequency. Among the 

evaluated materials, hard shields showed a consistent superior wave attenuation performance for 

frequencies below 13 MHz.  

The dimensions of the material barriers have a significant impact on the load measurement accuracy. 

Dimensioning of the external shield requires a compromise on the stand-off distance. In this regard, a 

smaller stand-off distance, i.e. more proximity between the shield and the sensors, was seen to 

maximise the electrical coupling to ground and minimise external interference. On the other hand, a 

larger stand-off distance avoids the reduction in sensitivity due to the induced eddy currents in the 

screen, which create an opposing field that cancel the primary field produced by the coils. 

The MIT apparatus for flow measurement provides enhanced design features for flow metering 

through pipes compared to systems described in the literature. The hardware considers sensors 

positioned equidistantly and symmetrically around the pipe perimeter with enhanced flexibility in 
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terms of manufacturing, installation, and maintenance. There is, however, a need to perform a trace 

calibration of the prototype design and assess the prototype capabilities and operability. This is 

addressed in the following chapter. 

5.6 Conclusions 

This Chapter evaluated various attenuation materials and shielding mechanisms for a range to RF 

frequencies of interest. The results presented are key in the design of MIT prototypes. The effects on 

material selection and shield dimensioning were seen to be of significance at frequencies typical of 

MIT systems for low-conductivity samples. For the excitation frequency of the MIT prototype (10 

MHz), metal shields showed improved attenuation capacity over the soft and composite shield. 

The results indicated that the dimensions of the material barriers have a significant impact on the load 

measurement accuracy of near-field, free-space methods. The proposed semi-enclosed Rx 

measurement method provided a more accurate representation of the material isolation properties as 

the load measurement is corrected by eliminating the fringe effect at the side boundaries of the barrier. 

Moreover, the radial enclosure-based method proved to decrease the intensity of the fringe effect at 

the top and bottom of the barrier, for an enclosure of equal height than the transversal screen.  

The analyses presented in this chapter and in Chapter IV set the basis for the design of the MIT model 

used in Chapter VII and for the manufacturing of the prototype tested in Chapter VI. Details of the 

sensors, shield design, and clamp-on structure are protected under the patent applications 

GB1810735.9 [14] and GB1810733.4 [15].  
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Chapter VI Measurement traceability 

6.1 Introduction 

The hardware design of the MIT prototype was addressed in Chapter IV and Chapter V. At this stage, 

we have an electromagnetic instrument, whose performance is intended to be assessed in the present 

chapter. To do so a traceable chain calibration was designed. In this regard, the International 

Dictionary of Metrology [180] defines metrological traceability as a property of a measurement result 

by means of which it is possible to relate it with a standard measurement unit or measurement 

procedure through documental confirmation of a continuous chain of calibrations. This chapter 

presents a chain of measurement calibration in which the performance of the instrument is assessed 

by means of comparison to reference measurements. A series of steps are taken here to ensure 

instrument accuracy and prove the capabilities of the metering systems relating the measurements 

from the instruments to reference quantities.  

The chain calibration aims to provide certainty on the precision and accuracy of the measurement 

results. The instrument is assessed against legacy meters having recognised valid performance, which 

grants traceability of the measurement results. In this sense, the MIT prototype is tested and compared 

to a commercial ECT system detailed in [59]. The ECT sensor used in the experiments reported here 

are fully guarded, in that on each side of the ring of measurement electrodes there is another ring of 

electrodes driven at the same potential as the measurement set but unused in the measurement. Thus, 

the axial sensitivity of the measurement electrodes is well-constrained to the physical length of the 

electrodes in the flow direction, avoiding the electric field fringing out into the flow in either direction 

in an undefined manner.  
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The MIT measurements are made using the hardware prototype assembled following the 

characteristics discussed in Chapter IV and Chapter V and detailed in the patent documents [14] [15]. 

Unless otherwise specified, the MIT sensor head was coupled to electronics loaned by iPhase Ltd, 

manufactured based on the principles described in [8]. The commercial ECT meter used in this chapter, 

in turn, was calibrated against phantom tests and its performance is validated against a Gamma-ray 

densitometer designed by the University of Bergen (UiB).  

The results on instrument capability and operational envelope detailed below were presented at the 

18th Flow Measurement Conference [181]. The concentration calibration results presented in this 

chapter are published in 2020 IEEE International Instrumentation & Measurement Technology 

Conference Proceedings [18].  

The following sections intend to prove that the accuracy of the instruments is good enough to allow 

the desired conclusions to be drawn from the measurements. Firstly, the traceability methodology is 

established in Section 6.2, following which the performance of the instruments is assessed by means 

of a series of bench tests and comparison to a legacy measurement system in Section 6.3. Later, the 

capabilities and operational envelopes of MIT and ECT are investigated in Section 6.4. Finally, in 

Section 6.5, the results are discussed and conclusions are provided. 

6.2 Measurement traceability method 

The stages illustrated in Figure IV-1 define the methodology adopted for traceability of the 

measurements. At the top of the pyramid, we have the underlying physics governing the measurement 

principles. This was sufficiently addressed in Chapter II and Chapter III; hence only the following 

steps are addressed in this chapter.  

Stages II and III of the methodology aim to establish the instrument accuracy and to validate the 

capability and operational envelope of the meters. In this regard, the accuracies of MIT and ECT are 

assessed from bench tests and through comparison to reference measurements. The capability of the 

meters is established based on reference measurements from legacy instruments under static and 

dynamic conditions.  
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Figure VI-1. Measurement traceability methodology 

 

6.3 Instrument accuracy 

The accuracy of both MIT and ECT meters were compared to reference quantities. Static bench tests 

were designed to assess the quality of the measurements of the systems targeting their particular 

operational principles. Details of the test design and experimental results are provided in this section.  

6.3.1 MIT sensor performance 

The performance of MIT sensors under controlled laboratory conditions is assessed in the following 

subsections. The performance tests were conducted at iPhase facilities in Basingstoke, UK, where the 

author collaborated in the assembly setup described below, undertook the experimental work and 

performed the data analysis. The assessment aims to verify the quality of the measurements by 

correlating the electromagnetic induced signal to known electric conductivity input conditions. The 

tests here described are barely conducted to proof of principles that the sensors work. The 

comprehensive operation of the MIT system is assessed later in Section 6.4.  

6.3.1.1 Experimental assembly 

The MIT bench tests were designed to assess the performance of the system in terms of repeatability 

and conductivity detection capability. The experiments were performed by clamping the MIT sensor 

head on a 110 mm polyethylene pipe section. Tx was excited through a 10 MHz time-harmonic signal 

that induced a magnetic field inside the pipe. The induced signal was measured by seven sensing coils 

(Rx) located in the perimeter of the pipe. The measured signal is proportional to the strength of the 

primary magnetic field, the conductivity of the medium and the volume of the conductive fluid [72]. 
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For this set of bench tests, the pipe was alternatively filled with five water-NaCl mixtures yielding 

conductivities ranging from 1.10 Sm-1 to 5.30 Sm-1. In the setup the receiving coils were connected to 

a digital oscilloscope (PicoScope 5444B) for data acquisition. The use of a built-in scope tool entitles 

offline data processing, given the tool inherent limitations. 

Figure VI-2 illustrates the system setup. The coils, designated ‘L’, were sequentially numbered 

anticlockwise from 1 to 8. Coils ‘L1’ and ‘L2’ were successively used as transmitting coils in two 

separate measurement cycles. During each measurement cycle, the primary and secondary magnetic 

fields were measured from the remaining seven coils. The sensor array setup for cycle 1 and cycle 2 

are illustrated in Figure VI-2(a) and Figure VI-2(b), respectively. 

 

  
(a) (b) 

Figure VI-2. Illustration of the sensor array around the pipe highlighting the positions of the transmitter (Tx in orange) 

and receiving (Rx in grey) inductors for (a) measuring cycle 1 and (b) measuring cycle 2  

 

6.3.1.2 Induced measurements 

Figure VI-3 shows the phase difference between the primary and secondary signals from all receiving 

coils and for both measurement cycles. The results provide evidence of the symmetry of the 

measurements toward both sides of the axis formed by the transmitting coil and the opposite receiving 

coil in position M4. This symmetry, as well as that evident between both measuring cycles, shows 

consistency among the measurement from Rx coils that share the same relative position to Tx, i.e. 

measurements from M1 and M7, from M2 and M6 and from M3 and M5. 

The repeatability of the measurements is indicated by the standard deviation of the data. A comparison 

of the data from both cycles, for the same conductivity and measurement position, resulted in a 

maximum standard deviation of 4.1%, made evident in position M2-M6. However, at higher signal 

levels, e.g. position M4, the standard deviation falls to values below 0.7%. 

 

L1

Tx

L2

M1
L3

M2

L4

M3

L5

M4

L6

M5
L7

M6

L8

M7

L1

M7

L2

Tx
L3

M1

L4

M2

L5

M3

L6

M4
L7

M5

L8

M6



111 

 

 

Figure VI-3. Phase measured from seven coils located in the perimeter of the pipe accounting for two measurement 

cycles where the transmitting coils were alternated from L1 to L2 in cycles 1 and 2, respectively  

 

6.3.1.3 Linearity 

The mean phase angle measurement from the coil opposite to the transmitting coil is plotted against 

the conductivity of the medium in Figure VI-4. The results show the susceptibility of the meter to 

changes in the medium conductivity. The phase measurements exhibit a linear trend for the various 

water conductivities evaluated, which is expected theoretically from Equation (2) (see detailed 

discussion in Chapter VII). However, improved linearity is expected with enhanced data acquisition 

electronics. 

 

Figure VI-4. Phase angle measured from coil L5, opposite to transmitting coil L1 for different water conductivities 
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6.3.2 ECT performance 

This subsection assesses the performance of ECT under controlled laboratory conditions. It is 

noteworthy that for the image reconstruction assessment (Section 6.3.3.3), because of the physical 

length of the electrodes along the flow direction, each pixel in the image plane is actually an 

average along the sensitivity length of the electrode pair. The axial resolution achievable with the 

given sensor array will be approximately equal to the axial length of the measuring sensor. This means 

an average along 0.035 m of the flow, given that the electrodes are fully guarded. Based on the Taylor 

hypothesis [182], it is assumed that in the time interval of a single frame of measurement the flow 

pattern translates along the pipe in a 'frozen' manner without significant evolution. Thus, the 

equivalent time averaging of this sensor length is 𝑢/𝐿 which varies from 0.1 s for 𝑢 =0.35 m/s 

to 0.001 s for 𝑢 =35 m/s. The sampling rate used, of approximately 500 frames per second, gives an 

averaging time of 0.02 s. Hence, the 3-D averaging due to the physical length of the sensor is 

comparable to the time averaging due to sampling rate.  

Acquisition or analysis of data at higher rates can be regarded as oversampling. Flow structures 

significantly smaller than these time or physical scales will be hidden. Improved 

imaging reconstruction methods cannot improve on that resolution without extra knowledge of the 

flow or assumptions about the flow that are made in [122], for example. However, these 

'hidden' structures are fully represented in the measured permittivity and hence volume fraction 

measurements. Estimates of flow-scale parameters such as mixture density are unaffected by the fact 

that the structures are hidden in the images. Comparison with experimental data in the following 

subsections as well as in Chapter VIII are therefore primarily based on flow-scale values as well as 

images. For the following ECT performance assessment, the capacitance measurements and 

reconstructed images are compared to a-priori known volume fractions and velocities. A series of 

static and dynamic tests were performed at UiB, making use of phantom rods that simulate flow spatial 

distributions of interest. The author designed the tests, undertook the experimental work, and analysed 

the data. The experimental setup was assembled in collaborated with Dr R.Ahmed and S. Stavland 

from UiB. The data presented in Section 6.3.2.2 and 6.3.2.3 was processed in collaboration with Dr 

Hunt. 

6.3.2.1 Experimental assembly 

In order to provide quantitative measures of the performance of the ECT metering capacities, 

concerning its ability to compute volume fractions and visualize the flow components for different 

flow conditions, static physical models, i.e. phantoms, were used to simulate the physical properties 

of the flow. The ECT measurements were compared to theoretical computations, a-priori known 

quantities, and reference measurements. The volume and distribution of the phantoms are known; 
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hence the measurements and the reconstructed images were compared to that of the physical model to 

obtain a quantitative measure of the actual system performance.  

The static phantom rods used during the characterisation work were made of polypropylene with 

drilled through-holes along the z-axis. Table VI-1 summarizes the density and dielectric properties of 

the phantoms for reference.  

 

Table VI-1. Density and relative permittivity of phantom materials  

Element 
Density 

(Kg/cm3) 
r 

Polypropylene 946 2.20-2.36 

Air 1.2 1 

 

A set of four different phantoms were used in the static tests. The phantoms provide a combination of 

artificial patterns intended to characterise the features and constraints of the imaging systems. The 

cross-section structures of phantoms are illustrated in Figure VI-5. 

 

 

            Phantom 1         Phantom 2     Phantom 3     Phantom 4 

Figure VI-5. Experimental phantoms used for static tests. Dimensions are given in millimetres 

 

The ECT used was the APL-S-SL-110-01 model provided by ATOUT Ltd [59]. The sensor head in 

Figure VI-6(a) comprised 16 electrodes arranged in two measurement planes of 8 sensors each. All 

unique capacitance pairs were measured. The total length of the sensors was 225 mm with a distance 

between the measurement planes of 65 mm. The sensor head was installed on a peek pipe of 100 mm 

OD, as illustrated in Figure VI-6(b). The phantoms were alternatively positioned in the interior of the 

pipe, and the measurements were taken for a period of 2 min for each inclusion. The experimental 

setup was designed to replicate the experimental conditions of the dynamic tests conducted in Section 

6.3.3.2.  
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6.3.2.2 Concentration calibration 

The measured permittivity distribution allows the direct computation of the volumetric concentration 

of the different materials along the pipe cross-section [183]. For the ECT calibration, the volume 

fraction is calculated, from the permittivity measured within each reconstructed pixel, using the Series 

Capacitance Model in (69).   

𝛼 =
𝜀2(𝜀𝑚 − 𝜀1)

𝜀𝑚(𝜀2 − 𝜀1)
 

(69) 

where, for the present exercise, 𝛼 is the concentration of the higher permittivity material, i.e. 

polypropylene, 𝜀𝑚 is the effective mixture permittivity, 𝜀2 is the permittivity of the rod, and 𝜀1 is the 

permittivity of the air.  

The Series model agrees with the experimental setup, as the high permittivity rod located at the centre 

of the sensor is treated like an equivalent circuit where the background medium and phantom are in 

series composition [107] [184]. 

 

  
(a) (b) 

Figure VI-6. Experimental setup showing (a) ATOUT APL-C-110 ECT sensor head details and (b) Connected assembly 

of the ECT clamped on a peek pipe at the Instrumentering Test-lab 432 of UiB 
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In Table VI-2 and Figure VI-7 the volume fractions estimated from the permittivity measurement 

(𝛼𝐸𝐶𝑇), relative to the phantom cross-section, are compared to the reference ratios (𝛼𝑟𝑒𝑓) computed 

from the dimensions of the inclusions.  

 

Table VI-2. Volume fractions of phantoms from measurements of ECT  

Phantom 𝜶𝒓𝒆𝒇 𝜶𝑬𝑪𝑻 Accuracy 

1 0.772 0.793 97.5 % 

2 0.840 0.826 98.5% 

3 0.712 0.737 96.5% 

4 0.533 0.499 96.5% 

 

 

 
Figure VI-7. Volume fraction from ECT and reference values of phantom tests 

 

From the results above, it is evident that the volumetric fractions from ECT are in agreement with the 

references values, with an overall mean accuracy of 96.4% and a maximum standard deviation of 

2.4%. These values are within the generally agreed uncertainty range for production systems (±2-±5) 

[3]. 
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6.3.2.3 Image resolution of phantom rods 

Image reconstruction of ECT measurements was performed using LBP. Because the side-by-side 

measurements were found to remain unchanged between low and high permittivity calibration 

measurements, the ‘wsm8_32’ sensitivity map built-in the FlowanTM software was chosen. This 

sensitivity map ignores the side-by-side measurements, and considers a cross-section discretisation 

matrix of 32x32 pixels [107].  

The image reconstruction method assumes that all pixels which have a non-zero sensitivity coefficient 

contribute equally to the measured change in capacitance between the electrode pairs. This results in 

that for each electrode pair measurement, each pixel which has a non-zero sensitivity coefficient is 

allocated an elemental value which is proportional to the measured change in the normalised 

capacitance between these electrodes. Then, the elemental values for the pixel for all of the electrode-

pair capacitance measurements are added up to obtain the value of the pixel permittivity. 

The reconstructed images for the phantom tests are shown in Figure VI-8. The images provide a gross 

character of the phantoms, particularly the ‘stratified’ case of phantom 4. However, a poor spatial 

resolution for the void geometries is evident, regardless of the high accuracy of the mean volume 

fractions reported in Table VI-2. The effects of the LBP image blurring discussed in Section 2.5.1.3B 

are clearly visible in Figure VI-8. It was not possible to improve these images through iterative 

techniques, due to the challenges imposed by the geometry setup, i.e. the thickness of the pipe used 

for the bench tests (10 mm), in addition to an extra 10 mm difference between the pipe ID and the rods 

OD; which decreases even more the already compromised orthogonal resolution of the ECT sensors 

in the central region. Further image resolution tests are presented in Section 6.3.3.3.  

 

 

Figure VI-8. Image reconstruction from phantom tests showing the reference phantom patterns and a scale of the colour 

code for permittivity concentration from 0 to 1 
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6.3.2.4 Dual plane measurements 

A drop test was designed to evaluate the dynamic capabilities of ECT through cross-correlation of the 

dual-plane measurements. The tests comprise the comparison of ECT measurements to known 

quantities, i.e. cross-correlation velocity and cumulative transit volume. The test used a polypropylene 

phantom free falling through the vertically positioned pipe shown in Figure VI-6(b), for this, a solid 

cylinder of 56 mm diameter and 100 mm long was used.  

The time difference of the features measured by the two measurement planes allows for cross-

correlation of the object velocity. In ECT, the mean velocities are computed considering the transit 

time of the dynamic structures between the twin measurement planes. The velocity within the pipe 

cross-section at each point in time is calculated by correlating the instantaneous concentration of one 

plane with that in the other plane. It is noteworthy that the cross-correlation velocity is not necessarily 

the in-situ flow velocity. The scientific challenge at the moment is to understand that relationship. In 

order to represent physically appropriate areas of the pipe and perform a comprehensive analysis of 

the velocities, the measurements are grouped into zones containing a number of pixels. The time shift 

between the signals from both sensors corresponds to the time it takes the structures to travel the 

known distance that separate the sensors. The cross-correlation velocity function (𝑅𝑥𝑦,𝑖) is expressed 

as 

𝑅𝑥𝑦,𝑖(𝜏) = lim
𝑇→∞

1

𝑇
∫ 𝐶1,𝑖(𝑡)𝐶2,𝑖(𝑡 + 𝜏)𝑑𝑡
𝑇

0

 
(70) 

 

where 𝐶1,𝑖(𝑡) and 𝐶2,𝑖(𝑡) are the instantaneous concentrations in zone 𝑖 in measurement planes 1 and 

2, respectively. 𝑇 is the averaging time. 

The free-fall test was undertaken twice for validation purposes. Figure VI-9 shows the volume fraction 

of both drop tests over the period the phantom traversed both measurement planes.  

The time difference between the peaks from the measurement planes was 20.9 ms and 19.7 ms for the 

first and second drop test, respectively. The theoretical time difference considering free fall from the 

top end of the pipe, located at 920 mm from the bottom measurement plane, was computed in 20.49 

ms yielding a terminal velocity of 4.25 m/s. The cross-correlated ECT average velocities for the drop 

tests are 4.98 and 3.40 m/s, in agreement with the theoretical figure.   

Using trapezoidal integration of the volume fraction curves allows for an estimation of the phantom 

total volume.  The cumulative volume of polypropylene passing through the measurements planes was 
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estimated by combining the total area below the curves in Figure VI-9 with a-priori knowledge of the 

pipe cross-section and the mean phantom velocities computed above. From the drop tests, the mean 

total phantom volume computed from the ECT measurements was 0.26 cm3, which when compared 

to the actual measured volume (0.25 cm3), results in a deviation of less than 5%. 

 

 
(a) 

 
(b) 

Figure VI-9. Measurements of ECT showing the phantom volume crossing the measurement planes 1 and 2 for the first 

and second drop tests shown in (a) and (b), respectively 

 

6.3.3 Reference measurements 

The present subsection correlates two-phase flow measurements from combined hard and soft 

tomographic metering technologies. The performance of ECT was contrasted to reference 

measurements of a Gamma-ray tomography (GRT) system. Gamma-ray based tomography is a well-

established method for the determination of the gas fraction distribution in stratified gas-oil flows, and 

gas-solid flows [47] [48].  
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This study aims to assess the dynamic measurement capabilities of ECT for determination of 

volumetric fractions of oil-gas flow by comparison to a legacy GRT. It also explores the use of the 

multimodal approach for measurement of dynamic multiphase flow patterns which departs from 

previous experiences restricted to static structures [185].  

The experiments were conducted by the NORCE team at their flow rig in Bergen, Norway as part of 

the MultiflowMett II project. The author undertook the tasks related to assembly and data collection 

of the ECT system. The GRT was simultaneously operated by the team from UiB. The data presented 

in Section 6.3.3.2 and Section 6.3.3.3 was processed in collaboration with S. Stavland from UiB. An 

extended analysis of the collected data is available in the work published in [18]. 

6.3.3.1 Experimental facilities 

A schematic of the NORCE flow loop is shown in Figure VI-10(a). The test facility comprises a 

recirculating three-phase pressurised flow loop with a gravimetric separator. In the tests, diesel fuel 

oil was recirculated around the test facility using centrifugal pumps. The laboratory reference liquid 

flow rate was measured downstream of the pump using a Coriolis flow meter. Nitrogen was supplied 

into the experimental section through a standard tee connection. The gas flow rate was also measured 

using Coriolis flowmeters. A horizontal experimental section of 3” SCH160 was used. The loop was 

operated at nominal 30 Sm3/h and 30 m3/h of gas and liquid, respectively, which resulted in mean 

superficial velocities of 1.83 m/s and a mixture velocity of 3.66 m/s.  

The diagram of the test section in Figure VI-10 (a) illustrates the relative positions of the GRT unit 

and the ECT sensors. The metering devices were located in the same horizontal section with the ECT 

sensor placed 1.2 m downstream the GRT measuring plane, as shown in Figure VI-10(b).   

 

  

(a) (b) 

Figure VI-10. Relative position of the instruments in (a) schematic diagram of the test section at NORCE and (b) 

photographic record 

(a)Modified from: Test Protocol for Multiphase Intercomparison Roxar 2600 ID67mm Transfer Package, p5 
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The ECT sensor head used for this test was the APL-C-900-104 model provided by ATOUT Ltd [59]. 

The sensors in Figure VI-10(b) were installed on a Perspex pipe of 100 mm OD, on the horizontal test 

section of the rig, as illustrated in Figure VI-6(b). The sensor head of 16 electrodes and two 

measurement planes is very similar to the one described in Section 6.3.2.1 but of a smaller diameter. 

All unique capacitance pairs were measured yielding a full set of measurements. The calibration of 

the ECT meter used single-phase flow of diesel oil and gas in the pipe for reference measurements. 

The excitation signal was a 24 V peak to peak square wave at 2.5 MHz.  

The GRT was designed and prototyped at the Department of Physics and Technology, UiB, Norway. 

The design is based on five gamma-ray sources symmetrically mounted around the pipe. The five 

radiation sources and the five detector arrays, each consisting of 17 detectors, are mounted on the 

opposite side of the pipe. GRT measurement is based on measuring the attenuation of the radiation 

through the media. In the gamma-ray energy range, the linear attenuation is approximately 

proportional to the density of the matter for monochromatic radiation. More details of the GRT design 

and assembly can be found in [186] and [50]. 

6.3.3.2 Concentration from permittivity vs concentration from weight 

The oil volumetric fractions from ECT were calculated from the permittivity measurements using the 

extended Maxwell-Wagner-Sillars model described in [64] as in (71) 

𝜀𝑚 = 𝜀𝑐[1 + 𝑛𝛼(𝜀𝑖 − 𝜀𝑐)/(𝜀𝑖 + (𝑛 − 1)𝜀𝑐 − 𝛼(𝜀𝑖 − 𝜀𝑐)] (71) 

where the 𝜀𝑚 is the effective mixture permittivity, 𝜀𝑐 is the permittivity of the continuous material, 𝜀𝑖 

is the permittivity of the inclusions, 𝛼 is the volumetric fraction occupied by the inclusions, and the 

coefficient 𝑛 is a function of the eccentricity of the inclusions, taking a value of 3 for spheres [186] 

and greater than 3 for prolate spheroids [64].  

For two-phase mixtures, GRT component fractions are computed by normalizing the measured 

intensity to that of the calibrated measured intensity of the single components, as shown in (72).  

𝛼1 = ln
𝐼2
𝐼𝑚

ln
𝐼2
𝐼1

⁄  (72) 

where I1 and I2 are the measured intensities for the single components, α1 is the volume fraction of the 

first component and Im the measured intensity of the mixture. 
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The oil volumetric fractions from ECT and the mean measurement of the fractions measured through 

the five GRT views are presented in Figure VI-11. The correlation between the measurements is 

readily evident. The pattern is identifiable as intermittent structures. Some differences are obvious, i.e. 

the length and shape of structures, which reflects the evolution of the dynamic structures over the 

distance separating the metering systems. Differences in the time delay between the metering systems 

are also observable and is a result of varying flow velocity. However, the overall difference between 

the mean measurements of ECT and those from GRT is 3.4%. The accuracy of the measurements, 

which is well within the agreed uncertainty range [3] regardless of the setup-induced differences,  

demonstrates the capabilities of ECT for accurate determination of the volumetric fraction distribution 

for non-conductive species. 

 

 
Figure VI-11. Oil volume fractions measured from the GRT compared to the relative permittivity measured with ECT 

 

Further computation of the mean volumetric flowrates of these intermittent flow structures can be  

computed by combining the measured volume fractions and cross-correlating the velocity of the flow 

structures as discussed in Section 6.3.2.4. As reported in [18] ECT and GRT measurements can be 

combined following (73), and then used to estimate the gas and liquid flow rates across the pipe cross 

section.  
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where Qi is ith component volume flow rate, αik and vik are the ith component fraction and velocity in 

the kth zone, respectively and Ak is the area of the kth zone. The component fractions are estimated 

from the GRT measurements and the velocities from the transit time between the ECT measurement 

planes.  

In order to perform a comprehensive analysis of the measured velocities, in [18] the measurement 

were grouped into zones. The flow rate of the ith component within each zone is a linear combination 

of the zonal velocity, the component fraction, and the area. Therefore, the relative uncertainty 

contribution to the zonal flow rate from each variable is the same as the relative uncertainty of the 

variable. A full quantification of the uncertainty is beyond the scope of this work. However, it is 

relevant to understand the uncertainty contribution from the individual measurements. When 

combining the uncertainties from individual zones it is probable that some of these are correlated. 

Neglecting the area uncertainties, the combined uncertainties can be expressed as in (74) [18] [187].  

𝜎𝑄𝑖
2 =∑ ∑ 𝐴𝑘𝐴𝑚 (𝛼𝑖𝑘𝛼𝑖𝑚𝜎𝑣𝑖𝑘𝜎𝑣𝑖𝑚𝑟(𝑣𝑖𝑘, 𝑣𝑖𝑚)+ 𝑣𝑖𝑘𝑣𝑖𝑚𝜎𝛼𝑖𝑘𝜎𝛼𝑖𝑚𝑟(𝛼𝑖𝑘, 𝛼𝑖𝑚)

𝑁

𝑚=1

𝑁

𝑘=1

+ 𝛼𝑖𝑘𝑣𝑖𝑚𝜎𝑣𝑖𝑘𝜎𝛼𝑖𝑚𝑟(𝑣𝑖𝑘, 𝛼𝑖𝑚)) (74) 

where 𝑟 are the correlation factors between the measurements from different zones ‘𝑚’ and ‘𝑘’. 

This type of computations is, however, strongly influenced by the dynamicity of the flow regimes. 

Temporal steady-state flow, e.g. smooth stratified flow, can significantly limit the accuracy of the 

flowrate measurement due to the induced errors derived from the intrinsic dependency of the cross-

correlation method to dynamic temporal structures.  

6.3.3.3 Image reconstruction of dynamic structures 

The reconstructed images from ECT in Figure VI-12 (a) are consistent with those from the GRT in 

Figure VI-12 (b). In both sets of images, the variable flow with gas plugs at the top of the pipe are 

identifiable and consistent with the time structures observed in Figure VI-11. These results serve to 

validate the capabilities of the built-in ECT image reconstruction algorithm (see Section 2.5.1.3B) for 

dynamic flow structures. 
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(a) 

 
(b) 

 

 

(c) 

Figure VI-12. Reconstructed images of flow structures from (a) cross-section permittivity measurements through ECT 

and; (b) cross-section oil distribution from GRT measurements, and (c) transient GRT oil fraction with highlighted 

section corresponding to the ECT and GRT reconstruction sequences above 

 

6.4 Instrument capability and operational envelope 

A combination of dielectric and electromagnetic measurements are assessed here in order to determine 

the capabilities and operational limits of the ECT and MIT meter. The capabilities of ECT for 

measurement of non-conductive materials in static and dynamic conditions were established in 

Sections 6.3.2.2, 6.3.2.4, and 6.3.3.2. The correlation between eddy-current measurements and single-

phase water mixtures of various conductivities was demonstrated in Section 6.3.1.3. In order to explore 

the capabilities of the MIT and ECT instruments for MFM, an experimental plan was designed, where 
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the capacitance measurements from ECT and phase measurements from MIT are combined for various 

oil-water mixtures. The instruments infer the fluid concentrations based on measurements of the 

electric or dielectric properties of the fluids flowing through the pipes. 

6.4.1 Experimental facilities 

The experiments were conducted at the iPhase multiphase flow loop in Basingstoke, UK. The 

experimental campaign was designed by iPhase ltd. The author was invited to collaborate in the 

operation of the flow loop and to undertake the MIT measurements. The ECT equipment was 

simultaneously operated by a Coventry University colleague, L. Tom. The data were analysed by the 

author.    

The experimental loop, illustrated in Figure VI-13, comprises a recirculation rig that uses gravimetric 

separation of the fluids in continuous operation. The liquid flows are recirculated around the test 

facility using centrifugal pumps. The injection rates are controlled by an automated circuit led by 

turbine flow meters located at the separation vessel outlet. The three-phase gravity separator, with a 

capacity to segregate the water and oil phases, also serves as a liquid storage tank. The horizontal 

experimental segment comprised a clear acrylic section of 100 mm inner diameter and 3 m (30D) long 

that allows visualisation of the flow prior to metering. Experiments were conducted under controlled 

laboratory conditions at a temperature of 20C.  The working liquids used in the loop were Ultramax10 

oil and saline water. The experimental matrix and flow conditions are summarised in Table VI-3. 

 

 

 

Figure VI-13 iPhase flow rig diagram showing the metering system on the horizontal test section 
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Table VI-3. Experimental setup for liquid-liquid flow measurement 

Water cut                     (%) {0,25,30,35,40,45,50,55,60,65,70,75,100} 

Pressure (psi) 3  

Temperature C 20 

𝑈𝑜𝑠  (m.s-1) 0.11 – 0.32 

𝑈𝑤𝑠  (m.s-1) 0.11 – 0.32 

Oil type  Exol Ultramax10 

Oil density (kg.m-3) (kg.m-3) 851 

Oil relative permittivity  2.156 – 2.224 

Water conductivity   (S.m-1) 1.05 

 

 

The volumetric flowrates and density of the single-phase oil and water are measured using turbine 

meters and a differential pressure transmitter as reference measurements. The turbine meters, 

differential pressure transmitter, as well as the control valves are calibrated at UKAS accredited 

laboratories and traceable to various national and international recognised standards. The uncertainties 

of the turbine meter and differential pressure transmitter at full scale are ±0.5% at 95% confidence 

level, ±0.1% at 95% confidence level. 

6.4.2 Instrument assembly 

The tests accounted for the metering of electric and dielectric properties using three meters, i.e. an 8-

sensor ECT (ECT-8), a 2-sensor ECT (ECT-2) and a 2-sensor MIT, as illustrated in Figure VI-14. The 

sensors of ECT-8 and ECT-2 are identical and measure the flow-induced capacitance changes through 

independent data acquisition systems. The sensor head used for these sets of tests comprised 16 

electrodes of 15.2 cm long arranged in two measurement planes and were designed following the same 

principles from Atout’s system [59]. The full set of measurements from ECT-8 account for the 

measurement of all unique capacitance pairs. These measurements were simultaneously taken between 

all pairs of electrodes and two measuring planes. The data acquisition system used is the same 

capacitance measurement unit (CMU) provided by Atout, Ltd for the tests in the previous sections. 

Secluded single sensor-pair data was collected for every test point by ECT-2 and MIT using iPhase 

data acquisition system.  

For both ECT instruments, the excitation signal used consisted of 24 Vp-p square wave at a frequency 

of 2.5 MHz. The calibration of the ECT meters used oil and air as reference fluids. When water is 
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present, the value of the average mixture permittivity may exceed the calibration range, in which case 

simple extrapolation is used.   

 

 

(a) (b) (c) 
Figure VI-14 Diagram representation of the sensors used for data acquisition showing (a) the 8-sensor ECT, 

denominated ECT-8, with all electrodes E1 to E8 enabled, (b) the 2-sensor ECT or ECT-2 with only electrodes E1 and 

E4 enabled, and (c) the 2-sensor MIT with the coils L1 and L4 enabled 

 

The electromagnetic meter consists of a dual-sensor device that detects field perturbations caused by 

eddy currents in the conductive medium. The experimental assembly is equivalent to a dual-coil MIT 

system [102]. The principle of operation of the MIT allows for a correlation of the measured signals 

with the water content, which is key for validation and interpretation of the electric capacitance 

measurements at high water contents.  

The MIT sensors were located downstream of the ECT-2 instrument, sharing the same relative 

positions. The sensors were located at the top section of the pipe, with Rx at 135 deg from the Tx, (see 

measurement position M3 in Figure VI-14). In the MIT, the transmitting coil (L1) was excited through 

a 0.5 A current at 10 MHz. All three instruments were placed in the horizontal test section of the flow 

rig.  

6.4.3 MIT measurements  

Single-phase measurements are shown in Figure VI-15. The induced eddy currents arising from 

changes in the bulk conductivity of the medium are shown by the angle (θ) measurements for the oil 

and water flows plotted. Results in Figure VI-15 show two different signal levels for a pipe full of oil 

and full of water, respectively, showing the sensibility of the system to changes in the bulk 

conductivity of the medium. 
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Figure VI-15. Measurements from a dual-sensor MIT instrument for single phase horizontal flows 

 

The angle measurements from the multiphase flow are plotted in Figure VI-16. The variation of the 

signal for water cuts below 40% is significantly higher than for higher water cuts. This variation is not 

noise but a reflection of the flow conditions. A point of inflexion when the water cut reaches 40% is 

observed. At this point, the declining trajectory of the phase trend with increasing water cut changes, 

evidencing from that point onwards a linear phase increase with increasing water content, as expected 

from Figure VI-4.  

The inflexion in the phase measurement is consistent with the simulation results in  Figure VI-17(a) 

and is a result of the position of the selected sensor pair with regards to the fluid interface. Extended 

simulation results considering different sensor pairs show that the position of the sensors to that of the 

interface has a significant effect on the linearity of phase measurements (see Figure VI-18).  

It is evident, however, that in the experimental measurements, the inflexion takes place at lower water 

concentrations than simulated. This is attributed to the differences in the flow structures seen in the 

experiments and those simulated. That is, the simulation model accounts for stratified materials with 

a sharp oil-water interface, whereas the flow pattern arising in the actual experiments is more complex, 

including bubbly and wavy stratified flow [31].   

The accuracy of the phase measurements for water cuts above 40% is 2.5%. Further accuracy 

computation for lower water cuts requires collection of data different from pairs of sensors as 

evidenced in the simulation results.  
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Figure VI-16. Variation of oil-water concentrations in a horizontal pipe showing the phase induced measurements from 

a dual electromagnetic metering system (MIT)  

 

 
(a) 

 
(b) 

 
(c) 

Figure VI-17. Variation of oil-water concentrations in a horizontal pipe showing simulation results of (a) phase angle; 

(b) signal amplitude and; (c) electric field in the imaging region from static stratified oil-water model 
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Figure VI-18. Extended simulation results showing the phase angle of horizontal stratified fluids measured from 

receiving coils at positions M2, M3, M4 and M5 

 

6.4.4 ECT operational envelope 

The relative permittivity of single-phase horizontal flows and low water contents is plotted in Figure 

VI-19. The mean permittivity, computed by averaging 30,000 data points, is also plotted along with 

the complete set of measurements. The results show two different levels of relative permittivity for 

single-phase flows, namely air and oil. The measurements of both single phases are slightly higher 

than the reference values in Table VI-3 due to traces of water at the bottom of the horizontal test 

section, which could not be removed prior to the start of the tests.  

During the experiments, as the water content was increased in the oil-water mixture, from 25% to 

35%, the measured relative permittivity also increased (see Figure VI-19). As expected, when water 

flows through the sensor, the capacitance measurements are larger than for the single-phase flows, due 

to the increased relative permittivity of water.   
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Figure VI-19. Measurement of mean relative permittivity in the pipe for two single-phase flows (air-low permittivity 

and oil-high permittivity) and multiphase flow with low water cuts (25% to 35%) 

 

Figure VI-20 contrasts the inter-electrode capacitance measured between the electrode pair E1-E4 (M3 

in Figure VI-14)  with the ECT-8 and the ECT-2. For both systems, the capacitance measurements 

show a broader dynamic for low water content. The results of both instruments are consistent for low 

water cuts. However, for water contents above 45%, the trend of ECT-8 and ECT-2 are different and 

the full 8-sensor ECT fails to accurately predict the relative permittivity when the conductive phase 

inundates the pipe cross-section. This is in agreement with published literature that restricts the use of 

ECT to mixtures with low water cuts [59].  

Comparing the measurements of the ECT-8 and ECT-2 systems, it is readily evident that the ECT-2 

measurements show a larger data dispersion, which affects the measurement repeatability. However, 

the single pair capacitance meter (ECT-2) shows an overall quasilinear trend of the capacitance 

measurement with increasing water cut. This linearity suggests that by secluding individual electrode 

pairs, the inherent signal compensation that occurs during the solution of the Inverse Problem of the 

full ECT is avoided. These results create opportunities to expand the envelope of the operation of ECT 

systems with and overcome inversion in the coupling mechanism of the electrodes as the conductive 

phase becomes more dominant in the liquid-liquid mixtures.  
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(a) (b) 

Figure VI-20. Capacitance measurements from electrode pair at position M3 for various multiphase mixtures from (a) 

full 8-sensor ECT instrument (ECT-8) and b) single electrode-pair ECT (ECT-2) 

 

6.4.5 ECT vs MIT 

Figure VI-21 contrasts the experimental results from the single-pair ECT meter (ECT-2) and the MIT 

meter. The primary and secondary vertical axes show the phase measurements from the 

electromagnetic sensors and the capacitance from the ECT, respectively. For water concentrations 

above 40%, both metering systems follow the same trend of increasing phase and capacitance with 

increasing water cut, i.e. increasing mixture conductivity and permittivity. From the simulation results 

in Figure VI-18 and previous bench tests (see  Figure VI-4) it is evident that selecting a different MIT 

sensor-pair, would result in a linear trend and hence a better match with the capacitance measurement 

below 40% water cut. 

As expected, the MIT shows enhanced signal-to-noise ratios for high water cuts, i.e. more intense 

eddy-currents, whereas the capacitance measurements from the dual ECT shows improved 

performance for low water contents.   
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Figure VI-21. Measurement from the induced signal phase from the MIT, and measured capacitance from the single 

electrode-pair ECT (ECT2) for various oil-water mixtures 

 

6.5 Discussion and Conclusions 

A measurement calibration chain was performed. The MIT and ECT accuracy and operational 

capabilities were assessed from bench tests and flow tests. Comparisons were presented between the 

test measurements and standard quantities as well as reference measurements from legacy instruments.     

Bench test measurements from the MIT prototype showed consistency, repeatability, and linearity 

with changes in the conductivity of the medium. In multiphase stratified flow, however, this linearity 

was shown to be highly affected by the relative position of the sensors to that of the interface as 

demonstrated by cross-correlating experimental measurements and simulated results. MIT sensors 

showed a repeatability of 4% for static bulk conductivities ranging from 1 S/m to 5 S/m. Limited 

experiments performed with a single pair of sensors showed measurement accuracy of 2.5% for water 

cuts above 40% in stratified two-phase oil-water flows. Accuracy estimation for other flow patterns 

requires further experimentation with data collection from a number of pairs of electrodes, which was 

not available at the time at which the tests were conducted.  

 ECT proved highly accurate in permittivity measurement and inter-plane velocity computation for 

non-conducive materials. It also exhibited good image reconstruction and volumetric fraction 

derivation for intermittent oil-gas flows.   
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A key outcome of this work results from the secluded electrode-pairs measurement, which challenges 

the generally accepted theory that ECT is restricted to low-water contents. This provides opportunities 

to broaden the operational envelope of this technology, provided that the signal-to-noise ratio for high 

water cuts is improved.  

Further comparison between electrical capacitance measurements and electromagnetic measurements 

showed that ECT provides enhanced performance for water contents below 35%, whereas MIT 

provided good linearity for water contents above 40%. This brings opportunities for the use of 

multimodal metering systems based on the combination of ECT and MIT for multiphase flow 

measurement over a wide range of operating conditions than they would under stand-alone 

configurations. Combining ECT and MIT, based on the operational envelopes assessed, is technically 

feasible and would be beneficial for multiphase mixtures of conductive and non-conductive fluids of 

different relative permittivities, i.e. gas-water or oil-water flow. This approach would benefit from the 

ECT capabilities (4% uncertainty) to measure relative permittivity for close-to-non-conductive 

mixtures, i.e. low water cuts, and MIT accuracy (2.5%) for conductivity measurements when 

electrically conducting water is the dominant phase.  

At this stage, the multiphase flow meter designed has been calibrated and assessed through various 

laboratory tests. The remaining of the thesis focuses on exploiting the measurement capabilities of the 

instruments for multiphase flow characteristics readily found in the industry.  



134 

 

Chapter VII Three-phase detection  

7.1 Introduction 

It is well known in the ‘art’ to use two separate systems to measure the various fluids in multiphase 

flow regimes, with the two separate systems usually operating at two different frequencies. The 

previous chapter explored the combined use of ECT and GRT and proved the feasibility of combining 

ECT and MIT to measure the concentrations of one conductive and one non-conductive fluid for a 

broad concentration range. This multimodal technique, however, suffers from the problem of both 

temporal and spatial lags between two sets of measurements, as made evident in Section 6.3.3.2. There 

is a need in the measurement art for an improved monitoring method that challenges the existing 

multiphase data processing approach and extends the use of MIT systems beyond the measurement of 

solely electric properties. 

Traditionally, applications for MIT account for the imaging of low conductivity contracts of two-phase 

mixtures, one of which is conductive and the other one non-conductive [11] [12] [66]. These 

experiences are based on either analytical or numerical solutions [132] [188] [189], static experimental 

verification [7] [11] [12] [65] [66] [67] [68] [69] [71] [88] [190], or quasi-static experimental 

verification [8]. In the present chapter, the former approach is used to evaluate the feasibility of 

broadening the niche of MIT systems for the measurement of multiphase flows containing more than 

one non-conductive phase. This is achieved by assessing the signal response of a dual MIT system to 

changes in the dielectric and electric properties of the medium via the numerical solution of the 

electromagnetic Forward Problem. Results from simulations are used here to identify the response of 

the measured signal to changes in both the conductivity and the relative permittivity properties of the 

medium that could potentially lead to enhanced three-phase measurement capabilities. 
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The approach proposed here departs from that used in existing electromagnetic meters, which measure 

conductivity contrasts solely. Most MIT applications for low conductivity measurements have focused 

on the conduction currents induced in the imaging region, neglecting the displacements currents. 

Displacement currents account for the effect of permittivity, which, in hand with conduction currents, 

give rise to the measured secondary field. However, for cases where εω/σ≪1 (ε is the permittivity, σ 

is the conductivity and ω is the angular frequency), the displacements currents are traditionally 

neglected. This approach is referred to as the eddy-current approximation. 

In multiphase flow, the mean permittivity and conductivity of the flow vary in both the temporal and 

the spatial domain. Both the displacement and eddy currents contribute to the induced magnetic field 

that results in the change of the measured signal. Therefore, the effect of the displacement currents 

should not be ignored. Only a few studies have addressed the effect of permittivity in electromagnetic 

measurements, all of which are limited to the biomedical field [11] [188] [190] [191] [192] [193]. 

Previous work demonstrated the feasibility of deriving the permittivity from electromagnetic 

measurements using inclusions of skin depth much larger than the sample dimensions [88]. In these 

studies, the components of the signal are de-multiplexed, and the effect of the properties are evaluated 

separately for the imaginary and real components. It was reported that when the skin depth of the 

sample is comparable with the thickness of the inclusions, the measured signals departed widely from 

the theory. This results in the need for a more detailed analysis of the effect of the permittivity on the 

induced signal. 

The present study aims, at least partially, to meet the need in the art, particularly in the field of oil and 

gas exploration and production, to provide enhanced analytical data in real-time on the phase 

composition of the multiphase flow. This chapter addresses the measurement of non-conductive 

contrast solely through MIT. In this regard, Section 7.2 sets the basis of the study by discussing the 

electromagnetic premises considered in this work. Section 7.3 assesses the feasibility of using a single 

magnetic induction tomography system to measure both the phase shift and amplitudes of the complex 

voltages and by doing so, measure the phase fraction of conductive and non-conductive fluids in a 

multiphase flow. The main aim is to prove that by combining the phase and amplitude measurements, 

it is possible to account for electric and dielectric changes in pipelines arising from the flow of water, 

hydrocarbon, and sand. Subsequently, in Section 7.4, a thorough evaluation of the electromagnetic 

signals induced by various fluids and phase fraction distributions is presented. The electromagnetic 

signal response to changes in the electric and dielectric properties of the medium is evaluated using 

the numerical model detailed in Table C-1 of Appendix C.  

The results from the solution of the Forward Problem presented in this chapter are published in [19].  
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7.2 Electromagnetic considerations 

The governing equations of MIT within the imaging region are given by the set of Maxwell’s 

equations. The simplified eddy-current problem, which has been broadly used in low-conductivity 

imaging, is a quasi-static approximation of the full electromagnetic problem. This approximation is 

considered valid for small inclusion dimensions and high conductivities (𝜀𝜔/𝜎 ≪ 1). However, more 

information can be retrieved from MIT measurements, which account for the effect that characteristic 

hydrocarbon mixtures have on the MIT signal. This requires the solution of an accurate relationship 

between the dielectric properties and the measured signals by avoiding the intrinsic inaccuracies of 

the eddy-current approximation [194] [195] via retaining the displacement currents term as in 

equations (78) and (79). Considering the effect of the current source, Equation (7) is rewritten as 

𝐽 = 𝜎𝐸⃗⃗  + 𝐽𝑠⃗⃗⃗ (75) 

Recalling from Equation (6) Ampere-Maxwell’s law can be expressed as  

∇ × 𝐻⃗⃗⃗ = 𝐽  + 𝑗𝜔𝐷⃗⃗⃗ (76) 

Substituting 𝐽 in (76) yields   

𝐸⃗⃗ =
∇ × 𝐻⃗⃗⃗

𝜎 + 𝑗𝜔𝜀
 (77) 

Combining Faraday’s law of induction and the magnetic field constitutive 

relation in (6), yields  

∇ × [(𝜎 + 𝑗𝜔𝜀0𝜀𝑟)
−1 (∇ × (𝜇−1𝐵⃗⃗))] = −𝑗𝜔𝐵⃗⃗ (78) 

∇ ∙ 𝐵⃗⃗ = 0 (79) 

where the properties of the materials are defined by the electrical conductivity (𝜎), the magnetic 

permeability (𝜇) the permittivity (𝜀), with  𝐵⃗⃗ being the magnetic field distribution, and 𝜔 is the angular 

frequency of the applied magnetic field. 

The measured MIT signal combines information from the conduction and the displacement currents 

within the imaging region. For lossless coils, the background voltage (𝑣0) measured by the receiving 

coil, in the absence of an inclusion, lags 90 deg from the driving current (𝑖𝑠). When an inhomogeneity 
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is placed between the sensors, the measured signals change to (𝑣1) (see (80) to (82)) as illustrated in 

Figure VII-1. 

𝑖𝑠(𝑡) = 𝐼0 cos(𝜔𝑡) (80) 

𝑣0 = 𝐴0 cos(𝜔𝑡 + 𝜃) (81) 

𝑣1 = 𝐴1 cos(𝜔𝑡 + (𝜃 − ∆𝜃) (82) 

 

where 𝐼0 is the excitation current, 𝐴 is the amplitude of the measured voltage, and 𝜃 is the phase shift 

of the induced signal with respect to the excitation current. 

In phasor representation, we have: 

𝑉0 = 𝐴0𝑒
𝑗𝜃 = 𝑉0,𝑅𝑒 + 𝑗𝑉0,𝐼𝑚 (83) 

∴ 𝜃 = 90°   𝑉0 = 𝑗𝑉0,𝐼𝑚 (84) 

𝑉1 = 𝐴1𝑒
𝑗(𝜃−∆𝜃) = 𝑉1,𝑅𝑒 + 𝑗𝑉1,𝐼𝑚 (85) 

 

where 𝑉 is the induced voltage, the subscripts 𝑅𝑒 and 𝐼𝑚 are the real and imaginary components of 

the induced voltage, respectively. Subscript 0 refers to measurements from the background signal and 

1 to measurements with an inclusion in place.  

 
Figure VII-1. Signal phasor diagram of a current-driven MIT system 

 

Deriving Maxwell’s equations through the introduction of the combined magnetic and electric scalar 

potentials, and using the temporal gauge yields (86) 

𝛻 × (𝜇−1𝛻 × 𝐴) + (𝑗𝜎 + 𝜔𝜀0𝜀𝑟)𝜔𝐴 = 𝐽𝑠⃗⃗⃗ (86) 
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where 𝐽𝑠⃗⃗⃗ is the current density of the source, and 𝜀 is the absolute permittivity (𝜀 = 𝜀0𝜀𝑟). 𝐴 is the 

magnetic vector potential used for converting the governing equations into second-order differential 

equations. 

In Equation (86) the term 𝑗𝜎 + 𝜔𝜀0𝜀𝑟 is the complex conductivity, which comprises the residual static 

conductivity and the polarisation losses due to dispersion. The relative permittivity is directly related 

to the macroscopic properties of the materials, such as polarisation or capacitance. The inclusion of 

the dielectric properties in (86) reflects the contribution of the fluid properties to their polarisation 

when subjected to an electric field.  

There are a number of sources that generate the material polarisation at different frequencies. The 

frequency dependence of the relative permittivity contributes to the observation that, in any given 

material, several polarisation sources will activate at different frequencies [196]. Considering that the 

electronic and atomic effects do not change significantly, dipolar, space charge, and ionic effects are 

the main contributors to the polarisation mechanism arising at RF frequencies of interest [197].  

The following sections address the effect of the macroscopic effective dielectric permittivity 

distribution of hydrocarbon mixtures in electromagnetic signals. Due to the inherent complexity of the 

multiphase flow phenomena, i.e. the complex interfacial polarisation arising from multiple fluids in 

contact, in addition to the presence of conductive materials, the present work focuses on the 

macroscopic electromagnetic behaviour of multiphase mixtures. The concept of macroscopic effective 

permittivity assumes that a heterogeneous mixture interacts with electromagnetic excitations as if it 

were a homogeneous medium [198]. This concept is valid, from an electromagnetic perspective, only 

if the particles inside the mixture are small compared to the wavelength of the excitation field, which 

is the case of the present study.  

7.3 Electromagnetic measurements of dielectric properties 

An assessment of the dielectric properties of fluids on MIT measurements incorporates the solution of 

the full electromagnetic Forward Problem via finite element discretisation to evaluate the combined 

effect of permittivity and conductivity on the induced signals. Further assessment of the variation of 

the excitation frequency on the induced conduction and displacement currents was also performed to 

characterise the complex hydrocarbon mixtures cohesively. 

For the numerical model built in COMSOL AC/DC, a cylindrical imaging region of 110 mm diameter 

was used. The 3D model accounts for a dual coil system built using a current-driven coil domain at 
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the transmitter coil and open-circuit approach for the receiving coil (see Section 3.5.1.2). The sensors 

were located opposite to each other across the circular cross-section.  

Three scenarios were modelled for which the conductivity and permittivity of the medium were swept 

over the values summarised in Table VII-1. The listed values of the dielectric constants reflect a range 

of fluids readily available in multiphase flow transport, e.g. air (𝜀r=1), natural gas (𝜀r=1.2), octane 

(𝜀r=2), oil (𝜀r=2.8), water (𝜀r=80), dry sand (𝜀r=6), and dry limestone (𝜀r=7) [199] [200] [201]. The 

resulting 99 conductivity-permittivity combinations accounted for various ratios of water, 

hydrocarbon and sand content. The volume fraction of the fluids in the imaging region were also varied 

by changing the size of the cylindrical inclusion to account for segregated annular flow configurations. 

  

Table VII-1. Conductivity and relative permittivity values  

Property / fluid Gas Oil Sand Water 

Conductivity 

 (Sm-1)  

[0] [0] [0] [0.5, 0.15, 0.25, 0.35, 0.45, 0.55, 1, 5] 

Dielectric constant  

(𝜺/𝜺𝟎) 

[1] [2, 2.8, 3, 3.2, 4] [5, 6.03, 7.4,10] [80] 

 

The assessed scenarios cover a broad range of 𝜎/𝜔𝜀0𝜀𝑟  relationships, ranging from 1.12E-1 to 8.99E4 

for excitation frequencies between 1 Mz and 100 MHz. This would allow proving the hypothesis that 

even for low 𝜎/𝜔𝜀0𝜀𝑟 ratios (below 1E3), the displacement currents have a significant effect in the 

electromagnetic measurements. 

In the following subsections, the macroscopic electromagnetic behaviour of various materials usually 

found in oil transport systems is assessed.  

7.3.1  Frequency dependence of induction currents  

The effects of excitation frequency on the intensity of the induced currents are evaluated here. The 

relationship of the MIT measurements for various excitation frequencies comprised a combination of 

the scenarios summarised in Table VII-2.  

 

Table VII-2. Simulation parameters for evaluation of excitation and displacement currents 

Conductivity (Sm-1)  [0.55,1,3,5] 

Dielectric Constant (𝜺/𝜺𝟎) [2,7.4,70, 75, 80] 

Operating Frequency (Hz)  [1E6, 5E6, 1E7, 2E7, 1E8] 
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The induced currents were calculated within the imaging region by integrating the amplitude of the 

current density over the fluid volume. Figure VII-2 shows the effect of varying the excitation 

frequency on the displacement and conduction current densities.  

Results show that for frequencies below 20 MHz, the amplitude of the conduction currents is linearly 

proportional to the excitation frequency and it is not affected by the permittivity of the medium (see 

Figure VI-21(a)). Conversely, changes in permittivity are reflected in the displacement current density, 

which is proportional to the frequency squared. There is virtually no change in the displacement 

current density due to variations in conductivity, although a slight difference for larger permittivity 

values is observed as the frequency increases (see Figure VI-21 (b)). 
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(a) 

 

 

(b) 

Figure VII-2.  Effect of the frequency in (a) conduction currents and (b) displacement currents of phases of various 

conductivities and permittivities for excitation frequencies of 1 to 20 MHz 

 

Traditional measurements of conductivity contrast through MIT typically use excitation frequencies 

between 1 and 30 MHz. However, in order to investigate the frequency dependence of the induced 

currents, an extended analysis was performed in which an excitation frequency of 1E8 Hz was included 
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in the scenarios. At such a high frequency, both the permittivity and the conductivity have a combined 

effect on the induction and conduction currents (see Figure VII-3). This is attributed to the change in 

the polarisation mechanism, which would preclude any direct correlation between the electric and 

dielectric properties of the medium and the measured signals.  

 

 

 

(a) 

  
(b) 

Figure VII-3. Variation of (a) conduction currents and (b) displacement currents of phases of various conductivities 

and permitivities for excitation frequencies of 1 to 100 MHz 
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7.3.2 Induced currents dependence on changes in the spatial domain 

Multiphase flow accounts for a high complexity in the spatial and temporal distributions of the phases. 

Here, the assessment of the effect of non-uniform distributions on the received signals comprised 

changes in the spatial domain of the modelled flow mixtures. These spatial changes considered a 

cylindrical inclusion of various lengths located in the middle of the imaging region yielding various 

water-air ratios. The water volumetric fractions (𝛼) assessed comprise the following range 𝛼= [0.3, 

0.5, 0.7, 0.8, 0.9, 1.0].  

The induced displacement and conduction currents for the volume fractions above are presented in 

Figure VII-4. Results show that, at a given excitation frequency of 10 MHz, the displacement and 

conduction current densities are affected by changes in volume for scenarios involving fixed 

permittivity and conductivity.  

 

 

 

 

 

(a) (b) 

Figure VII-4. Effect of changes in volume fraction with variations in (a) conduction currents for a mixture conductivity 

of 0.55 Sm-1 and (b) displacements currents for a mixture relative permittivity of 7.4 

 

Figure VII-5 contrasts the changes in the current densities due to variations in volume for various bulk 

conductivities and permittivities. The differences in the induced current densities are relatively linear 

with the volumetric changes. The variation of the induced currents per volumetric fraction change is 
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quadratic, as represented by the trends in the inner boxes. The shift in the slope of the induced currents 

shows that, given the model setup, the received signals are highly sensitive to changes of volume 

fractions in the vicinity of the sensor array.  

 

 
(a) 

 
(b) 

Figure VII-5. Effect of changes in volume fraction on (a) induced conduction and (b) displacement currents 
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7.3.3 Electromagnetic measurement dependence on changes in permittivity and 

conductivity  

An analysis of the MIT response to changes in the electric and dielectric properties of the fluids is 

presented below. The influence of the fluid conductivity on the induced amplitude and the phase angle 

of the signal measured at the opposite receiving coil is shown in Figure VII-6.  

 

  

 

(a) (b) 

  

(c) (d) 

Figure VII-6. Effect of variations of conductivity on (a) absolute amplitude, (b) phase angle, (c) real component of 

amplitude, and (d) imaginary component of amplitude 

 

It is evident that the conductivity has a significant impact on all measured signals. Particularly, the 

phase angle measurements prove that angle deviation arises from the eddy-current induced within the 

conductive phase, with negligible effect from changes in the relative permittivity of the mixture (see 

Figure VII-6(b)). The same response is seen in the real component of the magnitude in Figure VII-6(c). 
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Conversely, the dielectric constant is mainly reflected on the absolute amplitude signal and on its 

imaginary component signal, see Figure VII-6(a) and (d), respectively. These complex amplitude 

signals encompass combined information regarding the displacement currents induced by the 

dielectric medium and the conductive currents induced in the conductive phase. Such a complex 

measurement is reflected in the boxes within Figure VII-7 (a) and (b). 

 

 
 

 

(a) (b)  

  

 

(c) (d)  
Figure VII-7. Effect of variations of permittivity (and conductivity in inner boxes) on (a) absolute amplitude, (b) 

imaginary component of amplitude (c) real component of amplitude, and (d) phase angle 



147 

 

7.4 Hydrocarbon mixture characterisation through complex 

conductivity measurement  

7.4.1 Electromagnetic signal dependence on changes in the spatial domain 

A characterisation of the susceptibility of the system to the intrinsic properties of the hydrocarbons, 

sand, and water is presented below. The simulation approach accounts for mixed fluids, equivalent to 

distributed bubble or slurry, forming a core bulk mixture with changing relative permittivity. The 

fraction of the mixture occupying the pipe was varied systematically. Figure VII-8 (a) shows that 

variations on the amplitude signal due to changes in volume fraction (𝛼) of both sand (𝜀𝑟=7.4) and gas 

(𝜀𝑟=1) in the non-conductive mixture are linear and in the order of 1.5 V per every 10% increase. 

The changes in amplitude due to variations in the permittivity of the mixture are also linear but much 

smaller than those seen for changes in volume fraction (see Figure VII-8(b)).   

 

  
(a) (b) 

Figure VII-8. Results of induced absolute amplitude from (a) sand (𝜀𝑟=7.4) and gas (𝜀𝑟=1) and (b) various permittivity 

mixtures 

 

The ratio of the change of amplitude to that of the variation of permittivity is shown in Figure VII-9. 

The trend is non-linear and accounts for variations in the microVolts range per every permittivity shift, 

which constitutes a challenge to currently available data acquisition systems.  
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Figure VII-9. Amplitude dynamic range for changes in permittivity and volume 

 

 

7.4.2 Electromagnetic signal characterisation for multiphase flow in pipelines 

By using extensive computational models, the weighting of the conductivity and permittivity to the 

measured signals has been assessed to gain a better understanding as to which electrical properties the 

voltage measurements stem from, at any given condition. Figure VII-7 (a) showed that for mixed flows 

with low conductivity, typical of low water contents, the change in amplitude of the induced voltage 

has a linear relationship with relative permittivity of the mixed flow. Figure VII-10(a) displays the 

induced amplitude from three two-phase systems within low bulk conductive environments, i.e., 

conductivity less than 0.6 Sm-1. The evaluated mixtures comprise water-oil, water-gas, and water-sand 

flow with relative permittivity of 2, 1, and 7.4, respectively. The difference among the received 

voltages is constant throughout the bulk conductivity range.  

Results in Figure VII-10(a) allow further contrasting of the three-phase flow scenarios containing both 

oil and water combined with either gas or sand. Figure VII-10(b) illustrates that the change in the 

signals is solely due to the change in the relative permittivity of the gas and the sand. The influence in 

the receiving signal of the water-oil-sand flow to that of the water-oil-gas flow is given by a 4.4:1 

ratio.  
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(a) 

 
(b) 

Figure VII-10. Induced voltage from (a) a trio of two-phase flows of water-oil, water-gas, and water sand, and (b) the 

signal difference between the water-oil and the water-gas flows (labelled water-oil-gas) and the water-oil and the water-

sand flows (labelled water-oil-sand) in low conductive environments (𝜎=0.05-0.5 Sm-1) 

 

 

 

Figure VII-11 presents the amplitude of the induced voltage for variations of the relative permittivity 

in various conductive environments. For a given bulk conductivity below 1 Sm-1, the change in 

amplitude of the induced voltage increases as the relative permittivity of the mixed flow increases (see 

box in Figure VII-11(a) and in Figure VII-11(b)). In contrast, as the water content increases creating 

a mixture conductivity of 1 Sm-1 or greater, the change in amplitude of the induced voltages is 

dominated by the conductivity increase (also evident in Figure VII-7(b)). This behaviour is more 

pronounced when the conductivity difference of the mixed flow is beyond 4 Sm-1, similar to that of 

formation water and slurries.   
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(a) 

 
(b) 

Figure VII-11. Changes in the amplitude of the induced voltage for various mixed relative permittivity and bulk electric 

conductivities 

 

7.5 Discussion and Conclusions 

The feasibility of deriving the permittivity from electromagnetic measurements using inclusions of 

skin depth much larger than the sample dimensions has been addressed. The range of electric 
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properties that are relevant to the intended application was derived, and the degree of correlation 

between the measurements and the electric properties was evaluated. Results show a correlation 

between the simultaneous responses from the system to changes in permittivity and conductivity. 

A key contribution from the study resides in the demonstration that for a given three-phase flow of 

water-oil-sand or water-oil-gas with low water contents (bulk conductivity ranging from 0.05 to         

0.6 Sm-1), the change in amplitude of the induced voltage is influenced by the permittivity of the fluids. 

Hence, electromagnetic induction could be used to measure both the phase shift and amplitudes of the 

complex voltages to continuously monitor and measure the phase fraction of conductive and non-

conductive phases. Furthermore, it was verified that the effect of permittivity in the absolute amplitude 

signal is at least one order of magnitude greater than that observed on the real and imaginary 

components disjointedly. These results provide improvements to previous approaches where 

electromagnetic signals were de-multiplexed for measurements in low conductive environments. 

The use of amplitude signals that provide information related to the dielectric properties of non-

conductive fluids allows multiphase measurement over the same cross-section. By doing so, it 

enhances the measurement accuracy and broadens the application spectrum of electromagnetic based 

imaging technologies for in-situ flow pattern imaging. 

The results presented are of particular interest for low conductive mixtures, where the measured signal 

is predominantly dominated by the permittivity, i.e. the volumetric fractions of the oil, gas, and sand. 

This novel approach yields a real-time derivation and verification of the conductive and non-

conductive phase volumetrics using a single apparatus, hence, removing the need, and expense, of co-

locating two separate metering systems.  
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Chapter VIII Flow pattern identification 

8.1 Introduction  

The present chapter describes the hydrodynamic phenomena of multiphase flow configurations 

derived from tomography images.  Flow pattern maps are typically derived from experimental 

observations via optical methods under controlled conditions. The visual characterisation of flow 

configuration offers an insight into the distribution of fluid species inside a pipeline for given 

operational conditions.  

The identification of dynamic flow regimes in the literature is mainly based on visual observation of 

the flow structures. The visual characterisation is time-consuming, and observations are limited to 

structures externally identifiable. The drawback of optical techniques is that complex flow 

configurations, or the presence of opaque fluids such as oil, can lead to pattern misclassifications [30]. 

In this chapter, the benefits of tomography techniques for flow pattern characterisation are exploited 

and in doing so, the two drawbacks of optical methods, i.e. visual limitations and slowness, are 

addressed. The approach used here departs from traditional methods for the classification of 

volumetric concentrations in pipelines by exploiting the information available from intrinsic dielectric 

measurements. The experimental outputs were analysed via an automated algorithm that compared the 

spatial and temporal flow characteristics arising at various experimental conditions. The analysis 

performed on the experimental data leads to the understanding of the transition boundaries between 

the flow regimes and their relationship with dimensionless quantities.  

The derived improvements to non-dimensional maps encompassing a broader flow characterisation 

can be of significant impact for oil field operators, and facilities’ designers given the enhanced 
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accuracy of flow pattern prediction maps and its impact on the costs associated with transport and 

production handling.  

This chapter contains some excerpts from the following journal article (currently in press): “On the 

life and habits of gas-core slugs: Two-phase gas-liquid intermittent structures in co-current horizontal 

flow” in Journal of Natural Gas Science and Engineering [20]. The chapter is organised as follows. 

Section 8.2 describes typical horizontal gas-liquid spatial distributions. Section 8.3 proposes a unified 

horizontal gas-liquid flow pattern characterisation based on published literature. Section 8.4 details 

the experimental facilities where the tests were conducted. In Section 8.5, the flow regimes inside the 

pipe during every experiment are characterised based on the ECT measurements and specific flow-

related key parameters. Section 8.6 exploits the capabilities of ECT for automatic flow pattern 

identification by combining the mean concentration from reconstructed images and a logic-based 

algorithm applied to intermittent structures. The characterisation of the flow structures serves to 

propose changes to existing flow pattern maps in Section 8.7. Finally, in Section 8.8, the results are 

discussed, and the final remarks are drawn.   

8.2 Horizontal gas-liquid flow 

The spatial distributions of the flow species within a horizontal pipe can be described as an evolution 

of flow patterns. Let us assume an initial condition where the gas and liquid velocities are low. At low 

flow velocities, the fluids tend to segregate and flow in separate strata, denoted stratified flow. In 

stratified flow, gravity effects yield the denser phase, i.e. oil, to flow at the bottom section of the pipe 

while the gas occupies the top section.  As the gas velocity increases, the shear forces dominate over 

viscous forces, and waves are formed in the interphase, yielding stratified wavy flow. This waves, 

known as Jeffrey waves, take place when the following condition occurs [202]: 

𝑈𝑔𝑠
2 ≥

4𝜇𝐿𝑔(𝜌𝐿 − 𝜌𝑔)

𝑠𝑗𝜌𝐿𝜌𝑔
 (87) 

where 𝑈𝑔𝑠 is the gas superficial velocity,  𝜇𝐿 is the liquid dynamic viscosity, 𝑔 is the acceleration of 

gravity, 𝜌𝐿 and 𝜌𝑔 are the liquid and gas densities, respectively and 𝑠𝑗 is a sheltering coefficient with 

a value of 0.01[202]. 

As the gas velocity increases further, so do the waves height, hence reducing the available area for gas 

flow. This area reduction increases even more the gas velocity and causes an instant pressure drop. 

This phenomenon yields large irregular waves that can reach the top of the pipe resulting in 
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intermittent slug patterns. Depending on the conditions of the liquid, segregated stratified flow can 

alternatively transition to segregated annular flow or to distributed flow [33] [32] [203] [204]. 

These transitions between stratified, intermittent, and annular flow has not been sufficiently addressed 

in the literature. In [205], the authors refer to this transition zone as a pseudo-slug area. However, there 

is no general agreement on the characteristics of a ‘pseudo-slug’. A recent study in air-water horizontal 

flow demonstrates that two flow regimes coexist in that pseudo-slug zone [206]. In one regime the air 

penetrates through the water forming a two-phase mixture in the core of the slug “with no clear 

boundary between the phases”, and in the other, the air forces the water to the pipe perimeter with a 

gas-continuous core. The latter regime will be addressed in detail in the following sections. The aim 

of the study is to gain more knowledge on this recently studied sub-flow pattern by extending the 

analysis to fluids of interest for hydrocarbon transport.     

For consistency, in the remainder of this chapter, the pseudo-slug with a maintained gas core is referred 

to as ‘gas-core slug’, as denoted by [207]. Although it is believed to be consistent with structures 

previously reported as ‘ghost’ or ‘huge waves’ [208] [206]. 

8.3 Horizontal gas-liquid characterisation 

In the literature, there are numerous regime classifications for gas-liquid mixtures. Following a 

comprehensive review, three main flow patterns are recurrent in the literature encompassing horizontal 

gas-liquid flows, namely: (1) segregated flow where both phases are separated into separate layers, 

i.e. stratified or annular; (2) disperse flow where droplets of liquids or gas bubbles travel through the 

matrix of the continuous phase and; (3) intermittent flow.  

As a result of the abundant maps available, a large number of different definitions arise, which makes 

the comparison of the performance of existing regime maps difficult. An integrated flow pattern 

classification would enable cross-correlation among different studies, hence the unified classification 

proposed in Table VIII-1. The proposed classification is based on a detailed review of relevant 

literature and constitutes the initial basis for the present study.  

The generalisations used for the pattern map characterisation in the literature are based on correction 

factors for given fluid properties [203], the ratio of superficial velocities [209] [210] [211], or the use 

of dimensionless numbers [32] [212] [213]. The majority of the maps published were developed by 

correlating the dimensional quantities of the experimental data and visual observations. The use of 

dimensional quantities limits the applicability of the maps to conditions similar to those at which they 

were derived, i.e., pipe dimensions and flow properties [31]. Conversely, the use of dimensionless 
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numbers, which correlate the governing forces and the effect of variations in the fluid properties,  for 

prediction of flow pattern distribution is believed to provide the opportunity of extending the 

applicability to a wider range of conditions [31]. 

 

Table VIII-1 Unified horizontal gas-liquid flow pattern classification 

Flow Pattern Characteristics Representation 

Distributed –  

Bubble 

-The liquid forms a continuous phase with dispersed bubbles of gas. 

 

Distributed –  

Mist 

- Most or all of the liquid is entrained by the gas phase. 

 

Intermittent –  

Slug 

-Periodic waves reach the top of the pipe. 

-The flow consists of slugs of liquids alternated with segregated flows. 
 

Intermittent –  

Plug 

-Alternate plugs of liquid and gas move along the upper section of the 

pipe. 
 

Intermittent – 

Gas-core Slug 

- Liquid film envelops the wall of the pipe. 

-The flow consists of gas-core slugs of liquids alternated with segregated 

flows.  

Segregated –  

Stratified 

- Flow in separate layers. The liquid flows at the bottom of the pipe.  

- The gas flows at the top of the pipe.  

- The interface is flat   

Segregated –  

Wavy 

- Flow in separate layers. The liquid flows at the bottom of the pipe. 

- The gas flows at the top of the pipe.  

- Visible waves in the interface.  

Segregated –  

Annular 

- The gas flows through the pipe core. 

-The liquid forms film layer around the pipe walls. Due to gravity, the 

film at the top of the pipe is thinner than at the bottom.  

 

In this study, the prediction accuracy of eight flow pattern maps on the experimental measurements is 

evaluated. The map selection comprise those derived by Beggs and Brill [33], Beggs and Brill 

modified [33], Shell [212], Eaton [32] Baker [203], Taitel-Dukler [202], Barnea [204], Lin and 

Hanratty [205], and NEL [214]; the latter corresponds to the map from their experimental facility. The 

maps were selected considering (a) proven extrapolation to different data sets; (b) broad industrial use; 

(c) applicability to the experimental conditions of our data; and (d) existing sub-classification of 

intermittent slug structures. In this sense, the assortment of selected maps accounts for the above 

consideration and all three generalisations detailed before. 

The maps from Beggs and Brill, Beggs and Brill modified, and Eaton combine dimensionless 

quantities and the Froude number. The Froude number is highly representative of the behaviour of 

wave structures and hence the regime transition between segregated and intermittent flow. The maps 

from Shell, Lin and Hanratty, and Beggs and Brill, do not consider the effects of the fluid properties 

in the flow regime transitions. On the other hand, the maps from Baker and that of Eaton take into 

account the density, viscosity, and surface tension of the phases. To complement the study, the semi-

t1t2 t1 t2

t1t2 t1 t2

t1t2 t1 t2

t1t2 t1 t2

t1t2 t1 t2

t1t2 t1 t2

t1t2 t1 t2
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theoretical map from Taitel-Dukler, which do not follow any of the generalisations above, is also 

included. 

8.4 Experimental facility 

Experiments were conducted by the NEL team and Dr Hunt at the multiphase flow loop at TUV-NEL 

in East Kilbride, UK [215]. The experimental facility comprises a recirculation flow loop that uses 

gravimetric separation of the fluids (oil, gas, and water) in a continuous operation. A schematic of the 

loop showing the position of key components is given in Figure VIII-1. The liquid flows are 

recirculated around the test facility using variable-speed centrifugal pumps. The dry nitrogen is 

delivered from the storage tank at 12 bar at the injection point. After passing through the test section, 

the gas is vented to the atmosphere from the separator. The flow rate of the gas in the test section is a 

function of the differential pressure between the testing section and the storage line.  

At the centre of the facility is a three-phase gravity separator with a capacity to separate 35 m3 and 25 

m3 of water and oil, respectively. The separator acts as a storage vessel for the liquids undergoing test 

and also helps to separate fluids for recirculation. The liquid used for the experiments was a refined 

oil, Paraflex HT9 (see properties in Table VIII-2). The reference measurements for both liquid and 

gas flows are determined using turbine flowmeters after exit from the separation vessel.  

The test section consisted of a clear acrylic pipe of 8.5 m long and 100 mm inner diameter, preceded 

by a development length of over 30 m (>300 pipe diameters). The flow can therefore be considered 

well-developed, though slug flows in particular are known to continue to develop over longer lengths 

[216][217], so there can be no assumption of stabilised flow patterns in a general sense. All 

experiments were conducted under controlled laboratory conditions at a temperature of 20C.  
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Figure VIII-1. Schematic of the NEL multiphase flow facility. 

 

Table VIII-2 Experimental setup for gas-liquid flow measurement 

Pressure (bar) 2-10 bar 

Temperature (C) 20 C 

𝑈𝑜𝑠 (m/s) 0.10 – 4.8 

𝑈𝑔𝑠 (m/s) 0.25 – 8.9 

Oil type Paraflex HT9 

Oil density (kg/m3) 830 to 831 

Oil viscosity (cP) 15.9-17.9 

Gas type Nitrogen 

Gas density (kg/m3) 3.4-13.8 

Surface tension (dyna/cm)*  20.8-24.2 

*calculated from Baker & Swerdloff equation with pressure correction  𝛾 = (37.5 − 0.2571(
141

𝜌𝑜 𝜌𝑤⁄
− 131.5)) (1 − 0.024𝑃0.45) 

8.5 Flow diagnostic techniques  

Characterisation of volumetric concentrations in pipelines can be achieved by a variety of methods. 

Some of the most commonly used methods comprise techniques and elements that are either intrusive 

or contain nuclear sources, such as quick-closing valves [218], wire-mesh sensors (WMS) [206], and 

Gamma-ray densitometers [208]. Intrusive techniques interact with the process and can perturb the 

flow yielding to misleading observations. 

Available processing techniques include statistical analysis of traditional sensor data; statistical 

analysis of image data and; combined statistical and structure analysis of image data. These 
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techniques, while valuable in studying the flows, are often frequency limited with non-specific 

sensitivity [219]. Furthermore, they are non-physical where the link to conventional patterns is not 

clear. Although the combined analysis can identify key physical parameters and apply statistical 

techniques, showing great promise, standard procedures are not currently agreed [220]. 

In this chapter, non-invasive tomography combined with an automated pattern detection algorithm is 

proposed to characterise the different flow patterns. Although the method applied here can be extended 

to measurements from any high-speed tomography system, ECT is selected due to its suitability 

regarding the nature of the multiphase gas-oil mixture. In this regard, ECT has been widely used to 

obtain images of the distribution of permittivity inside pipelines transporting non-conductive flows 

[57] [58] [59] [62] [63] [64] [45] and has been proven accurate for gas-oil flow measurement when 

compared to weighing systems (see Chapter VI).  

In the following subsections, the premises for pattern characterisation of the overall dominant flow 

scheme using ECT alongside the prediction accuracy of existing maps is presented. Subsequently, an 

automated algorithm is used for detailed analysis and characterisation of the measured intermittent 

structures. 

8.5.1 ECT measurements for characterisation of the dominant flow regime 

By combining the mean concentration in the cross-section of the pipe and the reconstructed images, 

the flow regimes can be characterised. Specific flow-related parameters, that can be used for flow 

characterisation are available from electrical imaging. The key indicators of a horizontal flow structure 

can be classified into spatial and temporal parameters, as follows.  

The spatial indicators are: 

• average concentrations of the liquid phase (holdup),  

• spatial distribution of the concentration over the pipe cross-section,  

• fluid level,  

• range and balance of the probability density function of average concentration, e.g. (a) 

primarily liquid with gas bubbles present; (b) primarily gas with liquid structures passing or; 

(c) fully intermittent slugs or waves.  

The temporal parameters comprise: 

• frequency distribution – number of structures passing in a given period,  

• the primary structure velocity, and 

• the length-scale of the primary structure.  
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Based on the parameters above and the unified flow pattern classification in Table VIII-1, the ECT 

measurements of the experimental tests was characterised according to Table VIII-3. 

 

Table VIII-3 ECT parameters for flow characterisation 

Parameter 

(a) 

 

Single-phase 

(b) 

Segregated-

Stratified 

(c) 

Segregated-

Wavy 

(d) 

Intermittent - 

Slug 

(e) 

Intermittent-

Plug 

Holdup 0% or 100%  Low Low High High 

Spatial 

distribution 

Homogeneous Segregated Segregated Segregated Segregated 

Interface No interphase Steady 

interface 

Varying 

interface 

Fully 

intermittent 

Fully 

intermittent 

Frequency N/A Low Medium High Very high 

Velocity N/A Low Low High High 

Length scale N/A N/A High Medium Low 

 

The characterisation of the experimental data for the superficial velocities of the given phase is shown 

in Figure VIII-2. The data presented correspond to the characterisation of the dominating flow pattern 

of each of the 33 test points.  The classification, based on ECT measurements, follows the parameters 

listed in Table VIII-3. Note that gas-core slug is not listed in Table VIII-3 as it has not been included 

in the available maps in the literature, with the only exception of the pseudo-slug zone described in 

[205]. 

Figure VIII-2 plots the characterisation of the test points and relates the predominant flow structures 

to the superficial velocities of the gas and liquid phases. The flow regime transitions between 

distributed, intermittent, and segregated, are primarily influenced by the oil volumetric fraction. 

Conversely, the transitions among the intermittent flows, including that to gas-core slug, are 

predominantly driven by the velocity of the gas phase.  
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Figure VIII-2. Flow pattern classification of the dataset over the range of superficial velocities of the phases 

 

8.5.2 Prediction accuracy of flow pattern maps 

The accuracy of existing maps to predict the development of the flow regimes, as identified per the 

ECT signal indicators above, is evaluated through the juxtaposition of the experimental data with 

existing regime maps.  

The dimensionless functions presented in Table VIII-4 were used to compare the ECT-based 

characterisation to the regime-specific zones within the pattern maps. The dimensionless quantities 

used are: the Reynolds number, the Weber number, and the Froude number. The Reynolds number 

correlates the inertial and viscous forces, which is relevant for the characterisation of segregated-

distributed flow transitions. The Weber number is useful for analysing the phase interface through the 

correlation between the inertial forces and the surface tension. The Froude number, derived from the 

ratio of inertia to gravity forces, is strongly relevant for the analysis of wave evolution.  

 

 

 

 

0.1

1

10

0.1 1 10

S
u
p

er
fi

c
ia

l 
o

il 
v
el

o
c
it
y
 (

m
/s

)

Superficial gas velocity (m/s)

Segregated-Stratified Intermittent-Plug Intermittent-Slug

Distributed-Bubble Gas-core Slug



161 

 

 Table VIII-4. Dimensionless quantities for flow regime characterisation 

Eaton et al. [32]  
Two-phase Reynold’s function (𝑵𝑹𝒆)𝒕 =

𝑾𝒕𝑯𝑳
𝟐

𝑫𝝁𝒕
 

Two-phase Weber function (𝑁𝑊𝑒)𝑡 =
𝜌𝐿𝑣𝐿𝐻𝐿

1
2

𝛾
+
𝜌𝑔𝑣𝑠(1 − 𝐻𝐿)

1
2

𝛾
 

Beggs and Brill [33] 
Froude Number 𝐹𝑟 =

𝑢𝑚

√𝑔𝐷
 

Non-slip holdup  =
Q𝐿

𝑄𝐿 +𝑄𝑔
 

Baker [203] 

Baker’s gas mass multiplier 𝜏 = √
𝜌𝑔

𝜌𝑎

𝜌𝑤
𝜌𝐿

 

Baker’s liquid-gas ratio multiplier  =
𝛾𝑤
𝛾𝐿
(
𝜇𝐿
𝜇𝑤

+ (
𝜌𝑤
𝜌𝐿
)
2

)

1
3

 

Taitel-Dukler [202] 

Lockhart and Martinelli parameter (Abscissa axis) 𝑋 =

[
 
 
 
 
 4𝐶𝐿
𝐷
(
𝑈𝐿𝑠𝐷
𝐿

)
−𝑛

(
𝜌𝐿 (𝑈𝐿𝑠)

2

2
)

4𝐶𝐺
𝐷

(
𝑈𝑔𝑠𝐷
𝑔

)
−𝑚

(
𝜌𝑔 (𝑈𝑔𝑠)

2

2
)
]
 
 
 
 
 

1
2

 

Ordinate of the frontier between (a)S-Wavy & annular  

(b) S-Wavy &  Intermittent 
(c) S-Wavy & S-Smooth 

𝐹 = √
𝜌𝑔

𝜌𝐿 − 𝜌𝑔

𝑈𝑔𝑠

√𝐺𝑔 cos𝛼
 

Ordinate of the frontier between Intermittent & 
Distributed Bubble 𝑇 = [

4𝐶𝐿
𝐷
(
𝑈𝐿𝑠𝐷
𝐿

)
−𝑛

(
𝜌𝐿 (𝑈𝐿𝑠)

2

2
)

(𝜌𝐿 − 𝜌𝑔)𝑔 cos𝜑
]

1
2

 

Ordinate of frontier between Segregated Stratified / 

Wavy  𝐾 = [
𝜌𝑔𝑈𝐿𝑠𝑈𝑔𝑠

2

(𝜌𝐿 − 𝜌𝑔)𝑔 𝐿cos𝜑
]

1
2

 

where 𝑊𝑡 is the total mass ratio, 𝐻𝐿 is the liquid holdup, 𝐷 is the pipe diameter, 𝜇𝑡 is the total viscosity 

given by 𝜇𝑡 = 𝜇𝐿
𝐻𝐿𝜇𝑔

(1−𝐻𝐿), 𝜌𝐿 and 𝜌𝑔 are the liquid and gas densities, respectively, 𝑣𝐿 is the liquid 

velocity, 𝑣𝑠is the slip velocity given by 𝑣𝑠 = 𝑣𝑔 − 𝑣𝐿, 𝑈𝐿𝑠 and 𝑈𝑔𝑠 are the superficial velocities of the 

liquid and gas phases, 𝛾 is the interface superficial tension, Q𝐿 is the liquid flowrate, and Q𝑔 is the gas 

flowrate. The subscripts 𝑎 and 𝑤 refer to the reference properties of air and water, respectively. 𝛾 is 

the interfacial tension, and 𝜑 is the inclination of the pipe. Taitel-Dukler coefficients for turbulent flow 

are 𝐶𝐿 = 𝐶𝐺 = 0.046 and 𝑛 = 𝑚 = 0.2. 

Using the dimensionless numbers above, the experimental data was compared to the flow patterns of 

existing maps yielding the distributions in Figure VIII-3 to Figure VIII-6. The dimensionless maps 

derived by Beggs and Brill, Shell, and Eaton in Figure VIII-3(a) and (b), and in Figure VIII-4(a), 

respectively, combine dimensionless quantities and the Froude number. The maps from Shell and 

Beggs and Brill, do not consider the effect of the fluid properties in the flow regime transitions. By 

contrast, the maps from Eaton and Baker (Figure VIII-4) consider the density, viscosity and surface 

tension of the phases. The maps from Barnea in Figure VII-5(b), and those from NEL and from  Lin 

and Hanratty in Figure VII-6 (a) and (b), respectively, are based on the inflow quantities of the gas 

and liquid phases. The regime transitions in Taitel-Dukler map, in Figure VII-5(a), originate from 

theoretical grounds avoiding the constraints of empirical charts. 
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The data distribution presented in Figure VIII-3(a), Figure VIII-4(a), Figure VIII-4(b), and Figure 

VII-5 (a) shows that, as expected, the transition from stratified to intermittent flow has a downward 

trend with increasing liquid content. Figure VIII-3(a), Figure VIII-4(a), Figure VII-5(a), and Figure 

VII-5(b) show a well-defined transition between distributed, intermittent, and segregated flows.  

 

 

 

Beggs and Brill (1973) and Beggs and Brill revised (1977) modified from [33], p612 

(a) 

 
Shell (2007) modified from [212], p77 

(b) 
 

Figure VIII-3. Experimental data classification from ECT measurements adjoined with existing flow pattern maps 

showing the relationship between (a) non-slip holdup and Froude number, (b) gas and liquid Froude numbers 
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Eaton (1967) modified from[32], p823 

(a) 

 
Baker (1953) modified from [203], p12 

 (b) 
 

Figure VIII-4. Experimental data classification from ECT measurements adjoined with existing flow pattern maps 

showing the relationship between (a) Two-phase Weber function and Reynolds number, and (b) Gas-mass and Gas-

liquid ratios 
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Taitel-Dukler (1976) modified from[202], p51  

(a) 

 
Barnea (1986) modified  from [204], p4 

 (b) 
 

Figure VIII-5. Experimental data classification from ECT measurements adjoined with existing flow pattern maps 

showing the relationship between (a) Lockhart and Martinelli and Taitel-Dukler transition parameters, and (b) gas and 

oil superficial velocities 
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NEL map (1996) modified from [214], p62 

(a) 

 

Lin and Hanratty map (1987) modified from [205], p555 

(b) 

 

Figure VIII-6. Experimental data classification from ECT measurements adjoined with existing flow pattern maps 

showing the relationship between gas and oil superficial velocities 
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summary in Table VIII-5 combines all experimental points dominated by both gas-core slug and full 

slug flow under the ‘Intermittent-Slug’ label.   

 

Table VIII-5. Predictive success of flow pattern maps 

Map Segregated-

Stratified 

Intermittent-

Slug 

Intermittent-

Plug 

Distributed- 

Bubble 

Total 

Taitel- 

Dukler 

 2 27 2 3 34 

 1 0 0 0 1 

Predictive success 66.7% 100.0% 100.0% 100.0% 97.1% 

Beggs & 

Brill 

 3 26 0 3 32 

 0 1 2 0 3 

Predictive success 100.0% 96.3% 0.0% 100.0% 91.4% 

Beggs & 

Brill-mod 

 3 24 0 3 30 

 0 3 2 0 5 

Predictive success 100.0% 88.9% 0.0% 100.0% 85.7% 

NEL  1 23 2 3 29 

  2 4 0 0 6 

Predictive success 33.3% 85.2% 100.0% 100.0% 82.9% 

Barnea  3 19 0 3 25 

  0 8 2 0 10 

Predictive success 100.0% 70.4% 0.0% 100.0% 71.4% 

Shell   0 18 0 0 18 

 3 9 2 3 17 

Predictive success 0.0% 66.7% 0.0% 0.0% 51.4% 

Eaton  3 9 0 3 15 

 0 18 2 0 20 

Predictive success 100.0% 33.3% 0.0% 100.0% 42.9% 

Baker 

Mod 

 0 0 0 3 3 

 3 27 2 0 32 

Predictive success 0.0% 0.0% 0.0% 100.0% 8.6% 

Lin & 

Hanratty 

 0 0 0 0 0 

  3 27 2 3 35 

Predictive success 0.0% 0.0% 0.0% 0.0% 0.0% 
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From Table VIII-5, Figure VIII-3(a), and Figure VIII-5(a) it is evident that the ECT characterisation 

fits well with the predictions from Beggs and Brill and Taitel-Dukler, whereas Baker and Lin and 

Hanratty show significant discrepancies or no match at all as seen in Figure VIII-4(b) and Figure 

VIII-6(b), respectively.  

The Reynolds function used by various other authors was seen to be insignificant once the flow phases 

are in a turbulent state yielding a negligible effect from the viscous forces. Contrasting the accuracy 

of Beggs and Brill and those from Eaton and Baker, it is apparent that the variations of the fluid 

properties are also non-relevant for the conditions assessed. This is attributed to the significant 

difference between the physical properties of the gas and liquid phases. The consistent behaviour of 

gas-liquid flows in pipes contributes to the model having acceptable results over a large range of 

conditions. This, however, may not be the case for mixtures of fluids with comparable properties, i.e. 

liquid-liquid flows, where the effect of the properties of the fluids cannot be neglected.  

8.6 Gas-core slug flow pattern 

The reconstructed structures of the gas-core slugs from ECT measurements are consistent with those 

reported in [206] using WMS. Gas-core slugs have similar outer features to intermittent slugs but with 

a sustained central core structure. Figure VIII-7 shows reconstructed images from slugs and gas-core 

slugs together with the transient volumetric fraction. Gas-core slugs are characterised by the liquid 

(red) wrapping up around the pipe from an initial stratified state followed by a sustained gas core 

(blue). The full slug structure is characterised by the rise of the fluid’s interface (green), remaining 

roughly horizontal, as if cross-section is being filled from below. Full slugs may have gas-core entries 

or tails, as described in [221].  
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(a) 

 
(b) 

Figure VIII-7. Illustration of the evolution of the liquid volumetric fraction (𝛼𝑙) of (a) a full slug and (b) a gas-core slug 

at different times  

 

8.6.1 Intermittent regime sub-categorisation 

An automatic flow regime characterisation algorithm developed by iPhase ltd was applied to the 

experimental data to differentiate between gas-core slugs and full slug structures. The outcomes, 

analysed by the author, resulted in the characterisation of 4875 intermittent structures, of which 3393 

met the logic consistent with GCS and 1482 with that of full slug structures.  

The algorithm assigns, at every time frame, an oil volume fraction to each pixel within the virtual 

32x32 pixel-matrix across the cross-section. This volume fraction is proportional to the pixel 

permittivity derived from the capacitance measured by the inter-electrode pairs as by Equation (71). 

73.23s 73.54s 73.55s 73.56s 74.33s 74.34s 74.35s 74.36s 74.39s

24.96s 25.03s 25.05s 25.06s 25.07s 25.10s 25.48s 25.49s 25.62s
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The slug identification methodology relies on contrasting key parameters measured in different areas 

of the pipe cross-section to identify and differentiate among various spatial phase distributions 

automatically. This approach avoids comparisons of averaged cross-section fractions, which allows 

correct characterisation of the structures that coexist at the same conditions, like the pseudo-slugs 

discussed in [206]. The flow pattern recognition algorithm groups the cross-section pixels into 13 

zones, as illustrated in Figure VIII-8. This discretisation follows the Nyquist–Shannon sampling 

theorem [222], which, when applied to image processing, limits the dimensions of the zones to at least 

two times the size of the structures to be characterised. The zonal discretisation is suitable for velocity 

distribution calculation given that it is highly unlikely that the velocity of the fluid varies on a pixel-

by-pixel basis in gas-liquid flow, yet it ensures that no actual information is lost in the analyses 

process.  

  

 

(a) (b)  

Figure VIII-8. The zonal discretisation of the pipe cross-section showing the oil volume fraction in every pixel for (a) 

a developing slug corresponding to t=73.23s in Fig. 3a, and (b) a gas-core slug corresponding to t=25.07s in Fig. 3b. 

Note that Z1 refers to Zone 1, etc. 

 

Contrasting the volume fractions of the intermittent structures, derived from the reconstructed 

permittivity distributions, allows the differentiation of gas-core slug flow from full slug flow. The 

comparison considers the phase fractions measurements at different zones of the cross-section, i.e. at 

the centre of the pipe and at various zones in the vicinity of the core. The rationale behind this zonal 

analysis is based on the spatial differences of the two types of slugs, where the gas-core slug flow 

accommodates a large void fraction in the centre of the pipe, zones 9 to 13, which corresponds to a 

lower permittivity measurement. Thus, pattern identification is feasible if the measurements from the 

zones of interest are secluded.   

Figure VIII-9 illustrates the parameters used for characterising the flow regimes for further analysis 

of the flow dynamics using ECT measurements. The premise of the automated flow pattern 
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differentiation between the full slug and the gas-core slug flow are shown in Figure VIII-10, in 

accordance to the detailed steps given at the end of this subsection.   

 

  

                  (a)                           (b)                           (c)               (d)                           (e)                           (f) 

Figure VIII-9.  Illustration of the principles of the algorithm for flow pattern detection showing the measurements of 

volume fraction from a full slug (a, b, and c) and a gas-core slugs (d, e, and f) registered in the entire cross-section 

(mean), the top of the pipe (Zone8) and the centre of the pipe (zone 13)  

 

 

 
Figure VIII-10.  Flowchart of the workflow of the algorithm for flow regime characterisation showing the decision 

rules. The variable C in the first input block refers to the measured inter-electrode capacitance and 𝜀𝑟 is the relative 

permittivity. The variable α is the liquid fraction and the terms ‘mean’ ‘centre’ and ‘top’ refers to the selected zone 

locations within the pipe cross section (see Figure VIII-8 and Figure VIII-9)   
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a) Measure the capacitance (C) between every electrode pair; 

b) Solve the inverse problem and reconstruct a frame-by-frame image showing the relative 

permittivity (𝜀𝑟) distribution in every pixel via capacitance measurements over a given test period;  

c) Determine the frame-by-frame volumetric fraction (α) image from the reconstructed permittivity 

distribution over a given test period, via Equation (71). This is illustrated in Figure VIII-8, where 

for a given frame -selected from the data in Figure VIII-7- the oil volumetric fraction in every pixel 

is populated across the entire cross-section; 

d) Deduce the occurrence of a gas-core slug or a full slug based on a set of rules relating to the fraction 

of oil and gas in selected zones of interest, e.g.: 

• A low volumetric fraction of oil (α <0.2) in the pipe centre (this can be zone 13, a subsection 

of zone 13, or zone13 with subsections of adjacent zones-see Figure VIII-9(f)) combined with 

a high volumetric fraction of the oil (α >0.8) in the near vicinity zones wrapping around the gas 

core (see Figure VIII-9(e)) indicates the occurrence of a gas-core slug; 

• A consistent overall high value of the mean volumetric fraction of oil across all the imaging 

zones (α >0.6) (see Figure VIII-9(a)) combined with a high volumetric fraction of oil (α >0.9) 

in at least a subsection of zone 8 (see Figure VIII-9(b)) over a number of the frames indicate an 

occurrence of the full slug.  

• If none of the conditions above are met the algorithm discards the existence of the intermittent 

slug flow patterns considered.  

e) Compute the mean cross-correlation velocity for every structure considering the transit time of the 

front and tail between the measurement planes. The slug length accounts for the time gap between 

triggers.  

The results from the classification algorithm were validated through blind tests. For verification 

purposes the algorithm outputs, i.e. number of structures, time of occurrence and length, from three 

different test points were compared to transient measurements and reconstructed images.  

The results of the algorithm are exploited in the remainder of this chapter to evaluate in detail the 

characteristics and evolution of the intermittent flow structures.  

8.6.2 Slug characterisation 

During the data analysis, a particular phenomenon was observed in which two types of gas-core slugs, 

i.e. fully developed gas-core slugs and developing slugs, occurred throughout the experimental 

campaign. At certain conditions, the gas-core slugs may evolve into regular full slugs or decay over 

time without further transition. For the purpose of the analysis presented below, all structures are 

assessed.  
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8.6.2.1 Number of structures 

Figure VIII-11 shows the number of gas-core slugs, designated GCS and full slugs, FS, with oil 

velocity for all test points, each measured throughout 120 s. The relationship between the number of 

structures and the mixture velocity is evident in Figure VIII-11(a). At low velocities, the intermittent 

structures are dominated by full liquid slugs. When the velocity increases above 6 m.s-1, as a result of 

increasing gas velocity, only gas-core slugs develop. Results suggest that for high mixture velocities 

gas-core slugs are not likely to transition to full slugs. 

From Figure VIII-11(b), it is apparent that increasing the gas velocity decreases the number of FS 

structures, but there is no evidence of the influence of the superficial gas velocity on the number of 

GCS, as suggested in [206]. This discrepancy can be explained by the overall variation of the mixture 

velocity, which, while not considered in [206], is determinant in the occurrence of FS.  

Contrary to the effect of the superficial gas velocity on the intermittent structures, results in Figure 

VIII-11(c) show a clear relation between the oil superficial velocity and the increasing number of 

structures, both FS and GCS. The upward trend indicates that as the velocity of the oil increases, a 

larger number of structures develop, with predominantly more GCS structures for oil velocities beyond 

2 m.s-1.  
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(a) 

  

(b) (c) 

Figure VIII-11. Correlation between the number of intermittent structures and (a) the mean flow velocity; (b) the mean 

gas superficial velocity; and (c) the mean oil superficial velocity over a testing period of 120 s 

 

8.6.2.2 Structure span 

The relationship between the time span of the slug structures and the mean flow velocity is presented 

in Figure VIII-12(a). The span of GCS structures remained under 0.4 s for all test points. Furthermore, 

the gas-core slug transition time is consistently lower than 0.2 s for the same condition at which full 

slugs transition time reaches up to 1 s.  

Figure VIII-12(b) and (c) show the evolution of the span of the GCS and FS structures with increasing 

superficial velocities. Results show that for a given mixture velocity, where both structures co-exist, 

the length of the CGS increases with increasing gas velocity and that of the FS increases with 

increasing oil velocity. 

 

0

50

100

150

200

250

300

350

400

0 2 4 6 8 10 12
N

um
be

r 
of

 s
tr

uc
tu

re
s

Um (m/s)

GCS FS

0

50

100

150

200

250

300

350

400

0 2 4 6 8 10

N
u

m
b

er
 o

f 
St

ru
ct

u
re

s

Ugs (m/s)

GCS FS

0

50

100

150

200

250

300

350

400

0 1 2 3 4 5

N
u

m
b

e
r 

o
f 

St
ru

ct
u

re
s

Uos (m/s)

GCS FS



174 

 

 

(a) 

  

(b) (c) 

Figure VIII-12.  Correlation between (a) the mean duration of the structures and the flow velocity; (b) duration of the 

gas-core slugs and the gas superficial velocities and; (c) the duration of the full-slugs and the superficial velocity of the 

oil phase  

 

8.6.2.3 Slip velocity  

Figure VIII-13 contrasts the oil fraction of a gas-core structure and the velocities of the phases in 

selected cross-section zones. In gas-core slugs, the central region, denoted Zone 13, contains mainly 

gas, with an enveloping oil film around the perimeter of the pipe, represented by Zones 1 to 8. The oil 

velocities at the bottom and top of the pipe, are plotted together the gas velocity in the central region. 

The velocities shown are the effective phase velocity (V) in the zone given by: 

V𝑝_𝑍𝑖 =
𝑄𝑝_𝑍𝑖

𝐴𝑍𝑖
  for 𝑖 = {1,2,⋯ ,𝑚} (𝑚 = 13) (88) 
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where the subscript 𝑝 refers to the phase, i.e. gas or oil, and 𝑖 is the index of the cross-section zone in 

accordance with the discretisation shown in Figure VIII-8. 𝐴𝑍𝑖 is the area of the Zone ‘𝑍𝑖’ and 𝑄𝑝_𝑍𝑖 

is the fraction of the phase ‘𝑝’ in the respective zone computed from (89). 

𝑄𝑝_𝑍𝑖 = 𝑄𝑝𝛼𝑝_𝑍𝑖  for 𝑖 = {1,2,⋯ ,𝑚} (𝑚 = 13) (89) 

where 𝑄𝑝 is the total inlet flowrate of the phase ‘𝑝’ for each test point conditions, and 𝛼𝑝_𝑍𝑖 is the 

volumetric fraction occupied by the phase ‘𝑝’ in the zone ‘𝑍𝑖’. 

It is evident that as the structure evolves, the liquid forms a film adhering to the pipe perimeter and 

enveloping the central region, the velocity at the bottom (V𝑜_𝑍4) and top (V𝑜_𝑍8) tend to the same value 

while the GCS passes, whereas the velocity of the central zone (V𝑔_𝑍13) rises as a result of the decreased 

area of gas flow. As the structure decays, and gas-core breaks, the gas velocity decreases to its initial 

value.  

 

 
Figure VIII-13.  Evolution a gas-core slug showing the liquid fraction and the liquid velocities at the bottom (zone4, 

Vo_Z4) and top of the pipe (zone8, Vo_Z8),  alongside with the gas velocity in the central region (zone 13, Vg_Z13). 

Note that the colour pattern of the cross-section reconstructed images at the top of the graph refers to the liquid 

volumetric fraction  (𝛼𝑙) range given in Figure VIII-7  
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Figure VIII-14 shows the evolution of a gas-core slug into a full slug structure. The slip velocities 

between the gas and the oil phases are large for the gas-core slug but decrease substantially when the 

structure evolves to a full slug structure. This is made evident in the slip velocity between the oil and 

gas phases occupying the somewhat central zone 11.  

 

 
Figure VIII-14. Oil fraction of a gas-core slug evolving into a full slug. The slip velocities between the core and the 

bottom of the pipe- Zone13 and Zone4, respectively- and the gas and oil fractions occupying Zone 11 are shown 

 

 

The slip velocities between the oil and gas phases in full slugs and gas-core slugs are compared for 

two datasets in Figure VIII-15. The flow in the dataset 1 is dominated by full slugs; however, the 

occurrence of several gas-core slugs throughout the test allows comparison of the slip velocities for 

the same input conditions. It is evident that the slip velocities in gas-core slugs structures are much 

larger than in full slug flow, as proposed in [207]. 
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Figure VIII-15.  Slip velocity in gas-core slug and full slug flow 

 

8.6.3  Gas-core slug prediction 

8.6.3.1 Beggs and Brill-based transition model 

The gas-core slug flow, evidenced under the experimental conditions evaluated, is well defined by the 

Froude-holdup relationships as a subgroup within the intermittent region, as shown in Figure VIII-3(a). 

Hence, the Froude number and input liquid content are suggested here for gas-core slug flow 

characterisation. The relationship between these variables, supports the characterisation of the gas-

core slug flow based on the Beggs and Brill map.  

The transition between the full slug flow and the gas-core slug was seen to occur for large liquid inflow 

and high inertial to gravity forces ratios, see Figure VIII-3(a). From the Beggs and Brill map, the 

transition to gas-core slug flow is given by a straight line, of the form: 

𝐹𝑟 = 40.0021,  ∈ [0.0595, 0.6909]   (90) 

An extended analysis on the suitability of the transition model in (90) comprised the evaluation of all 

4875 intermittent structures grouped into 33 data sets. The data are plotted in Figure VIII-16, along 

with the transition criteria above.  
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Figure VIII-16.  Transition model between full-slug and gas-core slug-dominated flow, based on Beggs and Brill 

modified map, showing the correlation between the Froude number (𝐹𝑟) and the flow pattern transition for the given 

range of non-slip liquid holdup ()  

 

8.6.3.2 Taitel and Barnea combined prediction criterion 

Departing from the purely empirical approach adopted by Beggs and Brill, the mechanistic work from 

Taitel and Dukler and Barnea is addressed following. In [202] Taitel suggests that the equilibrium 

liquid level in stratified flow is broken when the interphase surpasses the pipe centre. For a given 

liquid input, decreasing the liquid velocity results in an insufficient liquid flow to maintain the liquid 

slug, and so the liquid in the wave is swept up and around the pipe to form a gas core in the slug body.  

Barnea [204], stablished that the transition mechanism from dispersed bubbles to intermittent slug 

flow is defined by (91). From [205] and Figure VIII-5, it is readily evident that the GCS occupies a 

region of transition between the distributed bubble and intermittent slugs. It is then logical to assume 

that, depending on the mixture velocity, when the bubble size is large enough they coalescence 

forming larger gas structures that could derive into gas-core slug or full slugs. 
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where 𝑓𝑀 refers to the friction factor, and 𝑑𝑐  is the maximum diameter for stable disperse flow. The 

remaining terms are defined after Table VIII-4.  
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The transition criterion in (91) was tested on the experimental data. Gas-core slug flow was found to 

occur when the critical bubble diameter, above which bubbles are deformed, is greater than the criteria 

defined by (91). Hence, unifying the Taitel and Barnea transition mechanisms, gas-core slug flow 

arises when the inequality in (92) is true. 
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The prediction model in (92) was tested on the experimental dataset using the mean velocities and 

volume fractions measured for 2833 intermittent structures. The resulting classification was compared 

to the results from the algorithm detailed in Section 8.6.1. The data was classified using the algorithm 

and the structure predictions from the model in (92). The agreement between the number of gas-core 

slugs and non-gas-core slugs, i.e. full-slugs in this case, is shown in Figure VIII-17. Overall, the model 

coincided with the algorithm classification in 2630 structures, which corresponds to a 93% match. It 

is noteworthy that the quality of the prediction is greater than the predictive accuracy reported using 

the most recently developed semi-analytical algorithms, which is around 80%,  and is within the same 

range as those using machine learning techniques (90-96%) [223]. 

 
Figure VIII-17.  Accuracy of the Taitel-Barnea transition criteria compared to reference slug classification from the 

automated algorithm 

 

Equations (90) and (92) define the occurrence of gas-core slug structures. The transition models allow 

the discretisation of the zones where, for given flow conditions, the gas-core-slug flow takes place. 
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8.7 Flow pattern maps  

This section presents two pattern charts, that would allow engineers and operators to predict gas core 

slug flow, as identified in this work, based on the knowledge of flow variables. Original maps do not 

account for gas-core slug flow, hence it is of interest to introduce this flow pattern explicitly. The 

zonal boundaries within these charts represent transitions between the observable flow patterns. The 

proposed transitions respond to the equations (90) and (92).  

In Figure VIII-18, the Beggs and Brill map is reproduced, incorporating modifications to improve the 

agreement with the recent data and include the gas-core slug flow. The intermittent flow area remains 

the same size, but a sub-region is created where full slugs transition to gas-core ones. This transition 

is correlated to the Froude number for a constrained range of liquid input rates.   

 

 

Figure VIII-18. Suggested flow pattern map for horizontal co-current flow showing the transition zones of Beggs and 

Brill original (1973), Beggs and Brill modified (1977) and the gas-core-slug transition proposed in the present chapter 

 

Figure VIII-19 proposes a modification to the Taitel-Dukler map. This revision includes the gas-core 

slug prediction according to (92). The transition zone between the liquid slug and gas-core slug flow 

is defined by a red line of the form 𝐹 = −0.126 ln𝑋 + 0.5767, 𝑋 ∈ [2, 90]. 
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Figure VIII-19. Suggested flow pattern map modified from Taitel-Dukler for horizontal co-current flow, showing the 

transition between intermittent flows with a red line 

8.8 Discussion and Conclusions  

In this chapter, a unified flow regime classification is proposed combining published literature and the 

recently studied flow structure detailed in this chapter, i.e., gas-core slug. Gas-core slugs are believed 

to have not been differentiated in the vast majority of existing regime maps due to the difficulty in 

identifying the inner structure of the slug by means of traditional optical methods.  

A reconstructed permittivity distribution of two-phase gas-liquid flow, using high-speed electrical 

capacitance tomography, enabled the identification of intermittent flow patterns in a pipeline without 

prior knowledge of the flow characteristics. 

ECT characterisation of the experimental data was seen to fit well the predictions from Beggs and 

Brill and Taitel-Dukler. For flow phases in a turbulent state, the effect from the viscous forces was 

found negligible, and the Reynold number fails to predict flow pattern transitions. However, the 

Froude number was seen to provide a fair representation of the transition to dispersed flow and 

between intermittent flows for the given experimental conditions. 
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Experimental results are consistent with published literature and show that increasing the velocity of 

the mixture for low liquid contents results in transitions from segregated to disperse flows. Dispersion 

of bubbles of gas in oil only occurs at low gas velocities and high liquid ratios. Intermittent flows are 

observed for liquid holdups above 10%. At these conditions, a transition between the slug and the gas-

core slug is observed as the Froude number increases. This phenomenon is attributed to the increase 

in the velocity of the gas phase. 

An automated slug differentiation algorithm was used to determine the volumetric fractions within 

specific zones of the cross-section. The assessment of the intermittent structures allowed 

characterisation of the gas-core slug flow. Full slug flow decays above 6 m.s-1, whereas gas-core slugs 

dominate intermittent flow for mixture velocities between 6 m.s-1 and 10 m.s-1. Gas-core slugs are 

typically shorter than full slug structures but more frequent for the same given period. Gas-core slugs 

showed a transition time in the order of 0.05 seconds while for full slugs, it is between 0.5 and 1 

seconds. The gas-core structures exhibit large gas-oil slip velocities when compared to full slugs. This 

is particularly evident in cases where gas-core slug flow evolves into full slug flow.  

Two revised flow pattern maps that include the gas-core slug region are provided. One transition model 

to gas-core slug was derived and further validated. The transition model is based on an empirical 

approach, with a good match to the Beggs and Brill map. A gas-core slug prediction criterion that 

combines the mechanistic transition mechanisms of Taitel and Barnea was tested in our dataset. 

Validation of the criteria resulted in an adequate accuracy of prediction in 93% of the cases. 
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Chapter IX Conclusions 

The work presented in this thesis regarding multiphase flow measurement through electric tomography 

highlighted the potentials and benefits of imaging techniques to monitor multiphase flow. It has 

identified and addressed a gap in the literature in terms of the design and applications of MIT targeting 

measurement of dynamic flow structures and identification of non-conductive fluids. This chapter 

presents the key findings from the present work, which used numerical modelling and empirical testing 

for gaining a better understanding of the capabilities of tomography technology for hydrocarbon 

transport. Additionally, recommendations for future work are included at the end of the chapter in 

order to improve and expand the applicability of the findings of this study. 

9.1 Conclusions  

The present thesis studied the feasibility and capability of electrical tomography for multiphase flow 

measurement. The main scientific contribution of this work is the demonstration that electromagnetic 

signals can be used to characterise three-phase flow. This demonstration was underpinned by the 

simulation work undertaken in Chapter VII. It was shown that the amplitude signals were correlated 

to changes in dielectric properties of the medium, which, in combination with phase measurement, 

allowed differentiation of three-phase components over the same cross-section. The analyses 

presented suggest that it is feasible to broaden the application niche of MIT technology to non-

conductive phase differentiation, which could ultimately lead to enhanced measurement accuracy by 

eliminating the need for a separate measurement system.  

A key technical contribution is the exploitation of tomography techniques for flow pattern recognition 

presented in Chapter VIII. The results of this study led to new knowledge of intermittent gas-liquid 
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structures and transitions. The work undertaken consisted of comparing the mean concentration of 

various cross-section sectors to characterise the flow regimes inside the pipe according to specific 

flow-related key parameters. The analysis focused on a potentially new intermittent flow pattern, with 

similar outer features to full slugs, but with a sustained central gas core. This flow pattern, designated 

gas-core slug in this work, was characterised in detail in Section 8.6.2. Gas-core slugs were observed 

to be shorter and more frequent than full slugs. Transition between full slugs and gas core slugs was 

seen to be determined almost entirely by the ratio of inertial to gravity forces given by the Froude 

number. This work led to a mechanistic-based prediction criterion for future gas-core slug flow 

development. 

The experimental work in Chapter VI presents another contribution to new knowledge by challenging 

the present ECT operational envelope, which suggests enhanced opportunities to use ECT for higher 

water contents than used traditionally. Furthermore, in Chapter VI, the capability of the MIT prototype 

was assessed through comparison to an ECT legacy meter, whose measurements were in turn 

compared to a GRT reference system. The experimental results from Section 6.4.5 and Section 6.3.3.2 

highlighted opportunities for the use of multimodal metering systems based on the combination of 

ECT and MIT, and ECT and GRT, respectively.   

Coupled with the above contributions, the work undertaken in this thesis and developed through the 

different chapters aimed to address a series of fundamental questions. The research questions, designed 

to gain a better understanding of tomography systems for hydrocarbon transport, were first introduced 

in Section 1.3. Details of how the questions were conveyed within the thesis embodiment are given 

below, following the same order in which they were formulated.  

In Chapter II, the challenges that the petroleum industry faces in regards to multiphase flow 

measurement in the fields were addressed and contextualised within the current research trends and 

MFM market. It was seen that 73% of readily available MFM technologies in the market are either 

based on intrusive pressure drop techniques or are associated with nucleonic density measurements, 

which fail to address some of the industry challenges in terms of non-intrusiveness, accuracy, costs 

and environmental impact. With this in mind, the industry requirements for MFM in terms of 

flexibility and robustness were incorporated into the prototype hardware design ensuing a single-unit 

meter with no moving parts and fixed sensor position (see Chapter V). The resulting clamp-on 

mechanism designed provides portability, ease of installation and maintenance, and low 

manufacturing costs, given available 3D printing techniques. Furthermore, the meter principle of 

operation does not rely on nucleonic measurement methods. This decreases costs, ease deployment, 

and meets the industry demands for cleaner energy production. 
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The effects of the changes in the physical characteristics of the sensing system and the fluid properties 

on the MIT measured signals were systematically assessed in Chapter IV and Chapter V. As part of 

the study, an MIT hardware design that enabled detection, recognition and identification of key 

properties typically found in hydrocarbon multiphase transport was presented. From the analysis of 

the key sensor design parameters, i.e. dimension, profile, winding gauge, and number or turns; three 

performance models were provided which support extended applicability of the characterisation 

presented.  It was demonstrated that square coils provide MIT with enhanced measurement capabilities 

and that the sensor dimensions and number of turns are key in to enable improved sensitivity. The 

dimensions and material of the electromagnetic shield was seen to have a significant impact on the 

electromagnetic induced measurements. Metallic shields show a superior wave attenuation capacity 

for the MIT operating frequencies of interest. 

The operational envelopes of MIT and ECT were evaluated by using alternative data acquisition and 

processing approaches through simulation and empirical work in Chapter VI and Chapter VII. In 

accordance with published results, ECT experiments conducted using the traditional data acquisition 

approach failed to predict the relative permittivity of the flow for water cuts above 45%. However, 

ECT measurements from a secluded measurement pair showed a quasilinear trend of the capacitance 

measurement with increasing water content, for mixtures of up to 75% of water cut. Furthermore, it 

was demonstrated that MIT is able to capture changes in permittivity, in addition to the customary 

conductivity changes. These results offer possibilities to continuously monitor and measure three-

phase flow for mixtures of bulk conductivity below 1 S/m using a single apparatus. The above results 

challenge the existing limitations of both measurement technologies and open the opportunity to 

broaden their applications. Moreover, the work in the preceding chapters not only demonstrates the 

enhanced performance of each meter on extended fluid configurations but also validates the benefits 

of the multimodal measurement approach. The multimodal approach explored in Chapter VI 

encompasses measurements of electric and dielectric properties leveraging the experience on the 

combination of ECT and GRT. 

A thorough instrument calibration methodology was undertaken in Chapter VI to assess the accuracy 

of the measurements and the operability of the instruments. The MIT and ECT instruments were chain 

calibrated. Measurements from the MIT prototype showed consistency and linearity with a 

repeatability of 4% for static bulk conductivities ranging from 1 S/m to 5 S/m and an accuracy of 

2.5% for water cuts above 40% in stratified two-phase oil-water flows. Permittivity detection from 

ECT proved accurate (over 4%) for both phantom tests and for gas-oil flow as by comparison with a 

reference GRT.  
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This thesis exploited the benefits of tomography techniques for flow pattern characterisation. The 

analysis of the experimental data led to a better understanding of the transition boundaries between 

the flow regimes and their relationship with dimensionless quantities. The proposed application of 

tomography techniques proved to be an improvement over traditional flow pattern identification 

methods and provides a possible new future direction of the technology and MFM in general.  

9.2 Recommendations for future work 

The work presented in this study can be further extended based on the following suggestions 

categorised in terms of numerical modelling, experimental methodology and key findings that impact 

the understanding of the fundamentals of electromagnetic induced metering for multiphase flows.  

9.2.1 Numerical Modelling 

The numerical modelling approach used to solve the electromagnetic Forward Problem treated the 

field-fluids interaction considering static materials. The limitations of this approach were made evident 

in Chapter VI, as the interface dynamics observed during the tests, which were not considered by the 

simulation model, lead to discrepancies between the simulated and measured trends. It may be useful 

to combine electromagnetic solvers with fluid mechanics modules, i.e. CFD. Using a multi-physics 

approach would provide an integral solution, which would enable the characterisation of the 

electromagnetic measurements with the varying spatial fluid distribution.   

9.2.2 MIT design 

The present study focused on the optimisation of the sensor array and shielding by exploring different 

possibilities for the sensor geometrical design and attenuation materials. Although a thorough study 

was performed to optimise the hardware of the MIT prototype for multiphase flow, an optimised meter 

requires extended work on other components. Following the results in Figure VI 4, which were the 

very first from the MIT prototype, it was found that the electronics interface have a significant impact 

on the system capabilities. The prototype electronics should be carefully designed to ensure it is stable 

and robust to meet the demanding field deployment requirements. MIT meter optimisation should 

include the electronic circuitry, the computing unit and its software components for image 

reconstruction and data acquisition protocol. 

9.2.3 Sensor optimisation models 

The developed optimisation sensor models fitted adequately to the experimental data for the setup 

used. The models could be extended to automatically predict the performance of a given set of sensor 
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designs without the need to solve the entire Forward Problem. The incorporation of the developed 

correlations into optimisation techniques with different weights for each derived model will require 

the use of global optimisation algorithms, increasing the overall computational complexity yet 

allowing the automation of the sensor design process.  

9.2.4 Permittivity measurements through MIT 

The absolute MIT amplitude signal provides information on the flow permittivity, which can be traced 

back to different non-conductive fluids. Although this signal is at least one order of magnitude greater 

than that observed on the real and imaginary components disjointedly, it is still a few orders of 

magnitudes smaller than the background signal. There is an opportunity to prove this concept 

experimentally, provided sophisticated data acquisition equipment is available.  

9.2.5 Flow pattern maps 

A comprehensive analysis was conducted to characterise gas-core slugs. More research needs to be 

undertaken to characterise these intermittent structures fully. The decay of gas-core slugs to full slugs 

is not yet fully understood. An extensive study focused on interfacial phenomena would assist with 

developing a thorough understanding of the transition mechanisms. Furthermore, accurate closure 

relationships need to be determined to improve current multiphase flow models to accommodate this 

novel flow regime. 

Finally, the proposed modifications to flow regime transition map and transition criteria to gas-core 

slugs can be further extended to a wider range of flow conditions, fluid properties, and pipe 

configurations by including additional sets of experimental data. 
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Table C-1. Summary of simulation approaches used in the thesis chapters  

Chapter Model characteristics Justification 

Chapter IV 

Coil Geometry assessment 

Model A – CST studio Student version (mesh size ~9000 

tetrahedral elements) 

Model B – COMSOL AC/DC module (mesh size ~500000 

tetrahedral elements) 

 

 Free space:  

Model A: Cube  

Model B: Cylinder with outer Infinite Elements layer 

Size (Model A/ Model B): 3 times larger than the largest 

dimension in the model. 

From Section 3.6.1: “The proximity of results suggests that the size considered for the 

free space domain is sufficiently large to confine the extent of the physical effect.” 

The Infinite Elements built-in feature avoids truncation of the field (Section 3.5.1.1) 

 Coil model: 

Model A: Geometry Approximation (stranded conductors). 

Dual-coil model enclosed in dummy toroid. 

 

Model B: Geometry Approximation (multi-turn coils). Dual-

coil model. 

The built-in coil domain approximation reduces the computational cost of the models 

while ensuring a closed current path in agreement with Maxwell’s equations (see Section 

3.5.2).  

Furthermore, the use of a dual-coil model ensures decreased computational cost. In 

Section 3.6.4, it was proven that a dual coil model provides a good approximation to the 

full coil model.  

To overcome the limitation on the number of mesh elements of the software for Model 

A the coils were enclosed in dummy toroid (refer to Section 3.6.3).  

The geometry approximation was found to agree with laboratory data, as discussed in 

Section 3.6.5.2. 

Chapter IV 

Self-resonance Frequency 

determination 

Model C – Eigenfrequency study in COMSOL/RF module  

 Free space:  

Sphere: 3 times the larger than the largest dimension in the 

model terminated in PML. 

PML provides a boundary condition where waves are absorbed into the domain without 

reflection (Section 3.5.1.1) 

 Coil model: 

Detailed geometry. Single coil model. 

From Section 3.5.1.2: Determination of the fundamental frequency of the coils required 

modelling the detailed features of the geometry and performing an eigenfrequency study. 

The alternative approach of modelling the coils using stranded blocks to simulate the 

coil geometry do not account for winding capacity and thus is not fit for purpose.  

  

Chapter V 

Attenuation materials 

Model D – CST studio Student version (mesh size ~9000 

tetrahedral elements) 
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 Free space:  

Same as Model A 

The modelling approach where the material properties are included in the simulation 

model, and no boundary condition are set to truncate the fields, allows for the electrical 

properties of the shielding material to be considered and the decay of the magnetic field 

through the thickness of the barrier evaluated (see Section 3.6.5) 

 Coil model: 

Same as Model A 

 Attenuation materials: 

(a) Rectangular / Aluminium sheet / Thickness: 2.1 mm 

(b) Rectangular / Aluminium sheet / Thickness: 6.3 mm 

(c) Cylindrical / Aluminium / Thickness: 2.1 mm 

Chapter VI 

Stratified flow 

Model E – COMSOL AC/DC module (mesh size ~2MM 

tetrahedral elements) 

 

 Free space:  

Same as Model B 

 

 Coil model: 

Geometry Approximation (same as Model B).  

Full 8-coil model 

Although the full coil model has a high computational cost, the full setup is required to 

identify the sensitivity of the measurements to the position of the coils around the pipe.  

 Shield: 

Aluminium cylinder / Thickness: 1 mm / sf: 1.5 / TBC model 

approach 

The shielding material was selected to provide a close representation to the hardware 

setup (discussed in detail in Chapter V) 

The TBC model approach is selected as it considers the material properties as well as 

the thickness of the material, leading to a drop in the transmitted electric field. This, in 

combination with a stand-off distance of 1.5 times the coil diameter allows modelling 

the field attenuation without truncation of the phenomena under evaluation (see 

discussion in Section 3.5.1.3 and results in Section 3.6.5.1).  

 Materials inside pipe: 

Oil and Water (electrical properties as in Table VI-3) 

 

Chapter VII 

Three-phase measurement 

Model F – COMSOL AC/DC module (mesh size ~2.5MM 

tetrahedral elements) 

 

 Free space:  

Same as Model B 

Refer to justification for Model B and Model E above. 

 Coil model: 

Same as Model E 

 

 Materials inside pipe: 

Oil and Water (electrical properties as in Table VII-1) 
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