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HIGHLIGHTS

« A procedure is devised to generate mesoscale concrete samples with random multi-phases.

« Complex crack initiation and propagation is realised using cohesive interface elements.

« Samples in tension fail with 1 or 2 cracks, regardless of aggregates’ and pores’ shape and fraction.
« The effects of aggregate shape and porosity should not be neglected in meso-modelling.
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A procedure for generating two-dimensional heterogeneous meso-scale concrete samples is developed, in
which the multi-phasic features including the shape, size, volume fraction and spatial distribution of
aggregates and pores are randomised. Zero-thickness cohesive interface elements with softening
traction-separation relations are pre-inserted within solid element meshes to simulate complex crack
initiation and propagation. Extensive Monte Carlo simulations (MCS) of uniaxial tension tests were
carried out to investigate the effects of key multi-phasic features on the fracture patterns and load-
carrying capacities. It is found that the fracture behaviour and stress-displacement responses of the
numerical specimens are highly dependent on the random mesostructures, especially the post-peak
softening responses. The specimens fail with either one or two macro-cracks, regardless of the shapes
and volume fractions of aggregates and pores. Assuming that the aggregate-mortar interface is weaker
than the mortar, using polygonal rather than circular or elliptical aggregates, or increasing the aggregate
volume fraction will reduce the tensile strength of specimens. The porosity is found to have severely
adverse effects on the specimen strength and cannot be neglected in mesoscale fracture modelling of
concrete.
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1. Introduction

Concrete is a composite material with multiple phases
including mortar, aggregates, interfaces and various defects such
as pores and weak inclusions. Its mechanical behaviour is a result
of multiple mechanisms occurring at different length scales, from
macro, meso to microscale and even atomic or sub-atomic scales.
Therefore, multi-scale experiments and simulations of concrete
has become a hot research area offering more accurate insights
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to the mechanical behaviour of concrete material and structures
[1-4]. A current focus has been stochastic heterogeneous
modelling of concrete considering its multiple phases and interac-
tions at micro and meso scales [5-13]. This is desirable, as such
small-scale models take into account accurate internal structures
so that more fundamental understanding of damage and failure
mechanisms can be gained, and more representative homogenised
material properties can be used in higher-scale models [13-16]. As
concrete is generally used in large-sized structures, meso-scale
rather than micro-scale modelling seems a more feasible choice
and will be the topic of this study.

There are basically two approaches to generate meso-scale
models of concrete: the digital image based approach and the
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parameterization modelling approach. In the former, cameras,
microscopes, or more advanced 3D techniques such as nuclear
magnetic resonance spectroscopy and X-ray computed tomogra-
phy (XCT) scanners are used to capture digital images of the
mesostructures; the images are then converted into finite element
(FE) meshes modelling multi-phases with real sizes, shapes and
distributions [12,17-19]. The image-based models are real reflec-
tions of the material mesostructures and thus offer tremendous
potential. However, it is still costly and time-consuming to conduct
3D tests, and even more so when a large number of samples are
usually needed to make meaningful statistical analyses. In
addition, image processing and mesh generation of complicated
mesostructures is not a trivial task.

In the parameterization modelling approach, indirect and direct
algorithms can be used to generate mesostructures. In the indirect
algorithms, different phases of concrete are not explicitly modelled;
instead, the heterogeneous material properties are modelled as
spatially-varying random fields assigned to conventional FE meshes
(e.g. [6,7]), or by lattice elements randomly assigned as aggregates
and mortar phases in lattice models (e.g. [19,20]). In the direct
algorithms, aggregates of different shapes and sizes are generated,
randomly packed into a space, and incorporated with mortar to
form digital concrete specimens (e.g. [8-11]). The indirect algo-
rithms are able to generate a large number of samples with ease
and thus are very promising for global statistical analyses. The
direct algorithms can take into account key multi-phasic parame-
ters such as the shape, size, gradation and spatial distribution of
pores and aggregates, phase volume fractions and aggregate-
mortar interfaces, and their effects on mechanical behaviour of
specimens. This makes the direct algorithms attractive in meso-
scale modelling, especially when accurate understanding of
detailed failure mechanisms is required.

Recent XCT scanned images [19,21,25] show that a large num-
ber of pores exist in concrete at micro and meso scales. The pores
may have significant effects on the damage and fracture behaviour
of concrete specimens. However, they are rarely considered in
existing meso-scale models, in which concrete is treated as either
a two-phase (mortar and aggregates) or three-phase (mortar,
aggregates and interfaces) material.

This paper presents a systematic study of statistical effects of
key multi-phasic parameters on the complex fracture behaviour
and load-carrying capacities of concrete specimens, through
extensive Monte Carlo simulations (MCS) of direct meso-scale
finite element models. A generate-and-place procedure similar to
[10] is developed to generate 2D mesostructures with randomly
packed aggregates and pores of different shapes and fractions.
The mesostructures are then meshed automatically using the
pre-processing functionalities in ANSYS. Zero-thickness cohesive
interface elements governed by nonlinear normal and shear trac-
tion-separation laws are then inserted within aggregate, mortar
and their interfaces to simulate complex crack initiation and prop-
agation, using a procedure augmented from that in [6]. Finally, the
nonlinear finite element models are solved using ABAQUS. The
MCS results are critically analysed, leading to valuable statistical
results that may help improve designs of concrete material and
structures.

2. Generation of mesostructures and finite element models
2.1. Size distribution of aggregates and pores

The optimal gradation or size distribution of aggregates is often
determined by the Fuller curve as [13]

P(d) = 100( d:m)n 1)

where P(d) is the cumulative percentage passing a sieve with aper-
ture diameter d, d,q is the maximum size of aggregates and n is a
constant (n = 0.45-0.70), respectively.

Eq. (1) can be discretised into a number of segments, and the
area of aggregates within a grading segment [d;, d;+{] is [10]

P(di;1) — P(di)
P(dmax) - P(dmin)

where dp;, is the maximum and minimum sizes of aggregates, Pogg
is the area fraction of all aggregates with respect to the total area of
concrete sample A.

The aggregates generally occupy 60-80% in volume of the
concrete. The aggregate size distribution in [22] is used in this
study. Table 1 lists the sieve size ranges with passing and retaining
percentages, with the corresponding four-segment gradation curve
shown in Fig. 1. For simplicity, only coarse aggregates larger than
2.36 mm are modelled in this study, while the large number of
smaller fine aggregates together with the cement matrix is treated
as mortar, whose mechanical properties are assumed to be
uniform. For normal strength concrete, coarse aggregates usually
represent 40-50% of the concrete volume [13].

For simplicity, it is assumed that the pores are circular or ellip-
tical, with a single size range 2-4 mm. The pore area fraction is
specified by the porosity Ppore.

Agggldiin — di] = X Pogg x A (2)

2.2. Aggregate and pore generation

A similar procedure presented by Wang et al. [10] is devised.
The basic idea is to generate and place aggregates and pores in a
repeated manner, until the target area is fully packed. The aggre-
gate shape depends on its type, namely, circular or elliptical for
gravels and polygonal for crushed ones. The detailed procedure is
as follows.

Table 1
Four-segment gradation of aggregate size dis-
tribution [22].
Sieve size Total percentage
(mm) passing (%)
19.00 100
12.70 97
9.50 61
4.75 10
2.36 1.4

100

90 //
. /

60 /

. /
. /
20 /

. /

2 4 8 16 32
Sieve opening (mm)

Total percentage passing (%)

Fig. 1. Aggregate size distribution curve with 4 grading segments.
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(1) Input controlling parameters. The key parameters include

the aggregate type and shape, the Fuller curve, the aggregate
area/volume fraction P,g, the pore shape, the porosity Ppore,
the size range of pores (dyp = 2 mm, d; = 4 mm), the minimum
distance of aggregates/pores to the specimen boundary )4,
and the minimum distance between aggregates/pores or
film thickness 7,. The minimum distance 7y, reflects that
each aggregate is coated all around with a layer of mortar.
The aspect ratio ranges for elliptical aggregates (R;) and
pores (R,), and the number of sides (N) and angle range (0)
for polygonal aggregates, are also specified.

(2) Generate a pore. Assuming a uniform distribution between

do and dy, the pore size is calculated by d = dop + 17 x (d; — do)
where # is a random number between 0 and 1. If the pore is
elliptical, a random orientation angle is also generated.

(a) Circular aggregates

Ppore=0%) circular pores (Ppor=2%)

(3) Place the pore. Random numbers are generated to define the

position (and orientation if elliptical) of the newly generated
pore, and the following conditions are checked: (1) the
whole pore must be inside the concrete area and (2) there
is no overlapping/intersection between this pore and all
the existing ones. For circular pores, the condition (2) can
be checked easily by comparing the distance between pore
centres and the sum of two radii. For elliptical and polygonal
pores, the search algorithm in [23] and the convex hull algo-
rithm in MATLAB are used. When both conditions are satis-
fied, the pore is placed; or otherwise another set of random
numbers are generated to place the pore in a new position.

(4) Generate and place all pores. Steps 2 and 3 are repeated until

the area of pore remaining to be generated is less than nd3/4,
i.e. there is no space to place another pore.

(b) Circular aggregates and (c) Circular aggregates and

elliptical pores (Ppor=2%)

(d) Elliptical aggregates (e) Elliptical aggregates and  (f) Elliptical aggregates and

(Ppore=0%) circular pores (Ppor~2%)

elliptical pores (Ppor=2%)

Fig. 2. Numerical samples with gravel aggregates (Poge = 45%).

(a) Elliptical aggregates and  (b) Elliptical aggregates and ~ (c) Elliptical aggregates and

elliptical pores (Pug,=40%) elliptical pores (P,g=45%) elliptical pores (Puge=50%)

Fig. 3. Numerical samples with different aggregate fraction (Pp,r. = 2%). (a) Elliptical aggregates and elliptical pores (P,g = 40%). (b) Elliptical aggregates and elliptical pores
(Pagg = 45%). (c) Elliptical aggregates and elliptical pores (Pggg = 50%).



38 X.F. Wang et al. /Construction and Building Materials 75 (2015) 35-45

(a) Elliptical aggregates and  (b) Elliptical aggregates and  (c) Elliptical aggregates and
elliptical pores (Ppor=1%) elliptical pores (Ppor=3%) elliptical pores (Ppor=6%)

Fig. 4. Numerical samples with different porosity (Pug, = 40%). (a) Elliptical aggregates and elliptical pores (Ppore = 1%). (b) Elliptical aggregates and elliptical pores (Pyore = 3%).
(c) Elliptical aggregates and elliptical pores (Ppore = 6%).

(a) R=[1,1.5] (b) R=[2.2.5] (¢) R=[3,3.5]

Fig. 5. Numerical samples with different aggregate aspect ratios (Pygg = 40%, Ppore = 2%). (@) Ry =[1, 1.5]. (b) Ry =[2, 2.5]. (c) Ry =[3, 3.5].

(a) Circular pores (b) Elliptical pores (c) An XCT image [21]

Fig. 6. Numerically samples with crushed aggregates (Pygg = 40%, Ppore = 2%). (a) Circular pores. (b) Elliptical pores. (c) An XCT image [21].

(a) In aggregates (b) In mortar (c) On aggregate - mortar
interfaces

Fig. 7. A finite element mesh showing different cohesive interface elements. (a) In aggregates. (b) In mortar. (c) On aggregate-mortar interfaces.
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Fig. 8. Specimen dimensions, loading and boundary conditions.

I 50 mm
[

(5) Generate an aggregate. This starts with the grading segment
containing the largest aggregates. For different grading seg-
ments, assuming a uniform distribution between d; and d;,;,
the aggregate size d is calculated by d=d;+#n x (di.; — d;)
where 7 is a random number between 0 and 1.

(6) Place the aggregate. Random numbers are generated to
define the position (and orientation if elliptical) of the aggre-
gate. Four conditions are checked before placement: (1) the
whole aggregate must be within the concrete area; (2) there
is no overlapping/intersection between this aggregate and
any existing pores and aggregates; (3) there is a minimum
distance between the edge of an aggregate (1) and the spec-
imen boundary; and (4) there is a minimum gap between
any two aggregates (y,). The last two conditions are checked
after the aggregate size is enlarged to (1 +74) and (1 +7,)
times its size, respectively. If either condition is violated, this
aggregate is disregarded and another set of random numbers
are generated to place it in a new position. When all the con-
ditions are satisfied, the aggregate is placed.

Table 2
Material properties.

(7) Generate and place all aggregates. Steps 5 and 6 are repeated
until the remaining area to be generated is less than 7d?/4.
The remaining area is then transferred to the next smaller
grading segment. Step 5 to step 7 are repeated for all other
size grading segments until the last aggregate of smallest
size is generated and placed.

Using the above generation-placing procedure, numerical
concrete specimens consisting of various shapes, sizes and
distributions of aggregates/pores can be built with ease. All the
numerical specimens shown in this paper are 50 mm squares,
and the aspect ratio ranges R, = R, = [2, 2.5] and the film thickness
71=72=05mm are used when elliptical aggregates and pores
exist. For crushed polygonal aggregates, N=[3, 7] and 0=[15°,
180°] are used. The 4-segment aggregate gradation curve in
Fig. 1 are used for all the samples.

Fig. 2 shows a few examples of numerical samples with combi-
nations of different shapes of gravel aggregates (P.g, =45% area
fraction) and pores of varying porosity.

Fig. 3 shows numerical samples with the same porosity 2% and
aggregate area fraction 40%, 45% and 50%. Numerical samples with
the same aggregate area fraction 40% and the porosity 1%, 3% and
6% are shown in Fig. 4. The effect of aspect ratios of elliptical aggre-
gates can be seen in Fig. 5. Some numerical specimens with
crushed aggregates are shown in Fig. 6, compared with an XCT
image of a real concrete specimen [21].

2.3. Finite element mesh generation and fracture modelling

The pre-processing functionalities of ANSYS are utilized to
mesh the numerical samples. As the regions of aggregates and
pores are already known, the mortar regions are identified by
applying the “overlapping” Boolean operations. The samples are
then meshed using solid FE elements. The mesh generation process
is automated by running a batch file of APDL programs, so that a
large number of samples can be meshed quickly for Monte Carlo
simulations and statistical analyses.

To simulate realistic fracture processes, 4-noded cohesive inter-
face elements (CIEs) with zero in-plane thickness are then inserted

Young’s modulus E Poisson’s ratio  Density p (10~ tone/

Elastic stiffness k, (MPa/ Cohesive strength t, Fracture energy Gr (N/

(MPa) v mm?) mm) (MPa) mm)
Aggregate 70,000 0.2 2.5 / / /
Mortar 25,000 0.2 2.2 / / /
CIE_LAGG | / 2.5 108 / /
CIELMOR | / 22 108 6 0.06
CIE_INT / / 2.2 108 3 0.03

(a) Mesh 1 (L~1mm)

(b) Mesh 2 (L=0.75mm)

(c) Mesh 3 (L~0.5mm)

Fig. 9. Three different meshes with different mesh density. (a) Mesh 1 (L, =1 mm). (b) Mesh 2 (L. = 0.75 mm). (c) Mesh 3 (L, = 0.5 mm).
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(a) Mesh 1 (L=1mm)

(b) Mesh 2 (L.~0.75mm)

(c) Mesh 3 (L.=0.5mm)

Fig. 10. Predicted final crack paths for different meshes. (a) Mesh 1 (L = 1 mm). (b) Mesh 2 (L, = 0.75 mm). (c) Mesh 3 (L, = 0.5 mm).

into the generated solid FE mesh. The detailed CIE insertion proce-
dure devised for homogeneous materials in [6] is extended to
account for multi-phases and interfaces. Three sets of CIEs with dif-
ferent traction-separation softening laws are inserted, namely,
CIE_AGG inside the aggregates, CIE_MOR inside the mortar, and
CIE_INT on the aggregate-mortar interfaces. As the aggregates
have much higher strength than the cement and the interfaces in
normal concrete, no cracks are allowed to initiate inside the aggre-
gates by assuming elastic behaviour without damage in CIE_AGG.
However, it is possible to model crack propagation through aggre-
gates (e.g. in lightweight concrete) by assigning damage properties
to CIEs in aggregates.

A final FE mesh (element size = 1 mm) after the insertion of CIEs
is shown in Fig. 7. The CIEs are highlighted as red lines. Triangular

—4—Mesh 1 (element length=1mm)

~®-Mesh 2 (element length=0.75mm)

—e—Mesh 3 (element length=0.5mm)

Average Srtess (MPa)
N

0 0.02 0.04 0.06 0.08
Displacement (mm)

Fig. 11. Mean stress-displacement curves for different meshes.

solid FE elements are used because they are flexible in modelling
realistic, smooth crack paths.

3. Monte Carlo simulations

Uniaxial tension tests of 50 mm x 50 mm numerical specimens
were modelled in this study (see Fig. 8). All the models were fixed
at the left boundary and were subjected to a uniformly distributed
displacement at the right boundary, i.e. a displacement-controlled
loading scheme was used. All analyses were ended at a displace-
ment d = 0.1 mm or strain ¢ = 0.002.

The solid elements for aggregates and mortar were assumed to
behave linear elastically. The linear tension/shear softening laws
were used to model CIEs [6] with quadratic nominal stress initia-
tion criterion and linear damage evolution criterion. For compari-
son of results, the same material properties as in [8] were used
in this study. They are listed in Table 2. Due to the lack of experi-
mental data, the shear fracture properties were assumed to be the
same as the normal ones.

Extensive Monte Carlo simulations were conducted to investi-
gate the effects of key multi-phasic parameters on the statistical
responses of numerical specimens. The reference samples have a
combination of elliptical aggregates and elliptical pores with
Pggg =40% and Ppore = 2% (Fig. 7). For each MCS, 100 samples were
modelled to ensure that the results were statistically converged.
A typical MSC using the ABAQUS/Explicit solver and a mesh in
Fig. 7 took about 10 h by parallel computation using 12 Intel Xeon
CPUs @ 2.8 GHz.

3.1. Mesh dependence

The method of pre-inserting CIEs may artificially weaken the
sample although a very high elastic stiffness is used for CIEs

4
4 4 —— Heterogeneous
—Heterogeneous —Heterogeneous 35 —— Mean curve
3.5 —Mean curve 3.5 —Mean curve 3
-~ 3 —~ 3 _
© © S
o o 2.5
= 25 s 25 = ,
P 2 P 2 [
7] ] o 15
® 15 @ 15 5 E
= = »n
(7] 1 (2] 1 1
0.5 0.5 0.5
0 = : 0 - 0
0 0.02 0.04 0.06 0.08 0 0.02 0.04 0.06 0.08 0 0.02 0.04 0.06 0.08
Displacement (mm) Displacement (mm) Displacement (mm)
(a) 0.001s (b) 0.01s (c) 0.1s

Fig. 12. Effects of the loading time on the stress-displacement curves. (a) 0.001 s. (b) 0.01 s. (c) 0.1 s.
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(Table 2). The crack pattern may also be mesh-dependent as only
CIEs can become cracks. Therefore, a mesh convergence study was
conducted first. Three meshes with element length L.=1 mm,
0.75 mm and 0.5 mm, respectively were modelled for a particular
sample shown in Fig. 9. The mesh 1 has 20,346 nodes, 6782 solid
elements and 10,004 cohesive elements. The numbers for the
mesh 2 and 3 are 33,288, 11,096 and 16,423, and 71,652,
23,884 and 35,504, respectively. Fig. 10 shows that the final crack
paths are very similar with little mesh-dependence. The cracks are
represented by red cohesive interface elements with damage
index D > 0.9 (D =1 means complete failure). A magnification fac-
tor 10 was used for all deformed meshes unless specified
otherwise.

For each element length, 100 numerical samples with random
distribution of elliptical aggregates and pores were then generated
and analysed. The mean stress—displacement (g-d) curves for each
element length are compared in Fig. 11. The stress is the total hor-
izontal reaction force of all the left boundary nodes divided by the
specimen cross-section area. It is clear that there exists little mesh
dependence as the curves are almost coincident. Considering the
balance between accuracy and efficiency, the element length
1mm (mesh 1) was used in all the meshes in the following
simulations.

4 :
—— Heterogeneous
35 ‘ === Mean curve
©
o
£
1]
(%]
(]
=]
»n
(]
=)
o
g
<
0 0.02 0.04 0.06 0.08
Displacement (mm)
Fig. 13. Stress—displacement curves from 100 samples.
03 1
025 Mean: 3.44MPa,Standard deviation: 0.14MPa B
> .
2
z’ 02 g 1
[
[=]
>
£ 015} 1
=
]
Q2
° i
£ o1
0.05 1
0 n
3 3.2 3.4 3.6 3.8 4

Peak Stress (MPa)

Fig. 14. Probability density and probability function of the peak stress.

3.2. Effects of loading time

When the ABAQUS/Explicit solver is used to model quasi-static
loading conditions, the loading/step time must be long enough to

06 F ‘ ‘ ‘ _

0.5 | 4

04 | :

0.3 | i

0.2} i

Standard Deviation (MPa)

0.1}

0 L L L
0 0.02 0.04 0.06 0.08

Displacement (mm)

Fig. 15. Standard deviation-displacement curve from Monte Carlo simulations.

0.2

0.16 | b

0.14 | B

0.12 H b

0.1 b

0.08 b

Standard Deviation (MPa)

0.06 b

0.04 | b

0.02 L L L L L L L L L
0 10 20 30 40 50 60 70 80 90 100

Monte Carlo sample number

Fig. 16. Effect of the sample number on the standard deviation of the peak stress.

a6l T T T T T T T T ]

3.55 b

Mean Peak Stress (MPa)

33 L L L L L L L L L
0 10 20 30 40 50 60 70 80 90 100

Monte Carlo sample number

Fig. 17. Effect of the sample number on the mean peak stress.
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minimise dynamic effects. However, a long loading time results in
high computational cost. Fig. 12 shows the ¢-d curves from 100
random samples for three loading times. It can be seen that
0.001 s loading time results in dynamic oscillations in the curves,
while smooth and identical curves are obtained for 0.01s and
0.1 s. Therefore, a loading time 0.01 s was used in all the following
simulations.

3.3. Stress—displacement curves and effect of sample number

Fig. 13 shows the o-d curves computed from 100 samples with
random distribution of elliptical aggregates and pores. The mean
curve, the mean and standard deviation of the peak stress

-e- Typical experiment, Hordijk [24]
<= FEM, Lopez, et al. [8]

=4 Present

Average Srtess (MPa)
N

0 0.02 0.04 0.06 0.08
Displacement (mm)

Fig. 18. Comparison of stress-displacement curves in uniaxial tension.

(a) d=0.009mm (peak stress)

(strength) are also shown. The scatter demonstrates the necessity
of Monte Carlo simulations with random distributions of phases.
Fig. 14 shows the probability density and the best fit Gaussian
probability density function (PDF) of the peak stress, which can
be used to calculate structural reliability or failure probability
against given external loadings and material properties for struc-
tural design [6].

Fig. 15 shows the variation of standard deviation in stress with
displacement. Before the peak stress is reached at about
d=0.01 mm (see Fig. 13), the standard deviation of the stress is
lower than 0.1 MPa. It increases to over 0.5 MPa at d = 0.02 mm
in the post-peak part and decreases afterwards. So the softening
response is more sensitive to pore and aggregate distributions than
the peak stress.

Figs. 16 and 17 show the effect of the number of samples on the
mean and standard deviation of peak stress, respectively. It is clear
that 100 random samples are enough to achieve statistical conver-
gence. This is consistent with the conclusion drawn from an MSC
study using the indirect modelling approach based on Weibull ran-
dom fields [6].

In Fig. 18, the mean o-d curve from 100 samples is compared
with the results from the experiment by Hordijk [24] and the FE
simulation by Lopez et al. [8]. It can be seen that the peak loads
and the post-peak softening stages of three curves are close. How-
ever, one should not intend to compare the curves directly, as they
are responses of specimens with different sizes and different distri-
butions and volume fractions of phases.

3.4. Crack propagation and fracture patterns

Two typical fracture patterns were observed in the 100 samples
under uniaxial tension. In all the samples, many microcracks
initiate in the early stages of loading on the aggregate-mortar
interfaces due to their lower fracture properties than the mortar.

(b) @=0.016mm (softening)

(c) d=0.035mm (later stage)

Fig. 19. Typical Type I cracking evolution. (a) d = 0.009 mm (peak stress). (b) d = 0.016 mm (softening). (c) d = 0.035 mm (later stage).

(a) d=0.009mm (peak stress)

(b) d=0.016mm (softening)

(¢) d=0.035mm (later stage)

Fig. 20. Typical Type II cracking evolution. (a) d = 0.009 mm (peak stress). (b) d = 0.016 mm (softening). (c) d = 0.035 mm (later stage).
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The microcracks at peak loads are shown in Fig. 19(a) and 20(a),
respectively. It can be seen that at the peak load, there is still no
evident macrocracks. The predicted post-peak macrocrack propa-
gation process is illustrated in Figs. 19(b-c) and 20(b-c), in which
the different phases are also shown. As the displacement increases,
some aggregate-mortar interfacial cracks continue to propagate
and are gradually coalesced with newly formed cracks in the mor-
tar. The specimen fails either with one dominant crack (type I in

Type | crack: Heterogeneous
= Type | crack: Mean
— Type |l crack: Heterogeneous
= Type |l crack: Mean

25 1

Average Stress (MPa)
N

0.5 4

0 : ;
0 0.01 0.02 0.03 0.04

005 006 007 008
Displacement (mm)

Fig. 21. Stress-displacement curves of different cracking types.
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Displacement (mm)

(a) Mean stress-displacement curve

Fig. 19(c)) or with two (type II in Fig. 20(c)). It should be noted that
the microcracks in Figs. 19(a) and 20(a) still exist, but they are not
shown in Figs. 19c-d and 20c-d because their width is much smal-
ler than that of the macrocracks. A deformation magnification fac-
tor = 50 is used in Figs. 19 and 20 to clearly illustrate the detailed
microcrack initiation and propagation process.

Among the 100 numerical samples investigated, 58 samples
behave as Type I cracking and 42 as Type II cracking. Fig. 21 shows
the o—d curves separately for both types of cracking. It can be seen
that the pre-peak responses are almost identical, and there is little
difference in the peak stress. However, the post-peak stress drops
more quickly in Type I than Type II, leading to lower dissipated
energy in Type I cracking. This behaviour may be attributed to
smaller fracture area in the single crack in the former than the
two cracks in the latter.

3.5. Effects of aggregate volume fraction and porosity

Fig. 22 shows the mean o-d curves and corresponding peak
stress for four aggregate volume fraction P,g ranging from 20%
to 50% with 100 samples each. It can be seen that the initial elastic
stiffness of the specimens increases as more aggregates are added,
which is expected. It is surprising to see that the computed mean
tensile strength decreases. This is because the tensile strength is
not determined by the number or strength of aggregates, but by
the cohesive strength of CIEs that form the microcracks (see
Figs. 19a and 20a). A higher P,z means more aggregates and thus
more aggregate-mortar interfacial CIEs in the sample. Therefore,
more aggregate-mortar interfacial CIEs and fewer mortar CIEs

45

T

S 4

: +

17

o

ﬁ +

$ 35 }

[0}

D- +
3

15 20 25 30 35 40 45 50 55
Aggregate volume fraction (%)

(b) Peak stress

Fig. 22. Effects of aggregate volume fraction (Ppore = 2%). (a) Mean stress—-displacement curve. (b) Peak stress.
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Fig. 23. Effects of porosity (Pugg = 40%). (a) Mean stress-displacement curve. (b) Peak stress.
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(a) Circular aggregates and circular pores

(c) Elliptical aggregates and circular pores

(e) Polygonal aggregates and elliptical pores

(b) Circular aggregates and elliptical pores

(d) Polygonal aggregates and circularpores

Fig. 24. Typical type I and type II crack paths in samples with different shapes of aggregates and pores. (a) Circular aggregates and circular pores. (b) Circular aggregates and
elliptical pores. (c) Elliptical aggregates and circular pores. (d) Polygonal aggregates and circular pores. (e) Polygonal aggregates and elliptical pores.

become microcracks to resist the external loading. Because it is
assumed that the cohesive strength of the interfacial CIEs is only
half that of the mortar CIEs (Table 2), the specimen strength is
reduced as P increases. This conclusion only holds if such an
assumption is valid.

The effects of porosity on the load-carrying capacity are shown
in Fig. 23. A higher porosity results in lower strength, because more
pores reduce the effective area to resist the tensile force. An

increase of porosity from 0% to 6% reduces the strength by 26%
(3.80-2.80 MPa).

—— Circular aggregates & circular pores

N | Circular aggregates & elliptical pores
—— Elliptical aggregates & circular pores
----- Elliptical aggregates & elliptical pores
—— Polygonal aggregates & circular pores
P S R | W M Polygonal aggregates & elliptical pores

Average Srtess (MPa)

Displacement (mm)

Fig. 25. Effects of shapes of aggregates and pores.

3.6. Effects of aggregate and pore shapes

Apart from the reference samples using elliptical aggregates
and pores, additional five combinations of different shapes of
aggregates and pores were investigated, with 100 samples gener-
ated and modelled for each combination. Some typical crack pat-
terns are shown in Fig. 24. It can be seen that both types of
cracking occur regardless of the shapes of aggregates and pores.

Fig. 25 compares the mean ¢-d curves for the six combinations.
It seems that given the same volume fractions of aggregates and

Table 3

Typical aggregate-mortar interface element number of specimens with different
aggregate and pore shape (Pagg = 40%, Ppore = 2%).

Shape Aggregate-mortar Interface Ratio
elements

Circular aggregates & circular 672 /
pores

Circular aggregates & elliptical 688 1.02
pores

Elliptical aggregates & circular 1164 1.73
pores

Elliptical aggregates & elliptical 1222 1.78
pores

Polygonal aggregates & circular 1306 1.94
pores

Polygonal aggregates & elliptical 1366 2.03
pores
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pores, the mean peak stress for the samples with circular aggre-
gates (3.59 MPa and 3.55 MPa) or elliptical ones (3.54 MPa and
3.49 MPa) is a little higher than that of polygonal-aggregate sam-
ples (3.38 MPa and 3.35 MPa). This may be because the specimens
with unsmooth polygonal aggregates have more aggregate—-mortar
interface elements (see Table 3) that tend to reduce the tensile
strength as the aggregate volume fraction does, as discussed in
Section 3.5. It may also be caused by the higher stress concentra-
tion at the corners of the polygonal aggregates, while the smooth
edges of the circular and elliptical aggregates have a more benign
stress distribution which delays the fracture event and increases
the tensile strength.

4. Conclusions

Numerical models of concrete with random mesostructures
comprising circular, elliptical, or polygonal aggregates and circular
or elliptical pores have been developed in this study. The complex
mesoscale crack initiation and propagation was realistically simu-
lated using the technique of pre-embedding cohesive interface ele-
ments. Extensive Monte Carlo simulations of uniaxial tension were
carried out to investigate the statistical effects of shapes, volume
fractions and random distributions of aggregates and pores. The
main conclusions are:

(1) The fracture behaviour and stress-displacement responses of
the numerical specimens are highly dependent on the
random mesostructures. The computed pre-peak responses
and the peak stress (strength) are insensitive to the distribu-
tion of aggregates and pores, but the post-peak softening
responses are much more sensitive. Therefore, Monte Carlo
simulations of a sufficient number of samples should be
simulated for accurate understanding of the post-peak
responses;

two cracking types were noticed in the Monte Carlo
simulations of 50 mm square specimens under the assumed
uniaxial tensile boundary conditions, regardless of the
shapes and volume fractions of aggregates and pores,
namely, Type I with one dominant macrocrack and Type Il
with two. The latter shows more progressive post-peak soft-
ening responses than the former;

assuming that the aggregate-mortar interface strength is
lower than the mortar strength, using polygonal rather than
circular or elliptical aggregates, or increasing the aggregate
volume fraction will reduce the tensile strength of speci-
mens; and

the porosity has severely adverse effects on the specimen
strength, and the pores cannot be neglected in mesoscale
fracture modelling of concrete.

2

~—

3

~

(4

~—

Acknowledgements

XF Wang is funded by an EPS Faculty PhD Studentship from the
University of Manchester, UK. Z] Yang would like to thank EPSRC
UK (EP/J019763/1), Zhejiang Provincial Natural Science Foundation
of China (No. LR14E080002), PhD Programs Foundation of Ministry
of Education of China (2013010111002) and the Alexander von

Humboldt Foundation, Germany for a Fellowship for Experienced
Researchers.

References

[1] Unger JF, Eckardt S. Multiscale modeling of concrete. Arch Comput Methods
Eng 2011;18(3):341-93.

[2] Ghosh A, Chaudhuri P. Computational modeling of fracture in concrete using a
meshfree meso-macro-multiscale method. Comput Mater Sci 2013;69:204-15.

[3] Kaczmarczyk L, Pearce C], Bicanic N, de Souza NE. Numerical multiscale
solution strategy for fracturing heterogeneous. Comput Methods Appl Mech
Eng 2010;199(17-20):1100-13.

[4] Maekawa K, Ishida T, Chijiwa N, Fujiyama C. Multiscale coupled-
hygromechanistic approach to the life-cycle performance assessment of
structural concrete. ] Mater Civ Eng 2014. A4014003.

[5] Tu ZG, Lu Y. Mesoscale modelling of concrete for static and dynamic response
analysis Part 1: model development and implementation. Struct Eng Mech
2011;37:197-213.

[6] Yang Z], Su XT, Chen JF, Liu GH. Monte Carlo simulation of complex cohesive
fracture in random heterogeneous quasi-brittle materials. Int ] Solids Struct
2009;46:3222-34.

[7] Yang ZJ, Xu FX. A heterogeneous cohesive model for quasi-brittle materials
considering spatially varying random fracture properties. Comput Methods
Appl Mech Eng 2008;197:4027-39.

[8] Lopez CM, Carol I, Aguado A. Meso-structural study of concrete fracture using
interface elements. I: Numerical model and tensile behavior. Mater Struct
2007;41:583-99.

[9] Du XL, Jin L, Ma GW. A meso-scale analysis method for the simulation of
nonlinear damage and failure behavior of reinforced concrete members. Int ]
Damage Mech 2013;22(6):878-904.

[10] Wang Z, Kwan A, Chan H. Mesoscopic study of concrete I: generation of
random aggregate structure and finite element mesh. Comput Struct
1999;70:533-44.

[11] Yin AY, Yang XH, Yang ZJ. 2D and 3D fracture modeling of asphalt mixture with
randomly distributed aggregates and embedded cohesive cracks. Procedia
IUTAM 2013;6:114-22.

[12] Ren WY, Yang Z], Withers P. Meso-scale fracture modelling of concrete based
on X-ray computed tomography images. In: The 5th Asia-Pacific congress on
computational mechanics (APCOM). Singapore; 11-14th December, 2013.

[13] Wriggers P, Moftah SO. Mesoscale models for concrete: homogenisation and
damage behaviour. Finite Elem Anal Des 2006;42:623-36.

[14] Xu XF, Chen X. Stochastic homogenization of random elastic multi-phase
composites and size quantification of representative volume element. Mech
Mater 2009;41(2):174-86.

[15] Nguyen VP, Stroeven M, Sluys LJ. Multiscale failure modeling of concrete:
Micromechanical modeling, discontinuous homogenization and parallel
computations. Comput Methods Appl Mech Eng 2012;201:139-56.

[16] Skarzynski L, Tejchman J. Determination of representative volume element in
concrete under tensile deformation. Comput Concr 2012;9(1):35-50.

[17] Mostafavi M, Baimpas N, Tarleton E, Atwood RC, McDonald SA, Korsunsky AM,
et al. Three-dimensional crack observation, quantification and simulation in a
quasi-brittle material. Acta Mater 2013;61:6276-89.

[18] Coleri E, Harvey JT, Yang K, et al. Investigation of asphalt concrete rutting
mechanisms by X-ray computed tomography imaging and micromechanical
finite element modelling. Mater Struct 2013;46(6):1027-43.

[19] Jivkov AP, Engelberg DL, Stein R, Petkovski M. Pore space and brittle damage
evolution in concrete. Eng Fract Mech 2013;110:378-95.

[20] Leite JPB, Slowik V, Mihashi H. Computer simulation of fracture processes of
concrete using mesolevel models of lattice structures. Cem Concr Res
2004;34:1025-33.

[21] Yang ZJ, Ren WY, Mostafavi M, Mcdonald AS, Marrow TJ. Characterisation of
3D fracture evolution in concrete using in-situ X-ray computed tomography
testing and digital volume correlation. In: 8th international conference on
fracture mechanics of concrete and concrete structures; 2013. p. 1-7.

[22] Hirsch TJ. Modulus of elasticity of concrete affected by elastic moduli of
cement paste matrix and aggregate. ACI ] Proc 1962.

[23] Song L, Wang Q, Peng G, Jiang Y. Numerical simulation method for the domain
with large number of random ellipse grains and their application. Chin ]
Comput Mech 2012;29:662-7.

[24] Hordijk DA. Tensile and tensile fatigue behaviour of concrete: experiments,
modelling and analyses. Heron 1992;37:1-79.

[25] Ren WY, Yang ZJ, Sharma R, Zhang CH, Withers PJ. Two-dimensional X-ray CT
image based meso-scale fracture modelling of concrete. Engineering Fracture
Mechanics, in press, http://dx.doi.org/10.1016/j.engfracmech.2014.10.016.


http://refhub.elsevier.com/S0950-0618(14)01085-X/h0005
http://refhub.elsevier.com/S0950-0618(14)01085-X/h0005
http://refhub.elsevier.com/S0950-0618(14)01085-X/h0010
http://refhub.elsevier.com/S0950-0618(14)01085-X/h0010
http://refhub.elsevier.com/S0950-0618(14)01085-X/h0015
http://refhub.elsevier.com/S0950-0618(14)01085-X/h0015
http://refhub.elsevier.com/S0950-0618(14)01085-X/h0015
http://refhub.elsevier.com/S0950-0618(14)01085-X/h0125
http://refhub.elsevier.com/S0950-0618(14)01085-X/h0125
http://refhub.elsevier.com/S0950-0618(14)01085-X/h0125
http://refhub.elsevier.com/S0950-0618(14)01085-X/h0025
http://refhub.elsevier.com/S0950-0618(14)01085-X/h0025
http://refhub.elsevier.com/S0950-0618(14)01085-X/h0025
http://refhub.elsevier.com/S0950-0618(14)01085-X/h0030
http://refhub.elsevier.com/S0950-0618(14)01085-X/h0030
http://refhub.elsevier.com/S0950-0618(14)01085-X/h0030
http://refhub.elsevier.com/S0950-0618(14)01085-X/h0035
http://refhub.elsevier.com/S0950-0618(14)01085-X/h0035
http://refhub.elsevier.com/S0950-0618(14)01085-X/h0035
http://refhub.elsevier.com/S0950-0618(14)01085-X/h0040
http://refhub.elsevier.com/S0950-0618(14)01085-X/h0040
http://refhub.elsevier.com/S0950-0618(14)01085-X/h0040
http://refhub.elsevier.com/S0950-0618(14)01085-X/h0045
http://refhub.elsevier.com/S0950-0618(14)01085-X/h0045
http://refhub.elsevier.com/S0950-0618(14)01085-X/h0045
http://refhub.elsevier.com/S0950-0618(14)01085-X/h0050
http://refhub.elsevier.com/S0950-0618(14)01085-X/h0050
http://refhub.elsevier.com/S0950-0618(14)01085-X/h0050
http://refhub.elsevier.com/S0950-0618(14)01085-X/h0055
http://refhub.elsevier.com/S0950-0618(14)01085-X/h0055
http://refhub.elsevier.com/S0950-0618(14)01085-X/h0055
http://refhub.elsevier.com/S0950-0618(14)01085-X/h0065
http://refhub.elsevier.com/S0950-0618(14)01085-X/h0065
http://refhub.elsevier.com/S0950-0618(14)01085-X/h0070
http://refhub.elsevier.com/S0950-0618(14)01085-X/h0070
http://refhub.elsevier.com/S0950-0618(14)01085-X/h0070
http://refhub.elsevier.com/S0950-0618(14)01085-X/h0075
http://refhub.elsevier.com/S0950-0618(14)01085-X/h0075
http://refhub.elsevier.com/S0950-0618(14)01085-X/h0075
http://refhub.elsevier.com/S0950-0618(14)01085-X/h0080
http://refhub.elsevier.com/S0950-0618(14)01085-X/h0080
http://refhub.elsevier.com/S0950-0618(14)01085-X/h0085
http://refhub.elsevier.com/S0950-0618(14)01085-X/h0085
http://refhub.elsevier.com/S0950-0618(14)01085-X/h0085
http://refhub.elsevier.com/S0950-0618(14)01085-X/h0090
http://refhub.elsevier.com/S0950-0618(14)01085-X/h0090
http://refhub.elsevier.com/S0950-0618(14)01085-X/h0090
http://refhub.elsevier.com/S0950-0618(14)01085-X/h0095
http://refhub.elsevier.com/S0950-0618(14)01085-X/h0095
http://refhub.elsevier.com/S0950-0618(14)01085-X/h0100
http://refhub.elsevier.com/S0950-0618(14)01085-X/h0100
http://refhub.elsevier.com/S0950-0618(14)01085-X/h0100
http://refhub.elsevier.com/S0950-0618(14)01085-X/h0130
http://refhub.elsevier.com/S0950-0618(14)01085-X/h0130
http://refhub.elsevier.com/S0950-0618(14)01085-X/h0115
http://refhub.elsevier.com/S0950-0618(14)01085-X/h0115
http://refhub.elsevier.com/S0950-0618(14)01085-X/h0115
http://refhub.elsevier.com/S0950-0618(14)01085-X/h0120
http://refhub.elsevier.com/S0950-0618(14)01085-X/h0120
http://dx.doi.org/10.1016/j.engfracmech.2014.10.016

	Monte cover
	Monte
	Monte Carlo simulations of mesoscale fracture modelling of concrete with random aggregates and pores
	1 Introduction
	2 Generation of mesostructures and finite element models
	2.1 Size distribution of aggregates and pores
	2.2 Aggregate and pore generation
	2.3 Finite element mesh generation and fracture modelling

	3 Monte Carlo simulations
	3.1 Mesh dependence
	3.2 Effects of loading time
	3.3 Stress–displacement curves and effect of sample number
	3.4 Crack propagation and fracture patterns
	3.5 Effects of aggregate volume fraction and porosity
	3.6 Effects of aggregate and pore shapes

	4 Conclusions
	Acknowledgements
	References



