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INTRODUCTION 

César-Fernando Méndez-Barrios2 

Abstract 

Eun-jin Kim1 

In this contribution, fractional-order controllers of the type PD� and PI� are applied to 
a class of irrational transfer function models that appear in large-scale systems, such as 
networks of mechanical/electrical elements and distributed parameter systems. More pre-
cisely, by considering the fractional-order controller kp + k�s� in the Laplace domain with 
−1 ≤ � ≤ 1, a stability analysis in the parameter-space (kp, k� , �) is presented. Further-
more, as a way to measure the controller robustness, the controller’s fragility analysis using 
the parameter-space (kp, k� , �) is derived. Finally, several applications that demonstrate the 
utility of our results are included. 

Irrational systems (ISs) are a class of systems whose model is 
represented by a transfer function containing irrational orders. 
In [1, 2] ISs are described as implicit operators because they 
are solutions to an operator equation. Besides, [3] presents ISs 
as a type of pseudo-differential time-operators whose repre-
sentation in time domain is diffusive (for further details about 
the diffusive representation, see ref. [4]). Practical examples of 
ISs can be found in various previous works across different 
disciplines. For instance, [2] introduces an IS model to represent 
the total operator describing the potential-driven fow dynamics 
in a large-scale self-similar tree network. In references [5–7], a 
version with springs and dampers of this IS is examined to pro-
pose model reductions to robotic formations or cyber-physical 
systems. On the other hand, infnite ladder networks can also 
be modelled by using an IS representation (for further details, 
see ref. [1]). In his famous text [8], Richard Feynman studies 
an infnite LC ladder circuit and proposes an expression for its 
total impedance in the form of an IS. Recently, this model is 
examined in more detail in ref. [9]. In ref. [10], an IS model for 

an infnite ladder of mass-springs and dampers is introduced 
towards the goal of modelling complex networks of mechanical 
systems. Furthermore, to describe the power-law behaviour 
in soft tissue, a hierarchical fractal ladder network model is 
proposed in [11]. Finally, ISs can also be found when solving 
partial differential equations or when modelling distributed 
parameter systems (for further details, see refs. [12–14]). 

As it can be seen from the previous discussion, ISs arise as 
an approximation, model reduction or exact model for certain 
complex or large-scale systems [5]. Regarding the design of con-
trol strategies for complex systems, many solutions have been 
proposed in the literature (see, for instance, refs. [15–19]), but 
for the case of ISs, it still remains as an open problem. Thus, 
by considering the benefts that ISs can bring to the modelling 
of complex systems, it will be of core importance to study con-
trol schemes for these mathematical models. Between the most 
popular control techniques, there is the well-known PID con-
troller whose “popularity” can be attributed to its particular dis-
tinct features: simplicity and ease of implementation. In this 
regard, inspired by its attributes as well as the recent develop-
ments in fractional calculus, a fractional-order version of the 
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classical PID has raised the attention of different researchers 
(see, for instance, refs. [20–26]). These fractional-order PID or 
PI�D� controllers include a derivative D� and an integral I� of 
non-integer orders �, � >  0  ℝ. The values � and � add more 
degrees of freedom to the controller, which creates a more fex-
ible controller in comparison with the classical PID controller 
[27]. In addition, in the work of Podlubny [28], it has been 
shown that PI�D� controllers provide better results when being 
applied to fractional-order systems. Therefore, because ISs are 
a type of fractional-order systems [2, 10], fractional-order con-
trollers are the most suitable option to control ISs. In general, 
fractional-order systems’ stability and fractional-order PID con-
trollers’s design have been already studied for different applica-
tions, for some examples, see refs. [22, 29–35]. More precisely 
for the case of ISs, in the previous work [36], we have intro-
duced the design of fractional PD� controllers for ISs without 
analysing the effects of changing the controller’s parameter � to 
fnd the stability in the (kp, k� , �) parameter-space. 

An important aspect to consider when designing any type of 
controllers is the fragility analysis. Roughly speaking, a controller 
for which the closed-loop system is destabilised by small per-
turbations in the controller parameters is called “fragile” [37]. 
Among various reasons to study the controller’s fragility, one of 
the most important tasks to be considered is the fact that every 
controller implementation is subject to the imprecision inherent 
in analogue–digital and digital–analogue conversion, fnite word 
length, fnite resolution measuring instruments and round-off 
errors in numerical computations [38–40]. 

With the above background as a motivation, the aim of this 
paper is to present a procedure to design non-fragile stabilis-
ing fractional-order controllers of PD� and PI�-type to a class 
of ISs. Such an analysis will be performed by means of the 
D-composition method [41, 42] to obtain the parameter-space 
(kp, k� , �), where kp, k� and �   [−�, �] represent the control 
parameters that bounded-input, bounded-output (BIBO) sta-
bilise the IS and by computing the controller’s fragility in the 
parameter-space (kp, k� , �). 

The remainder of the paper is organised as follows: Section 2 
reviews the fundamental concepts and preliminary results that 
will be used throughout the paper, and formulates the main 
problems to be solved. In Section 3, we present our controller 
restrictions, the characterisation of the stability crossing bound-
aries, the crossing direction analysis and the fragility analysis 
to solve the described problems. In Section 4, we analyse sev-
eral specifc examples to show the effectiveness and applica-
bility of the theory. Finally, Section 5, contains some conclud-
ing remarks. 

The notation used through the paper is as follows: ℂ is the √ 
set of complex numbers, i := −1, all points in the complex 
plane whose real parts are positive, will be called the right half-
plane (RHP), whereas all points whose real part are negative 
will be called the left half-plane (LHP). ℂ+ and ℂ− stand for 
the closed RHP and the open RHP of the frst Riemann sheet, 
respectively. Also, for z  ℂ, z̄ , arg  z , ℜ{z} and ℑ{z} defne the 
complex conjugate, main argument (i.e. arg z   (−�, �]), and 
the real and imaginary parts of z respectively. ℝ (ℝ+ and ℝ−) 

FIGURE 1  Integration contour for system (1) 

denotes the set of real numbers (strictly positive, strictly nega-
tive) and ℕ and ℚ denote the set of natural and rational num-
bers respectively. For x, y  ℂn, the inner product is denoted by 

H⟨x, y⟩ = y x, where yH is the complex conjugate transpose of 
y. Finally, for z  ℂ  the modulus of z is designated by |z| and√ 
defned as |z| := ℜ{z}2 +ℑ{z}2. 

2 PRELIMINARY RESULTS AND 
PROBLEM FORMULATION 

In this section, we review some fundamental defnitions and 
preliminary results that will be useful in the remainder of the 
paper. 

Defnition 1 (Branch point, branch cut [43, 44]). A branch  
point (BP) is a point such that the function is discontinuous 
when going around an arbitrarily small circuit around this point. 
A branch cut (BC) is the union of two BPs by an arbitrary 
arc (see Figure 1). This BC connects different sheets of a Rie-
mann surface. 

Theorem 1 (from ref. [45]). A given multi-valued transfer function is 
stable if and only if it has no poles in ℂ+ and no BPs in ℂ−. 

2.1 Problem formulation 

Consider the multi-valued transfer function of the form √ 
N (s) + P (s)

G (s) = √ , (1) 
D(s) + Q(s) ∑n∑m k kwhere N (s) = bks , D(s) = , ai , bi , an ≠ 0 are  

k=0 k=0 aks

arbitrary real numbers, and n ≥ m. Besides, P (s) and  Q(s) are  
second order polynomials with positive real coeffcients defned 

http:problems.In
http:solved.In
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FIGURE 2  Control diagram 

as P (s) = �2s2 + �1s + �0 and Q(s) = �2s2 + �1s + �0, respec-
tively. 

In the rest of the paper, we will consider that system (1) is  
constrained by the following assumptions: 

Assumption 1. Polynomials N (s) and  D(s) satisfy the follow-
ing conditions: 

(i) N (s) and  D(s) are coprime polynomials. 
(ii) |N (i�)| > 0, ∀�   ℝ. 
(iii) if D(i�∗ ) = 0, then |D′ (i�∗ )| > 0 with  �∗  ℝ. 

Assumption 2. The functions P (s) and  Q(s) satisfy the follow-
ing condition:  }  }1 1 
max deg D(s), deg Q(s) > max deg N (s), deg P (s) .

2 2

Assumption 1 permits us to avoid multiple poles on the 
imaginary axis. It also prevents D(s) and  N (s) from having  
the same roots and allows us to have a strictly proper trans-
fer function even in the case when deg Q(s) = deg P (s) = 0. 
On the other hand, Assumption 2 defnes rules for the degrees 
of P (s), Q(s) to obtain a proper transfer function in the case 
deg N (s) = deg D(s) = 0. 

Given the assumptions above, the problems of our interest 
are as follows: 

Problem 1. Derive conditions on the parameters (kp, k� , �) such  
that the fractional-order controller: 

�C (s) = kp + k�s , (2) 

BIBO-stabilises the closed-loop plant. Figure 2 describes the 
closed-loop confguration. 

Problem 2. For a fractional controller (2) with given stabilis-
ing parameters k ∗ = [k∗, k∗� , �∗]T  ℝ3, determine the maxi-p

mum positive value d ∗ and d of the partial fragility analysis and 
complete fragility analysis, respectively such that the system (1) 
remains stable: 

∙ Partial fragility analysis: for any kp and k� satisfying the fol-
lowing inequality √ 

(kp − k∗ 
p )2 + (k� − k∗� )2 < d ∗. (3) 

∙ Complete fragility analysis: for any kp, k� and � satisfying the 
following inequality √ 

(kp − k∗ 
p )2 + (k� − k�

∗ )2 + (� − �∗ )2 < d . (4) 

3 MAIN RESULTS 

In this section we outline the restrictions of the fractional con-
troller (2) and we give explicit details of the calculation of the 
stability crossing boundaries of system (1). First, we recall that 
the closed-loop characteristic function of system (1) is defned 
as: √ √ 

Δ(s) := D(s) + Q(s) + (kp + k�s� )(N (s) + P (s)). (5) 

Next, the closed-loop transfer function is 

√ 
� )(N (s)+ P (s))(kp+k� s

T (s) = √ √ (6)
D(s)+ Q(s)+(N (s)+ P (s))(kp+k� s

� ) 

for � >  0 and  

√ 
(N (s)+ P (s))(kpsv +k� )

T (s) = √ √ , (7)
(D(s)+ Q(s))sv +(N (s)+ P (s))(kpsv +k� )

for � <  0 where −� =: v > 0. Expressions (5), (6) and (7) will 
be used throughout our analysis. 

3.1 Controller restrictions 

It is worth mentioning that an inappropriate selection of the 
controller degree, that is, an inadequate choice of the parameter 
�, can cause a loss of causality. Thus, it will be important to 
impose some restrictions on �. Consequently, throughout this 
work we will assume that 

−1 ≤ � ≤ �, (8) 

where �   ℝ+ is given as: 

� :=   }
min max deg D(s), 

1 
deg Q(s)

2  } }
− max deg N (s), 

1 
deg P (s) , 1 . 

2 

On one hand, the right hand side of inequality (8) is such that the  
system does not lose causality. On the other hand, the restriction 
imposed by the left hand side of (8) prevents the system to have 
multiple poles at the origin. 

Apart from the aforementioned restriction on �, consider the 
following result. 
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Proposition 1. Assume that the closed-loop of system (1) is stable. Then, |P (s)Q(s)| > 0 ∀s  ℂ+. 

Proof. The result follows straightforwardly from Defnition 1 
and Theorem 1. □ 

The main consequence of Proposition 1 is that controller 
(2) is restricted to the class of ISs for which P (s) or  Q(s) does 
not have BPs in ℂ+. In this regard, since by assumption P and 
Q fulfl such a property, it follows that control (2) is in possi-
bility to stabilise system (1) in closed-loop, and the restriction 
imposed by (8) is enough to tackle with Problems 1 and 2 stated 
above. 

3.2 Stability crossing boundaries 

In this section, we focus on fnding the stability regions in 
the (kp, k� ) parameter-space for different values of �. Hence, 
the locations of the roots of Δ(s) will be of our main inter-
est. Therefore, the following result and defnitions will be 
useful: 

Defnition 2 (Frequency crossing set). The frequency crossing 
set Ω ⊂ ℝ  is the set of all �   ℝ, such that there exists at least 
a pair (kp, k� ) for which √ 

Δ(i�) = D(i�) + Q(i�) + (kp + k� (i�)� )(N (i�) √ 
+ P (i�)) = 0. (9) 

Defnition 3 (Stability crossing boundaries). The stability 
crossing boundaries  is the set of all parameters (kp, k� )  ℝ

2 

for which there exists at least one �   Ω, such that  Δ(i�) = 0. 
Any point k    is known as a crossing point. 

3.3 Stability crossing boundaries 
characterisation 

By following the D-composition method [41], the stability 
boundaries of system (1) are known to possibly be of three 
types: complex, real and infnite. In the sequel, we describe the 
system’s stability chart by showing under which conditions for 
such stability boundaries exist. 

3.3.1 Complex root boundaries 

Proposition 2 (Complex root boundaries (CRB), � ≠ 0). Let 
�   ℝ+ and � ≠ 0. Then,  �   Ω  if and only if k(�, �) := 
[kp(�, �), k� (�, �)]T , where  [ ] [ ] ( )1 1 ��

kp(�, �) = −ℜ +ℑ cot , (10)
G (i�) G (i�) 2 

[ ] ( )1 �� 
�−�k� (�, �) = −ℑ csc . (11)

G (i�) 2 

Proof. According to Defnition 2, for s = i� we look for the 
pairs k  ℝ2 such that, 

Δ(i�) = 0, √ √ 
⇔D(i�) + Q(i�)+(kp + k� (i�)� )(N (i�) + P (i�)) = 0, ( ( ) ( ))1 �� �� 

⇔ + kp + k��
� cos + i sin = 0.

G (i�) 2 2 

(12) 

Thus, by taking the real and imaginary part of Equation (12) 
and, solving with respect to kp and k� leads to Equations (10) 
and (11), respectively. □ 

Proposition 3 (CRB, � =  0). Let �   ℝ+ and � =  0. Then,  �   
Ω if and only if k(�, 0) := [kp(�, 0), k� (�, 0)]T , where  [ ]

kp(�∗ , 0) + k� (�
∗ , 0) = −ℜ

1 
, ∀�∗  ΩiG , (13)

G (i�∗ )

where ΩiG is the set defined as { { } }
1 

ΩiG := �  ℝ+ : ℑ = 0 .
G (i�)

Proof. Following similar lines as those presented in the preceding 
proof, we have: 

Δ(i�) = 0, ( ( ) ( ))1 �� �� 
⇔ + kp + k��

� cos + i sin = 0. (14)
G (i�) 2 2 

Now, since � =  0, Equation (14) can be rewritten as 

1 
⇔ + kp + k� = 0. (15)

G (i�)

Finally, the proof is concluded by noticing that 1∕G (i�) is a  
complex number and kp, k� must be real, which leads to Equa-
tion (13). □ 

3.3.2 Real root boundaries 

Proposition 4. The crossing through the origin of the complex plane is 
given by k0 which is defined as [ √ ]

a0+ �0
− √ 

k0 := b0+ �0 , (16) 
k� 
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nqwhere k�  ℝ  for � >  0 and (ii) > n 
2 

k0 :=

[
kp 
0

]
, (17) 

k∞ = 
⎡ ⎢⎢⎣ − 

kp 
�nq 

�np 

√√ 

⎤ ⎥⎥⎦ , kp  ℝ, (22) 

with kp  ℝ  for � <  0. 
nq nq

where � =  0 if n > and � =  1 if n = . For  � <  0 there is no  Proof. First, let us consider the case � >  0. Under this assump- 2 2 
tion, by taking s = 0 in Equation (5), yields: infinite crossing boundary. 

√ 
a0 + �0 

Proof. First of all, notice that the infnite crossing boundaries √characterised by the controller values at which Equa-
tion (5) loses degree. In this vein, it is easy to see that Q 
can be rewritten as follows (for further details, please, see 

+ kpΔ(0) = 0 ⟺ = 0. (18) are√ 
b0 + �0 

√ 
a0+ �0 

b0+ �0 
√ ref. [46]):Thus, clearly kp = −  for every k�  ℝ, which  gives  

∞

√ 
(1 + 

∑ 

Equation (16). Next, for � <  0 the characteristic function (9) √ z1 z2Q(s)= )(1 + )�2scan be rewritten as 
s s ) 

√ 

) j

being −z1 and −z2 roots of Q. It is worth mentioning that a 
Therefore, k� = 0 for every kp  ℝ, which gives Equation (17). 

similar manipulation can be performed when Q (or P) is a poly-

(√√ (1∕2)( z1
) j 

j s ))
(1∕2)(

j 

∞

=0 

∑√Δ(s) = (D(s) + Q(s))sv + (kpsv + k� )(N (s) + P (s)), z2(−1) j (−1) j= �2s(19) s
j j=0 

where −� =: v > 0. Hence, by taking s = 0, we get: ( ( 1 
s 

√ 
1 + = �2s , 

Δ(0) = 0 ⟺ k� = 0. (20) 

□ 
P in the same √√nomial of degree one. Hence, by expressing 

manner, we can see that both Q and P can be written as 
3.3.3 Infnite crossing boundaries (

(
( 1))

s 

√ nq 

Q(s) 1 + = �nq
s 2 ,

Propositions 2 to 4 describe the stability crossing boundaries ( 1))
1 +  . (23) 

in the cases when Ω ⊂ ℝ. Nevertheless, there exist situations √ np 

P (s)at which a root of Equation (5) can go through one stability = �np
s 2

s
region into another by crossing through infnity. Thus, it is of 
core importance to characterise such infnite crossing bound- Then, the cases when Equation (5) loses degree can be iden-
aries (IRB). Such a characterisation is described by Proposi- tifed by analysing the closed-loop characteristic equation
tion 5. rewritten as follows √√ )

(24) 
Thus, for � >  0, (24) leads to the results in Equation (21). 

nq Finally, when � <  0, from Equation (24) and  (19) we see  (i) n ≥ 
2 that there is no way to have a loss of degree in the system’s 

(nq npProposition 5. Consider the characteristic function (5), and let np := +� 
sn−12 + k�bmsm+� + k�Δ(s)=ansn + �nq

s �np 
2 + s .

deg P and  nq := deg Q. Then, for 0 < �  ≤ � an infinite root boundary 
exists if k∞ and � satisfy one of the next cases: 

characteristic Equation (5). □ 

3.4 Crossing directions 

⎡ ⎢⎢⎣ 
⎤ ⎥⎥⎦ 

k∞ = 

⎧ ⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎩ 

√kp 
an+� , kp  ℝ  if � +  m = n and  m  > 

np
�nq 2− 

bm ⎡ ⎢⎢⎣ 
⎤ ⎥⎥⎦ 

√
+�an√ 

kp 

�np 

np np
= n and  m  < The analysis above allows us to determine the values of kp and , �nq , kp  ℝ  if � +

− 2 2 k� at which there exists a solution on the stability boundary. 
Nonetheless, to determine the stability regions according to the ⎡ ⎢⎢⎣ 

√
+�an √ 

kp 

bm + �np 

⎤ ⎥⎥⎦ , kp  ℝ  if � +  m = �  +  
number of unstable roots, we must make a distinction between np�nq = n switches: crossing towards instability and crossing towards sta-− 2 
bility. For this purpose, the following result will be extremely 

(21) useful. 
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Proposition 6. Consider any � ≠ 0 satisfying Equation (8). A pair 
of roots of Equation (5) moves from the LHP to RHP as k crosses the 
CRB in the increasing direction of k� with �  {p, �}, through k ∗ = 
[k∗ 

p , k�
∗]T if: [ ]��   (i�∗ )s

S� := ℜ > 0, (25)
(i�∗ ) 

where: √ 
  (s) := N (s) + P (s), (26) 

�Q(s) 
�D(s) �s

(i�∗ ) := + √
�s 

||||s=i�∗ 2 Q(s)

|||||||s=i�∗ 

(
k∗ + k∗ 

) �  (s) ||+ � (i�
∗ )�p �s ||s=i�∗ 

��(i�∗ )�−1  (i�∗ ),+k∗ (27) 

and where the indicative function �� is defined as: {
0 i f  � =  p 

�� := . (28) 
� i f  � = �  

The crossing is from the RHP to LHP if the inequality (25) is reversed. 

Proof. Let s  ℂ  be a root of Equation (5), thus the ensuing 
equality holds: 

Δ(s) = 0, (29) √ ( )( √ )
�⇒ D(s) + Q(s) + kp + k�s N (s) + P (s) = 0. (30) 

Now, according to the implicit function theorem (for instance, 
see ref. [47]), we know that 

�Δ(s) �Δ(s) 

ds �kp ds �k� 
= −  , = −  (31)

dkp �Δ(s) �Δ(s)dk� 
�s �s 

where 

�Q(s) 
�Δ(s) �D(s) ( ) � (s)�s �= + √ + kp + k�s
�s �s �s2 Q(s) 

�−1  (s),+ k��s ( )�Δ(s) √ �Δ(s) √ 
�= N (s) + P (s) and = s N (s) + P (s) . 

�kp �k� 

Now, by taking s = i�∗ we get [ ] [ ]
ds ds

Sp := ℜ and S� := ℜ .
dkp 

|||||s=i�∗ ,k=k ∗ dk� 

|||||s=i�∗ ,k=k ∗ 

Therefore, as k crosses in any direction from left to right of 
 , one root of Equation (5) crosses from the LHP to RHP 
of the complex plane through i� if Sp > 0 (S� > 0), implying 
that kp > k∗ 

p (k� > k�
∗). Furthermore, the crossing is from the 

RHP to the LHP if Sp < 0 (S� < 0), that is, kp < k∗ (k� < k�
∗),p 

as stated in Proposition 6. □ 

3.5 Fragility analysis 

As mention in the Introduction, we know that every controller 
implementation is subject to the imprecision due to different 
factors: fnite word length or round-off errors in numerical com-
putations, for instance. Hence, it is important to fnd out a way 
to effectively quantify the maximum controller parameters devi-
ation of a given stabilising controller k ∗ = (k∗, k�

∗ , �∗ ). Thisp 
maximum parameter deviation is called fragility. In this section, 
we will consider the fragility problem in the partial parameter-
space (kp, k� ) for a fxed � and in the complete parameter-space 
(kp, k� , �), i.e. in two and three dimensions, respectively. 

3.5.1 Partial parameter-space analysis 

For a fxed �, in the parameter plane (kp, k� ) the maximum devi-
ation d ∗ of a given stabilising controller k ∗ can be studied by the 
next inequality: √ 

(kp − k∗ 
p )2 + (k� − k∗� )2 < d ∗. (32) 

For a fxed k ∗ = (k∗ 
p , k∗� )

T  ℝ2 and k(�, �) := 

(kp(�, �), k� (�, �))T , let us introduce � : ℝ+ × ℝ  →  ℝ+ 
as: √ 

�(�, �) := (kp(�, �) − k∗ 
p )2 + (k� (�, �) − k∗� )2. (33) 

We have the following result: 

Proposition 7. Let k ∗ = (k∗ 
p , k∗� )

T be a fixed stabilising controller. 
Then, for � satisfying 0 < �  <  �, the maximum parameter deviation d ∗ 

of k ∗ without losing stability is given by: { }
d ∗ := min d ∗ , d  ∗ , (34)� , d  ∗ ∞0 

where d�
∗, d  ∗ ∞ are given by:0 and d ∗ 

√ 
a0+ �0

d�
∗ := min {�(�, �)}, d0 

∗ := 
�0 
+ k∗ 

p ∞ := �� + k∗�.√ , d  ∗ 

� Ω f b0+ 
k ∗ 

(35) 

http:fragility.In
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Here Ω fk ∗ denotes the set of all roots of fk ∗ (�, �) defined as: Equation (33) we fnd  d0 given by Equation (35). For � <  0 we  ⟩⟨ 
d k(�, �)

fk ∗ (�, �) := k(�, �) − k ∗ , , (36)
d � 

follow the same steps to obtain the distance d0 in Equation (35). 
Finally, we need to compute the distance to the IRB bound-

ary which only exists for � >  0 according to Proposition 5. To  
such an end, let us denote such a distance by �∞. Hence, sub-
stituting each of the cases shown in Equations (21) and (22) of  where �� in Equation (35) is defined as  
Proposition 5 into Equation (33) leads to 

nq
(i) n ≥ 

2 
√ 

�∞ = (kp − k∗ 
p )2 + (� +  k∗� )2, (42) √⎧ ⎪⎪⎪⎨⎪⎪⎪⎩ 

an+� �nq np
if � +  m = n and  m  > 

2 where � is defned in Equations (37) and (38). Thus, performing bm 

+�an√ 
√ similar analysis to those used in the computation of the distance �nq np np

if � +  = n and  m  < (37) to the RRB, we fnd that the minimum distance is given by d∞�� := ,2 2�np 

�nq np 
√ in Equation (35). Finally, Equation (35) follows by taking the 

bm + �np 
2 

+�an √ minimum distance to all boundaries for � >  0 and by (39) for if � +  m = �  +  = n 
� <  0. □ 

nq
(ii) n < 

2 
3.5.2 Complete parameter-space analysis √ 

�nq 

�np by considering a fxed fractional-order �. This assumes that � 
does not have any kind of imprecision problems as the con-

nq nq troller gains kp or k� do. However, by considering the fact 
Here � =  0 if n > and � =  1 if n = . On the other hand, for 

2 2 that fractional-order operators must always be discretized for its 
� <  0, the maximum parameter deviation d ∗ is implementation (the methods of Oustaloup, Matsuda, AbdelAty 

√ (38) Proposition 7 allows us to measure the fragility of a controller �� := . 

or El-Khazali are the usual discretization techniques for such a 
d ∗ = min d ∗ 

� , d  ∗ 
0

{
, (39) purpose, see, for instance ref. [48]), then, we can conclude that 
}

� is the controller’s parameter with the highest imprecision and, 
where d �

∗ is obtained from Equation (35) and  as a consequence, it will be crucial to measure its fragility. 
In view of the above discussion, Algorithm 1 describes a pro-

cedure that enables us to compute the controller’s fragility in 
the parameter-space (kp, k� , �). The solution give us the max-
imum deviation d of a stabilising controller k ∗ = (k∗, k∗� , �∗ ).p

The value d is the radius of a sphere which is fully contained in 
the stability region. 

4 NUMERICAL EXAMPLES 

In this section, we discuss some special cases of ISs to illus-
trate the utility of the results obtained in the previous sections. 
Firstly, every example shows a stability region analysis plot for 
a fxed  � in the parameter-plane (kp, k� ) where we also show 
the behaviour of S� according to Proposition 6 while depict-
ing the growing direction of curves when increasing the value 
of � on the plots. To distinguish between each of the stabil-
ity crossing boundaries we use the colours: blue for the CRB, 

d0 
∗ := k∗ (40)�. 

Proof. Since by hypothesis k ∗ belongs to a stability region, it is 
suffcient to show that the minimum distance d to the stabil-
ity boundaries (CRB, real root boundaries [RRB], IRB) is given 
by Equations (34) and (39) for � >  0 and  � <  0, respectively. 
To this end, let us consider frst the distance to the CRB which 
exists for any value of �. According to Proposition 2, in this sit-
uation we must have �   Ω ⧵ {0}. Next, we will identify the fre-

d
quencies at which the vectors k(�, �) and  k(�, �) − k ∗ are 

d � 
orthogonal, since at such frequencies occur the minimum dis-
tance. Therefore, d� in Equation (35) will compute such a value. 
Next, for the distance to the RRB boundary which is different 
depending on the value of �. For  � >  0 we have to consider 
the case described in Proposition 4. Now, substituting Equation 
(16) into Equation (33) leads to: 

√ 
√ red for the RRB and yellow for the IRB. In addition, to empha-

2 
�0 2 sise the stable region in the (kp, k� )-parameter plane we shade 
+ k∗ 

p ) + (k� − k�
∗ ) (41)√ 

a0+ 

b0+ �0 
�(0, �) = ( . 

the region in grey colour. Secondly, we give plots of the stabil-
ity region in the parameter-space (kp, k� , �) for � >  0 and for 

d �2(0,�) � <  0. Some of the examples show the fragility analysis con-
By solving = 0, we fnd the value at which �(0, �)

dk� sidering Proposition 7 or Algorithm 19 for specifc arbitrar-
reaches its minimum. Then, by substituting this value in ily chosen gains. Finally, every example shows a plot with the 
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ALGORITHM 1 Complete Fragility Analysis 

closed-loop time responses considering the gains depicted in a 
given parameter plane kp, k� for a fxed �. For all the closed-
loop system responses presented in this section, we use the 
numerical inverse Laplace transform method presented in ref. 
[49]. 

4.1 Bessel system 

As the frst example, consider the Laplace transform of the 
Bessel function of order zero described as 

1
H (s) = √ . (43) 

s2 + 1 

Note that the Bessel function of zero-order is known as the 
′′ solution of a second-order differential equation given by x(y + 

′ y) + y = 0. With a fractional controller, the closed-loop system 
characteristic equation for Equation (43) becomes √ 

�Δbessel(s) = s2 + 1 + kp + k�s . (44) 

From Equation (8) we have  −1 ≤ � ≤ 1. For a fxed value of 
� =  0.6 Propositions 4, 2 and 5 allow us to determine the 

FIGURE 3  Stability region analysis for system (43) 

crossing root boundaries as shown in Figure 3a. Moreover, Fig-
ure 3a shows the use of Proposition 6 by plotting Equation 
(25) in the  kp and k� direction. For every � ≠ 0, Equation 
(25) gives us a point of departure to determine the stability 
region shown in the shaded region of Figure 3a. By applying 
our methodology repetitively for values of � >  0 we show the 
stability space in Figure 3b. We emphasise in thick colours the 
slice corresponding to � =  0.6 which is also depicted in Fig-
ure 3a and the slice corresponding to � =  1 which is the only 
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TABLE 1 Fragility analysis of system (45) 

Fragility analysis k2 

� d0 d� � d∗ 

0.4 0.2 0.1562 0.0874 0.1562 

0.3 0.2 0.1350 0.0859 0.1350 

0.2 0.2 0.1122 0.0700 0.1122 

0.1 0.2 0.0867 0.0418 0.0867 

case where an IRB exists. Figure 3c shows the stability space 
for � <  0. 

Finally, by choosing any (kp, k� ) parameters inside each of 
the three regions enclosed by the stability crossing boundaries 
in Figure 3a, we show the step responses shown in Figure 3d. 

4.2 First order IS 

Consider the IS given by √ 
3s + 1 

H (s) = √ . (45) 
s + 2s + 1 

To implement a fractional-order controller (2) to this system, we 
frst develop the stability crossing boundaries depicted in Fig-
ure 4a for a fxed � =  0.4 by means of Propositions 5 and 4. 

In this example, we make use of Proposition 7 to determine 
the maximum parameter deviation for an arbitrarily chosen sta-
bilising controller k2 inside the stability region shown in Fig-
ure 4a. The values and fragility of k2 for different fxed values 
of � are shown in Table 1. Furthermore, we plot the stability 
space in Figure 4b for � >  0 and Figure  4c for � <  0. Also, in 
Figure 4b, we plot the fragility of k2 for several fxed values of 
�. From Figure 4b, we can see that there is a IRB only when 
� =  0.5 according to Proposition 5. 

Finally, to prove the behaviour of the closed-loop system, we 
illustrate the step response in Figure 4d for various arbitrarily 
chosen controller gains for � =  0.4. 

4.3 Infnite tree of springs and dampers 

Consider the following IS which was proposed to describe the 
total transfer function of the infnite tree of springs and dampers 
shown in Figure 5 (for further details, see ref. [5, 7]). √ 

� + �s + (� +  �s)2 + �s 
Gx (s) = √ , (46) 

ms2 + �  + �s + (� + �s)2 + �s 

where � =  (p − 1)k, � =  (q − 1)b, � =  4(p + q − 1)kb and m = FIGURE 4  Stability region analysis for system (45) 
2mlast. Here, p ≥ 1 is the number of springs with spring constant 
k and q ≥ 1 is the number of dampers with damping constant b 
and mlast is the mass of the last element in the infnite tree [5]. 
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FIGURE 5  Infnite tree of springs and dampers 

Considering the case when the system parameters are p = 2, 
q = 2, k = 0.2, b = 0.4 and  mlast = 1, we make the following 
transfer function: √ 

0.2 + 0.4s + (0.4s + 0.2)2 + 0.96s 
Gx 
∗(s) = √ . (47) 

2s2 + 0.2 + 0.4s + (0.4s + 0.2)2 + 0.96s 

The stability analysis for system (46) subject to a fractional 
controller (2) is depicted in Figure 6. A special case for � =  
0.4 is shown  in Figure  6b. The stability region is similarly 
found by means of Propositions 2, 4 and 5. Again, the stabil-
ity region is detected by studying the sign of S� as described 
in Proposition 6. We also depict the stability space for dif-
ferent values of (kp, k� ,�) in Figure 6a and c. We can see 
from Figure 6a that there is also a IRB when � =  1 accord-
ing to Proposition 5. Furthermore, we use Algorithm 19 to 
fnd the fragility in the parameter-space (kp, k� ,�) of controller 

∗ ∗k1 = (k , k� ,�∗ ) = (0.528,−0.87, 0.4). The fragility sphere is p

depicted in Figure 6a. Finally, to show the behaviour of the 
closed-loop system, we illustrate the step response in Fig-
ure 6d for various arbitrarily chosen controller gains shown in 
Figure 6b. 

4.4 Higher order IS 

Consider the third order IS given by √ 
s2 + 2s + 1 + 2s + 3 

H (s) = √ . (48) 
s3 + 3s2 + 4s − 2 + s + 1 

By analysing the closed-loop characteristic polynomial of system 
(48) subject to the fractional-order controller, we are able to fnd 
its stability region in Figure 7. Such stability chart shows a more 
complicated structure but our Propositions 2, 4 and 5 can still 
be applied. In Figure 7a, we consider the case when � =  0.8. As 

FIGURE 6  Stability region analysis for system (46) 

http:applied.In
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FIGURE 7  Stability region analysis for system (48) 

in the previous examples, we have the S� plots in Figure 7a with 
the increasing direction of � in order to study the roots crossing 
behaviour of the closed-loop characteristic equation. 

Plots for various � >  0 and  � <  0 are depicted in Figure 7b 
and c, respectively. From Figure 7b, we can  see that we have  
eliminated the loops that the CRB creates when � goes from 0 
to infnity for certain values of � to only depict the stable regions 
which correspond to the enclosed areas. Finally, for arbitrarily 
chosen controller gains displayed in Figure 7a, the step response 

FIGURE 8  Stability region analysis for system (49)
of the closed-loop system is illustrated in Figure 7d. 
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4.5 Infnite LC ladder network 

The last example is the infnite LC ladder network (see Fig-
ure 8a) whose admittance, under certain conditions, is given by 
[9, 11] 

1
G (s) = ( √ ( )2

) , (49) 
s s 

z0 ± 1 + 
2�0 2�0

√ 
with z0 = 

L 
and �0 = √1

. The closed-loop characteristic 
C LC 

equation is given by ( √ )
� + 2kp

s2 
Δ(s) = 2k��0s �0 + z0 �0 + 4 + s . (50)

�0
2 

By selecting C = .1�F and  L = 1mH we perform the stability 
analysis as in our previous examples. The results are summarised 
in Figure 8. Here we also analyse the fragility for two controller 
values k1 and k2. The  k1 fragility is shown in Figure 8b while 
k2 fragility is shown in Figure 8c for several values of � >  0. 
Finally, in this example we also show the system response in 
Figure 8d when using the controller gains k1, k2 and k3 shown 
in Figure 8b. 

CONCLUDING REMARKS 

Throughout this work, we have presented a geometrical 
methodology for fnding the closed-loop stability space for a 
type of ISs controlled by fractional-order controllers. Since ISs 
can be found when modelling certain large-scale networks, it is 
of fundamental importance to propose controller schemes to 
deal with such systems. In this regard, our results represent, to 
the best of the author’s knowledge, the frst contribution in this 
direction. The detailed theoretical results were accompanied by 
several numerical examples related to real applications that illus-
trate their utility. Besides, the controller gains from the stabil-
ity space guarantee a BIBO stability. Future studies may include 
the extension of our analysis to address the full fractional-order 
PI�D� controller, other kinds of multi-valued complex func-
tions as well as an analytical method to design the system’s tran-
sient response. 
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