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Abstract—This paper proposes a new knowledge manage-
ment framework for spectrum selection under non-stationary 
conditions supporting a set of applications with heterogeneous 
requirements. In this respect, an optimization problem is for-
mulated to maximize an aggregate utility function that captures 
the suitability of spectrum portions with respect to the various 
application requirements and a set of preferences for using the 
different spectrum bands. Motivated by the practical limitations 
when solving the considered problem directly, an alternative so-
lution is proposed. It exploits a statistical characterization of the 
environment retained in the knowledge database of the proposed 
framework. To cope with non-stationarity of the environment, a 
reliability tester is proposed to detect relevant changes in radio 
conditions, and update database statistics accordingly. Then, 
a knowledge manager exploiting these statistics is developed 
to monitor the time-varying suitability of spectrum resources. 
Based on this, a novel spectrum management is proposed to 
approximate the optimal solution of the considered problem. 
The results obtained in a realistic digital home reveal that, 
under stationary conditions, the proposed strategy performs very 
close to the optimal solution with much less requirements in 
terms of spectrum reconfguration and measurement reporting. 
Furthermore, thanks to the reliability tester support, substantial 
robustness is shown when interference conditions become non-
stationary, thus proving the practicality of the proposed solution. 

I. CONTEXT/MOTIVATION 

THe CR (Cognitive Radio) paradigm has emerged as an 
intelligent radio that automatically adjusts its behavior 

based on the active monitoring of its environment [1, 2]. 
In this context, the introduction of cognitive techniques for 
the management of wireless networks will lead to enhanced 
robustness by capitalizing on the intrinsic learning capabilities 
of cognitive systems. Strengthening these cognitive techniques 
would be of great interest for optimizing cognitive manage-
ment functions. 

Therefore, the technical requirements of new cognitive man-
agement systems have been considered in many studies [3–5]. 
In particular, many recent proposals have attempted to develop 
new models and effcient architectures for building new cog-
nitive management systems in emerging environments, such 
as the Future Internet (FI) [6] or the home environment [7]. 
The shown usefulness of cognitive capabilities has stimulated 
the initiation of many research projects (e.g., [8, 9]) and 
standardization activities (e.g., [10, 11]) to further strengthen 
and promote the use of cognitive management systems. 

The fexibility provided by CR is of paramount importance 
to enable the so-called dynamic spectrum access (DSA), a new 
communication paradigm that proposes the use and sharing of 
available spectrum in an opportunistic manner to increase its 
usage effciency. Not surprisingly, this topic has received a 
lot of interest in the recent literature [12–14]. The fexibility 
provided by spectrum agility has been materialized in the form 
of increased effciency through proper decision-making criteria 
in the spectrum selection (SS) functionality. 

In this respect, we have proposed in [15] and [16] to 
strengthen the awareness level of CR networks by means of a 
new fttingness factor concept that captures the suitability of a 
set of spectrum blocks to support a set of heterogeneous CR 
applications. Motivated by the shown usefulness of the pro-
posed concept under stationary conditions, this paper aims at 
extending the proposed framework to cope with a more general 
setting, where radio and interference conditions may be non-
stationary. This extension signifcantly improves robustness of 
the proposed solution to support the practical scenarios and 
use cases recently considered for the application of cognitive 
systems [17–19], for which the operative conditions are usu-
ally non-stationary. 

In particular, an optimization problem is formulated in this 
paper to maximize an aggregate utility function that jointly 
captures the suitability of the different spectrum portions 
in terms of fttingness factors and utilization preferences 
associated with different bands. To tackle the considered 
problem in a practical way, the frst main contribution of 
this paper is the development of a knowledge management 
functional architecture for assisting the multi-band spectrum 
management decision-making process in non-stationary envi-
ronments. The proposed architecture relies on a knowledge 
management domain that handles a statistical characterization 
of fttingness factor values to effciently monitor suitability of 
spectrum resources subject to unknown changes in interference 
conditions, and includes a reliability tester to handle non-
stationary interference conditions. The second contribution is 
the development of a novel spectrum management strategy that 
approximates the optimal solution of the considered problem. 
The proposed strategy exploits an estimation of suitability of 
spectrum resources in relation to application requirements, for 
assisting both SS and spectrum mobility (SM) functionalities 
subject to different preferences in using the various spectrum 
blocks. The third contribution is the assessment of the pro-
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posed strategy from both the performance and practicality 
perspectives in a realistic Digital Home (DH) environment, 
where radio and interference conditions are non-stationary and 
a set of constraints have to be fulflled in using the different 
bands. 

The remainder of this paper is organized as follows. 
The system model is described in Section II including a 
Markov chain characterization of observed fttingness factor 
values. The considered optimization problem is formulated 
in Section III to maximize an aggregate utility function that 
jointly captures the suitability of spectrum portions in terms 
of fttingness factors and utilization preferences. A practical 
approach to solve the considered problem, based on a new 
knowledge management functional architecture, is developed 
in Section IV. Performance evaluation is carried out by means 
of simulations within a realistic DH environment described in 
Section V. The obtained results are presented in Section VI, 
including an evaluation of the performance and practicality 
of the proposed solution under stationary conditions and 
an assessment of robustness when conditions become non-
stationary. Conclusions are provided in Section VII. 

II. SYSTEM MODEL 

The problem considered in this paper is the selection of the 
spectrum to be assigned to a set of L radio links that need to 
be established between pairs of terminals and/or infrastructure 
nodes. The purpose of the l-th radio link is to support the 
communication fow generated by a given application (e.g., 
voice, web browsing, or video call) whose requirements are 
expressed in terms of a required bit rate Rreq,l and duration 
Treq,l. It is assumed that a central infrastructure node is 
responsible for managing the communications over the es-
tablished radio links by assigning the most suitable spectrum 
resources to each of them depending on the heterogeneous 
requirements of the applications to be supported. In this 
respect, the spectrum is modeled as a set of P blocks (denoted 
as “pools” in this paper), each of bandwidth BWp. To consider 
the fact that the different pools may correspond to bands 
subject to different regulatory regimes and thus have different 
preferences for utilization, a preference factor 0<ψ(l,p)<1 is 
associated with each link/pool pair. The SS decisions made 
on the infrastructure side are indicated to the various terminal 
nodes through suitable control channels. It is worth mentioning 
that the considered centralized setting mainly targets local 
environments (e.g., digital home) where access to a central 
point can be relatively easy. Nevertheless, the proposed frame-
work also accepts decentralized or hybrid (e.g., a centralized 
database for TV whitespace and a decentralized one for ISM 
band) architectures. 

To assess the suitability of spectral resources to meet 
the heterogeneous application requirements, the so-called ft-
tingness factor (F (l,p)) was introduced in [15] as a metric 
capturing how suitable each p-th spectrum pool is for the 
application supported by the l-th radio link. F (l,p) assesses the 
suitability in terms of the bit rate that can be achieved while 
operating in the spectrum pool p (denoted as R(l, p)) versus 
the bit rate required by the corresponding application (Rreq,l). 
More specifcally, the following fttingness factor function is 
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Fig. 1. 

(1)
ξR(l,p)1 + ( )Rreq,l 

where ξ is a shaping parameter that allows the function to 
capture different degrees of elasticity with respect to the 
required bit rate. 

The proposed fttingness factor formulation belongs to the 
family of sigmoid functions [20]. To better analyse its behav-
ior, Fig. 1 plots it as a function of the ratio R(l, p)/Rreq,l for 
different values of the shaping parameter ξ. It can be seen that 
F (l,p) is a monotonic increasing function of the achievable 
bit rate R(l, p) that equals 0.5 at R(l, p)=Rreq,l, and tends 
asymptotically to 1. The marginal increase of the fttingness 
factor for large bit rates R(l, p) well above the requirement 
becomes progressively smaller especially when intermediate 
values of ξ are used (e.g., ξ=5). Therefore, F (l,p) provides 
a measure of the suitability of a given pool to support link 
requirements, with values ranging from 0 (low suitability) to 
1 (high suitability). 

Temporal variations of the fttingness factor will be related 
with variations in the achievable bit rate due to dynamics 
of the scenario (e.g, interference variability). To characterize 
this variability, observed F (l,p) values are quantized into two 
possible states: 0 (LOW) and 1 (HIGH). The corresponding 

(l,p)binary state variable S is determined, at a given time t, as F 
follows: (
(l,p) 0 (LOW ) if F (l,p)(t)<δl,p,

S (t)= ; 0<δl,p<1F 1 (HIGH) otherwise. 
(2) 

where F (l,p)(t) denotes the observed F (l,p) value at time t. 
(l,p)The state SF is assumed to follow a 2-state discrete 

Markov chain with the following transition probability matrix: !
(l,p) (l,p)
t t(l,p) F,0,0 F,0,1

T = (3)F (l,p) (l,p)
t tF,1,0 F,1,1 



(l,p) (l,p)where t is the probability that S switches from state F,k,n F 
k to state n defned as h i 

(l,p) (l,p) (l,p)
tF,k,n =P rob S (t + 1) = n|S (t) = k (4)F F 

To characterize suitability levels observed in each of these 
(l,p) (l,p)states, F and F are introduced to denote the average L H 

F (l,p) values associated with the LOW and HIGH states, 
respectively. For the sake of brevity, the following vector 
notation is introduced: ⎛ ⎞ 

(l,p)
F 

F (l,p)= ⎝ L ⎠ (5)
(l,p)

FH 

III. OPTIMIZATION PROBLEM 

This section considers the problem of assigning the more 
suitable pools in terms of both fttingness factors F (l,p)(t) 
and preference factors ψ(l,p) to the set A(t) of active links 
at a given time t (i.e., links with a communication session in 
course). In this respect, the following aggregate utility function 
is proposed to jointly consider both factors: 

T
(l,p)(t) = ψ(l,p)·F (l,p) (l,p)
u ·diag[ηL, ηH ]·x (t) (6)F 

(l,p)where the vector x (t) is defned asF (
T (l,p) 

(l,p) ( 1 0 ) if S (t)=0.Fx (t)= (7)F T (l,p)
( 0 1 ) if S (t)=1,F 

(.)T denotes the transpose and diag[ηL, ηH ] is a 2x2 di-
agonal matrix where the elements 0<ηL, ηH <1 of the main 

(l,p)diagonal are used for weighting the importance of FL 
(l,p)and F values in the utility function, thus providing anH 

additional degree of fexibility. 
To refect the assignments that may be performed at a given 

time t, dl,p(t) is a binary indicator that takes the value 1 if 
pool p is assigned to link l, and 0 otherwise. 

Based on the above considerations, the optimum link/pool 
allocation at time t will be then the one maximizing: 

maximize (f(dl,p(t))) 
dl,p(t) 

subject to: X 
dl,p(t)≤1 

l∈A(t) (8) 
PX 
dl,p(t)≤1 

p=1 

dl,p(t)∈{0, 1} 

where the objective function f(dl,p(t)) measures the average 
utility perceived by active link sessions as: 

PX X1 (l,p)(t)f(dl,p(t))= dl,p(t)·u (9)
|A(t)| 

l∈A(t) p=1 

and |.| denotes the cardinality. 
The frst constraint in (8) refects that each pool p can only 

be allocated to a maximum of one link at time t. The second 

constraint refects that each link l can only use a maximum of 
one pool. 

The problem in (8) is a Binary Integer Programming (BIP) 
problem and more generally an Integer Programming (IP) 
problem that can be effciently solved using advanced algo-
rithms, such as branch-and-bound and cutting planes [21]. 
Nevertheless, as it is formulated, solving the problem would 
not be practical from two perspectives. On the one hand, it 
requires to know, at each time t, real values of the state 
(l,p)

S (t) of the different pools, which means that R(l, p)F 
values of the different pools should be continuously measured 
and reported even when pools are not used, and thus would 
signifcantly increase the signaling overhead. On the other 
hand, the optimum allocation should be recomputed at every 
time t to capture potential changes in interference levels of 
the different pools. 

Therefore, this paper proposes a more practical approach to 
solve the considered problem. The optimal solution of (8) will 
be later included in the simulation results as a performance 
upper bound to assess reliability of the proposed solution. 

IV. PROPOSED SOLUTION 

This section develops a solution to effciently solve the 
considered optimization problem in (8) by taking into consid-
eration the practical aspects discussed in the previous section. 
Drawing inspiration from the ETSI-RRS architecture [22, 23], 
the proposed solution constructs the functional architecture 
presented in Fig. 2. It includes the following entities: 

1) A knowledge management entity is introduced to avoid 
the need for continuously reporting R(l, p) of all 
link/pool pairs. In this respect, a knowledge manager 

(l,p)(KM) is proposed to estimate the S (t) state based F 
on a statistical characterization retained in a knowledge 
database (KD). To keep KD data up-to-date when oper-
ating in non-stationary environments, a reliability tester 
(RT) is constructed to detect relevant changes and restart, 
when needed, the process of generating KD data. 

2) A decision-making entity is introduced to overcome 
the need for continuously looking for the optimum 
pool allocation. Instead, the most appropriate pools are 
assigned to the different links on an event-triggered 
basis. In this respect, decision-making is split into two 
functional entities: the SS functionality, which will pick 
up a suitable pool for each communication whenever 
a new request for establishing a given link arrives, and 
the SM functionality, which will perform reconfguration 
of assigned pools whenever better pools can be found 
for some links because of e.g., changes in interference 
conditions or release of some links. Both SS and SM 
functionalities rely on the KM support to get the relevant 
information for the decisions to be made. 

In the following, a detailed description of the each of 
proposed functional modules is proposed. 

A. Knowledge management 
This section presents the knowledge management modules 

that monitor the time-varying suitability of spectrum resources 
to support the considered set of applications. 
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Fig. 2. Functional architecture of the proposed knowledge management 
framework for SS 

1) Knowledge database: To enable a global characteriza-
tion of the suitability of a given pool p to a given link l 
based on the history of using this pool, the measurement 
of R(l, p) of active link/pool pairs will be obtained at each 
time t, from which the current value of the fttingness factor 

(l,p)state S (t) will be determined and stored in the database, F 
together with a timer Δt(l,p) indicating the time elapsed since 
the measurement was obtained. 

Furthermore, assuming a stationary behavior of interference 
conditions in the different pools, the following statistics are 
also generated and stored in the KD: 

(l,p)
• The transition probability matrix (T ).F 
• The average of observed LOW fttingness factor values: � � 

(l,p)
F =E F (l,p)|F (l,p)<δl,p (10)L 

• The average of observed HIGH fttingness factor values: � � 
(l,p)

F =E F (l,p)|F (l,p)≥δl,p (11)H 

It is worth pointing out that we do not assume any prior 
knowledge about the above fttingness factor statistics. Instead, 
they are all constructed based on CR measurements on the 
environment. 

2) Knowledge manager: The KM plays a key role between 
the knowledge management and decision-making domains of 
the proposed architecture. It manages the information about 
the environment retained in the KD to determine the most 
relevant content for the decision-making entity. 

In this respect, the KM retrieves from the KD the transition 
(l,p)probability matrix T together with the value of the F 

fttingness factor state that was stored in the KD Δt(l,p) 
(l,p)time units ago (S (t−Δt(l,p))). Based on this information, F 

the KM frst estimates the conditional probability of being 
(l,p)

(t−Δt(l,p))in state k at time t given the state Sh F 
(l,p) (l,p) (l,p)

(t − Δt(l,p)))ΠF |F,k(t, Δt
(l,p))=P rob SF (t) = k|SF 

as follows (see proof in Appendix A): h (l,p) 

(l,p) (l,p))= (l,p)T iΔt
(l,p) (l,p))Π (t, Δt T ·x (t−ΔtF |F F F 

(12) 
(l,p)where Π is the 2x1 vector of conditional probabilitiesF |F 

(l,p) (l,p)
Π and x (t−Δt(l,p)) is defned in (7). F |F,k F 

(l,p)Then, the KM estimates the state S (t) as follows: F (
(l,p) 

(t, Δt(l,p)),(l,p) 0 with probability ΠF |F,0Ŝ (t)= (13)F (l,p) 
(t, Δt(l,p)).1 with probability ΠF |F,1

(l,p)The KM also identifes changes in estimated states Ŝ (t)F 
and informs the decision-making module for its consideration. 

3) Reliability tester: As indicated above, the KM exploits 
the KD content assuming a stationary behavior of radio 
conditions of the different spectrum pools. In order to make 
the system robust to unexpected changes, the RT monitors 
the reliability of stored KD data to identify if the stationary 
conditions that existed when KD statistics were obtained 
are still valid. Whenever a relevant change is detected, KD 
statistics are regenerated under the new conditions. 

In this respect, the RT detects relevant changes by mon-
itoring the pools used by active link sessions. A change is 
judged as relevant if it has a signifcant impact on the perceived 
performance by the end-user evaluated in terms of a set of M 
key performance indicators (KPIs) (e.g., the achievable bit rate 
R(l, p), the number of spectrum reassignments or spectrum 
handovers (SpHOs)). 

Specifcally, the RT procedure computes frst, for all 
m∈{1,. . .,M}, an initial estimate of the m-th KPI (denoted 
as KPIm) based on its observed sample mean over the 
established link sessions (let KPIm denote this initial mean 
estimate). Then, the RT gradually increases the sample window 
size (denoted as S) as new link sessions are established and 
updates the observed sample mean (KPIm), sample variance� � 
(σm) and γ confdence interval KPIm,min,KP Im,max 

defned as the interval that fulflls the following relationship: � � �� 
Prob KPIm∈ KPIm,min,KP Im,max =γ (14) 

Assuming large-sample conditions (typically in the order of 
S>30), KPIm,min and KPIm,max are given by: 

σm
KPIm,min =KPIm−z(1−γ)/2 √ (15)

S 

σm
KPIm,max =KPIm+z(1−γ)/2 √ (16)

S 

where z(1−γ)/2 =φ
−1(1 − 1−γ ) and φ(.) denotes the normal 2 

cumulative distribution function. 
Note that as the sample size window S increases, KPIm� � 

tends to converge and the interval KPIm,min,KP Im,max 

gets narrower. 
To achieve a good level of convergence in the initial estimate 

of KP Im, the window size S is progressively increased until 



the width of the γ confdence interval becomes smaller than 
a fraction 0<ρ<1 of the sample mean (KPIm), that is: 

KPIm,max−KPIm,min<ρ·KPIm (17) 

Note that decreasing ρ would always improve the asymp-
totic reliability, but would result in much more time before 
the condition in (17) is met. Therefore, the smallest value of 
ρ that would achieve an acceptable level of convergence in 
each KPIm can be used in practice. For instance, for the 
considered scenario in Section V-A, it has been checked that 
all considered KPIs in Section V-D are achieving a good level 
of convergence starting from ρ=0.25. 

After meeting the stopping rule of (17), KPIm becomes 
the initial estimate and the current value S of the window 
size is kept. Then, the RT starts a procedure of monitoring 
possible changes in the average value of KPIm based on 
the statistical technique known in the literature as binary 
hypothesis testing [24]. Specifcally, a null hypothesis (H0) 
is introduced to claim that there is no difference between 
the initial average value (KPIm) and a new average value 
continuously updated based on a moving window of the 
same size S. Let \ denote this new average value, σmKPIm ch i 

[ [be its sample variance and KPIm,min,KP Im,max be the 
corresponding γ confdence interval. As long as H0 holds, 
KD statistics are assumed to be valid. On the contrary, an 
alternative hypothesis (H1) claims that there is a difference 
between the initial and new average values, and thus KD 
statistics are no longer valid. 

Nevertheless, differences that may be observed between the 
two average values KPIm and KPIm do not always imply \
invalidity of KD statistics, but may be just the result of the pure 
chance of the experiment. Therefore, the hypothesis testing 
procedure should ensure with a certain probability that only 
those differences caused by an actual change in the scenario 
(e.g., appearance of a new external interferer or change in the 
position of the transmitter and/or receiver of a given link) are 
detected. This means, on the one hand, that the probability 
of selecting H1 when H0 actually holds (the so-called Type 
I error in hypothesis testing terminology [24]) should be kept 
below a maximum level α. On the other hand, the probability 
of selecting H0 when H1 actually holds (the so-called type II 
error) should also be kept below a maximum level β. 

In general, different detection strategies may be followed 
to strike a balance between the Type I and II errors. More 
specifcally, it has been shown in [25] that the detection strat-
egy should be designed based on the standardized difference 
(Dm) between KPIm and \ and the ratio of the largest KPIm 

to smallest sample variance (km), defned as 

− \|KPIm KPIm|
Dm = q (18)

22 
KPIm + \KPIm 

max (σm , σcm )
km = (19)

min(σm , σcm ) 

where the max(.,.) and min(.,.) functions return the maximum 
and minimum of two real numbers, respectively. 

In this paper, the overlap detection method, that selects H0 

when confdence intervals of the two average values overlap 
and H1 otherwise, has been considered. The reason behind 
this choice is that the considered relevant changes in this paper 
result in high values of the standardized difference Dm and 
a ratio of sample variances km that is typically close to 1 
because both KPIm and \ are determined based on the KPIm 

same window size S. Under these conditions (high Dm and 
low km), the overlap detection method has been shown in [25] 
to exhibit a very low Type I error and an acceptable Type 
II error. Consequently, it has been retained in this paper to 
minimize useless generation of KD data. The reader is referred 
to Appendix B for a detailed analysis of the overlap detection 
Type I and II errors. 

Algorithm 1 describes the general RT procedure for de-
tecting changes. After testing for changes in each of the 
converged KPIs in lines 5-11, obtained hypothesis testing 
results are combined to decide about reliability of the whole 
KD data according to the procedure described in lines 13-17. 
Specifcally, if H1 is selected for at least one of the considered 
KPIs, the combined test selects H1 (line 14). 

Note that the procedure described in lines 13-17 is adequate 
to detect changes that occur in pools that are used with 
some regularity by active links. However, it is not valid to 
detect changes occurring in pools that are never assigned. To 
overcome this issue, whenever H0 is selected, the procedure 
described in lines 18-30 is carried out for each pool that 
remains unused by any of the considered links for more than 
a certain period of time named T Inact. Specifcally, a total 
of N forced measurements are performed to obtain the value 

(l,p)of the actual S state that is compared against the estimate F 
(l,p)

Ŝ determined by the KM to test for possible changes (line F 
25) and select H1 in case of change (line 26). 

The algorithm is concluded by regenerating KD data (line 
32) if H1 is selected following a change in converged KPIs 
(line 14) or inactive pools (line 26). Then, the RT sets S 
to zero and loops back to the sequential analysis procedure 
described in the beginning of the section to recalculate all 
initial estimates {KPIm}1≤m≤M under the new conditions 
(line 33). In this case, the KM will continue using the old KD 
statistics until the new ones become available. 

It is worth mentioning that the combination of individual 
tests performed by the multiple testing procedure described in 
lines 13-17 increases in general the Type I error as more tests 
are combined [26]. To avoid useless generation of KD data, it 
is proposed to upper-bound the number of KPIs that may be 
combined to guarantee some Type I error for the whole test 
(αmax) based on the conservative Bonferroni correction [26]: � � 

Mmax = 
αmax (20)

T ypeIindiv 

where b.c and T ypeIindiv denote the foor function and Type 
I error of each individual test, respectively. 

For instance, by setting αmax=0.05, km=1, Dm=5 and 
γ=0.95, (20) yields Mmax=8. 

Note that Mmax provides an upper bound on the number 
of KPIs that may be combined associated with the maximum 
tolerable Type I error (αmax). Nevertheless, much smaller 

http:�max=0.05
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Algorithm 1 The RT procedure of detecting changes 
1: for m = 1 → M do 
2: if condition in (17) holds for KP Im then 

% Checking convergence of KPIs 
3: Converge(KPIm) = T RUE 
4: end if 
5: if Converge(KPIm) = T RUE then 

% Individual Tests for converged KPIs � �T h i 
6: if [ [ =∅ 

then 
KPIm,min,KP Im,max KP Im,min,KP Im,max 

7: Select H1; 
8: else 
9: Select H0; 

10: end if 
11: end if 
12: end for 
13: if H1 is selected for at least one KPIm then 

% Multiple Testing for detecting changes 
14: Select H1; 
15: else 
16: Select H0; 
17: end if 
18: if (H0 is selected) AND (Δt(l,p)>T Inact) then 
% Detecting changes in inactive pools 

19: for n = 1 → N do 
(l,p)20: Force a measurement of S ;F 

(l,p) (l,p)ˆ21: if SF 6=SF then 
22: count++; 
23: end if 
24: end for 
25: if count=N then 
26: Select H1; 
27: else 
28: Select H0; 
29: end if 
30: end if 
31: if H1 is selected then 
% Perform required updates if a change is detected 

32: Regenerate KD statistics; 
33: Recalculate {KP Im}1≤m≤M ; 
34: end if 

Type I errors can be obtained in practice. On the one hand, 
the considered conservative Bonferroni correction assumes 
the worst case of independent individual tests to guarantee 
the target αmax. This means, whenever tests are dependent, 
smaller Type I errors are in general observed. On the other 
hand, by properly selecting the KPIs that are most likely 
to be altered following the considered changes, it may be 
enough to combine M<Mmax KPIs to detect changes with the 
corresponding decrease in Type I error. For instance, for the 
scenario considered in this paper, by using the M=6<Mmax 

dependent KPIs defned in Section V-D, we were able to 
detect all considered changes with a much smaller Type I error 
compared to the target αmax. General strategies for optimizing 
the set of combined KPIs are out of the scope of this paper. 

Finally, it is worth pointing out that the parameters N 
and T Inact that are used by the procedure of lines 18-30 
should be properly set to effciently detect changes in inactive 
pools. On the one hand, T Inact should be longer than the 
inter-assignment time of pools to the different links in the 
considered scenario. On the other hand, N should strike a 
balance between speeding up the detection procedure (i.e., 
small N ) and minimizing the number of Type I errors that 
may occur (i.e., by wrongly selecting H1 in line 26) due to 

(l,p)the imperfection of the KM in estimating the S state (i.e., F 

high N ). In practice, N should be set to a slightly higher 
value than the maximum number of consecutive errors that 
may be made by the KM. In this paper, by setting N=200 and 
T Inact=10 h, we were able to quickly detect the considered 
change in inactive pools (Change #2 defned in Section V-B) 
without any additional Type I error. 

B. Decision making 

The aim of the SS decision-making process is to allocate, 
for a given link l, the best spectrum pool p ∗(l) among the list 
of available pools (Av P ools), i.e., those that are not currently 
assigned to any other link, to support the corresponding appli-
cation. To jointly consider the instantaneous utility achieved at 
link establishment (u(l,p)(t)) and the changes that may arise 
along the link session duration Treq,l, the following proactive 
criterion is proposed: � � 

(l,p)
p ∗ (l) = arg max g(Ŝ (t), Treq,l) (21)F 

p∈Av P ools 

(l,p)where the function g(Ŝ (t), Treq,l) estimates the average F 
utility along the session duration as follows (see proof in 
Appendix C): 

Treq,l h iX1 
g( ˆ

(l,p) (l,p)(t + k)| ̂ (l,p)S (t), Treq,l)= E u S (t)F FTreq,l 
k=1 

ψ(l,p) T 
·F (l,p)= ·diag[ηL, ηH ]

Treq,l ⎛ ⎞ 
Treq,lX h ik

(l,p)T (l,p)· ⎝ T ⎠ ·x̂ (t)F F (22) 
k=1 

where (
T 

(l,p) ( 1 0 )
x̂ (t)= F T

( 0 1 )

(l,p)if Ŝ (t)=0.F 
(l,p)if Ŝ (t)=1,F 

(23) 

Note that no knowledge about the actual radio conditions expe-
rienced in the different pools is required at link establishment 
because the selection decision is based solely on the estimation 
(l,p)

Ŝ (t) provided by the KM. F 
Based on the proposed selection criterion, both SS and SM 

functionalities of the decision-making process are described in 
the following. In what follows, the time parameter t will be 

(l,p)dropped from the Ŝ (t) notation for the sake of brevity. F 
1) Spectrum Selection: The proposed fttingness factor-

based SS algorithm is described in Algorithm 2. It is executed 
every time that the start of a new application requires the 
establishment of a radio link to support the communication. 
Upon receiving a request for establishing a link l session, 
it is rejected if the set of available pools is empty (line 3). 

(l,p)Otherwise, estimated {S }1≤p≤P states are obtained from F 
the KM (line 5). Then, the available spectrum pool p ∗(l) with 

(l,p)the largest g(Ŝ (t), Treq,l) is selected (lines 6 and 7). F 
2) Spectrum Mobility: The SM functionality attempts to 

ensure highly effcient allocation of available spectrum pools 
to each of the established radio links. Therefore, whenever an 
event that might have infuence on the SS decision-making 
process occurs, the SM will be executed. Such events include 
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(1) a spectrum pool being released due to fnalization of the 
(l,p)corresponding application, or (2) a change in the state ŜF 

of an active link/pool pair being detected by the KM. 
As detailed by Algorithm 3, the proposed fttingness factor-

(l,p)based SM algorithm frst gets the current {Ŝ }1≤L≤l,1≤p≤PF 
estimates from the KM. The list of active links A(t) is 
explored in the decreasing order of Rreq,l/Rl, where Rl 

denotes the average bit rate observed over previously es-
tablished link l sessions. This prioritization ordering intro-
duces a fairness criterion that prioritizes both the neediest 
links (high Rreq,l) and the least-satisfed links (small Rl). 
For each link, the reconfguration decision is based on a 
comparison between the in use pool (p ∗(l)) and the currently 

(l,p)best pool (new p ∗(l)) in terms of g(Ŝ (t), Rem Tl(t)),F 
where Rem Tl(t) denotes, at a given moment t, the remaining 

(l,p ∗ (l))time before link session ends. Specifcally, if Ŝ =LOW F 
(l,new p (l))and Ŝ

∗ 

=HIGH (line 7), an SpHO from p ∗(l) toF 
new p ∗(l) is performed because new p ∗

∗
(l) fts better link l. 

(l,p ∗ (l)) (l,new p (l))The same occurs if Ŝ =Ŝ and new p ∗(l)F F 
∗(l) (ψ(l,new p (l))>ψ(l,p ∗ (l)))has higher preference than p 

∗ 

(line 8). Finally, as refected in the condition of line 9, an 
SpHO is also performed if p ∗(l) is no longer available to link 
l after being reassigned to another active link in the previous 
iterations of the loop of line 5. Once all active links are 
explored, the list of assigned pools is updated to consider all 
SpHOs that need to be performed as a result of the algorithm 
(line 16). 

Algorithm 2 Fittingness Factor-based SS 
1: if link l establishment request then 
2: if Av P ools=∅ then 
3: Reject request; 
4: else 

(l,p)5: Get {Ŝ }1≤p≤P from the KM; F � � 
(l,p)6: Compute g Ŝ (t), Treq,l for all pools; F � � �� 

(l,p)ˆ7: p ∗(l) ← arg max g S (t), Treq,l ;F p∈Av P ools 
8: end if 
9: end if 

Algorithm 3 Fittingness Factor-based SM 
(l ∗ ,p ∗ )1: if (link l∗ release) OR (change in any active Ŝ ) thenF 

(l,p)2: Get {Ŝ }1≤L≤l,1≤p≤P from the KM; F 
3: New Assigned ← ∅; 
4: Sort A(t) in the decreasing order of Rreq,l/Rl; 
5: for l = 1 → |A(t)| do � � �� 

(l,p)6: new p ∗(l) ← arg max g Ŝ (t), Rem Tl(t) ;F p∈Av P ools 
(l,p ∗ (l)) (l,new p ∗ (l))7: if ((Ŝ =LOW ) AND (Ŝ =HIGH)) ORF F 

(l,p ∗ (l)) (l,new p ∗ (l))ˆ8: ((Ŝ =S ) AND (ψ(l,new p ∗ (l))>ψ(l,p ∗ (l)))) OR F F 
9: (p ∗(l)∈new Assigned) then 

10: p ∗(l) ← new p ∗(l); S 
11: New Assigned ← New Assigned {new p ∗(l)}; 
12: else S 
13: New Assigned ← new Assigned {p ∗(l)}; 
14: end if 
15: end for 
16: Assigned ← New Assigned; 
17: end if 

V. APPLICABILITY EXAMPLE: THE FUTURE DIGITAL 
HOME 

To evaluate the effectiveness of the proposed framework 
in assisting in the spectrum management decision-making 
process, a realistic DH environment similar to that of [27] 
is considered. The DH environment offers new opportunities 
to improve effciency through provisioning new management 
services [27]. The future DH is expected to consist of not 
only computing devices with communication capabilities (e.g., 
desktop PCs, laptops and the like), but also of consumer 
electronics (e.g., TV sets with wireless interfaces, digital 
media servers, camcorders, game consoles, home security and 
automation systems), as well as more traditional appliances 
(e.g., washing machines and fridges) equipped with commu-
nication interfaces to enable, for example, remote control and 
monitoring. The provisioning of wireless management services 
in the DH requires an effcient exploitation of all possible 
sources of available spectrum resources, e.g., license-exempt 
access to ISM bands, opportunistic access to UHF bands 
(i.e., TV white spaces) through e.g., the ECMA-392 radio 
networking standard [28] and also the exploitation of licensed 
spectrum (e.g., spectrum licensed to a mobile network operator 
providing management services in the DH) as a mechanism 
for enhancing QoS provision of some DH connections. 

A. Considered Environment 

The considered indoor environment is a single foor of 
dimensions 16.8 m×30.4 m organized in six different rooms, 
where a set of L radio links need to be established from co-
located transmitters to DH node receivers that may be located 
anywhere in the foor plan shown in Fig. 3(a). The following 
P =3 candidate spectrum pools are considered: 
• Pool #1: BW1=20 MHz bandwidth in the 2.4 GHz ISM 

license-exempt band; 
• Pool #2: BW2=16 MHz bandwidth in the 600 MHz 

TV White Space (TVWS) band that can be operated 
opportunistically; 

• Pool #3: BW3=20 MHz bandwidth in a 2.6 GHz li-
censed band of the Mobile Network Operator (MNO) 
serving as the DH management service provider. 

The radio and interference conditions experienced in these 
pools are described as follows: 
• Radio propagation losses experienced at DH receivers are 

modeled using the COST 231 model [29] that is given 
by: 

L(dB) = L0+20 log f(Mhz)+10αP log d(m)+Nw×Lw 

(24) 
where Lo =−27.55 dB, αP is the propagation coeffcient 
at distance d(m), Nw is the number of traversed walls 
between communicating parties and Lw is the attenuation 
of one wall that depends on its material and width. Based 
on the measurements performed in [27], the propagation 
model can be properly tuned to the considered indoor 
environment by setting σp=2.6 and Lw=5.1 dB. 

• The transmitted power is assumed to be 20 dBm in all 
three pools. 
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• To characterize the presence of external interferers, a 
simple interference model that captures the most relevant 
features affecting SS has been retained. In this respect, 
a heterogeneous interference situation is considered in 
which the sum of the noise and interference power spec-
tral density I(p) experienced in each pool p∈{1,. . .,P }
follows a two-state discrete time Markov chain jumping 
between a state of low interference I0(p) and a state 
of high interference I1(p) with transition probabilities 
P01(p) (i.e., probability of moving from state I0 to I1 

in one simulation step) and P10(p) (i.e., probability of 
moving from state I1 to I0). It is assumed that the evolu-
tion of external interference is not affected by the activity 
of established links in the considered DH environment 
and the associated decisions of the spectrum selection 
framework. 

• Based on these probabilities, the average durations of the 
I0(p) and I1(p) states are, respectively, given by: 

1 
I0(p)= (25)

P01(p) 

1 
I1(p)= (26)

P10(p) 

• In our specifc case, it is assumed that pools #1 
and #2 alternate between I0(p) and I1(p) randomly 
with transition probabilities of P10(1)=55.5·10−5 and 
P01(1)=3.7·10−5 for pool #1 and P10(2)=833.33·10−5 

and P01(2)=55.5·10−5 for pool #2. Based on these 

probabilities, the average durations of the low interference 
state for pools #1 and #2 are I0(1)=7.5 h and I0(2)=0.5 
h, respectively, while the average durations of the high 
interference state for pools #1 and #2 are I1(1)=30 
min and I1(2)=2 min, respectively. In turn, pool #3, 
relying on the licensed-band operator interference control 
mechanisms, is assumed to be always free of interference. 

• External interferers of pools #1 and #2 are assumed to 
transmit with power P =10 dBm and P =20 dBm in the 
low and high interference states, respectively. They are 
located at coordinates (30 m, 15 m) and (−12.2 m, 15 
m), respectively (see Fig. 4). 

The proposed model properly captures the richness of the con-
sidered DH environment and the diverse radio and interference 
conditions that may be experienced within it. As illustrative 
example, Fig. 3(a) and Fig. 3(b) represent a spatial map of the 
Shannon-bound achievable bit rates (Mbit/s) using pool #1 
in the low and high interference states, respectively. The map 
clearly illustrates the extent to which interference conditions 
affect the achievable bit rates in each position. 

Performance is evaluated considering L=2 radio links 
placed in the positions shown in Fig. 4 under the following 
assumptions: 
• The link #1 receiver is situated in a fxed position, while 

the link #2 receiver may jump between the positions #0 
and #1 indicated in Fig. 4. Link #1 is associated with 
low-data-rate sessions (Rreq,1=20 Mbps and Treq,1=2 
min), while link #2 is associated with high-data-rate 
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sessions (Rreq,1=200 Mbps and Treq,1=20 min). 
• The l-th link generates sessions with constant duration 
Treq,l and inactivity periods exponentially distributed 
with average 1/λl for each link l∈{1, 2}. 

• To smooth the short-term variability of interference con-
ditions, R(l, p) values experienced within each of the 
I0(p) and I1(p) states are averaged. The average bit rates 
achievable in the different pools are presented in Table I. 

ψ(l,1)=ψ(l,2)=0.9• The preference factors are and 
ψ(l,3)=0.1, l∈{1, 2}. This confguration refects that the 
DH communication manager aims at limiting the use of 
the MNO band by exploiting as much as possible either 
the ISM or TVWS bands. 

The system is observed in time steps of 1 s till establishing 
65, 000 sessions for each link. The other simulation param-
eters are ξ=5, δl,p=0.5, ηL=0, ηH =1, ρ=0.25, γ=0.95, 
αmax=0.05, M=6, T Inact=10 h, and N=200. 

B. Model of non-stationary conditions 

To assess robustness to changes in the radio and interference 
conditions of the different spectrum pools, it is assumed 
that the position of the link #2 receiver may jump during 
system operation between the two positions indicated in Fig. 4 
according to one of the following changes: 
• Change #1: the link #2 receiver is initially placed in 

position #0, and then moved to position #1. 
• Change #2: the link #2 receiver placed in position #1 

is moved back to position #0. 
Unlike position #0, where both LOW and HIGH fttingness 
factor states are observed by link #2 using pool #1 in the 
high and low interference states, respectively, position #1 is 
so close to the external interferer of pool #1 that only the 
LOW state is observed regardless of interference conditions. 

C. Benchmarking 

To assess the infuence of the different components of the 
proposed framework, the following variants will be compared: 
• SS+SM: This approach makes use of both the SS and SM 

algorithms, but does not include the RT to detect possible 
changes and regenerate KD statistics in case. 

• SS+SM+RT: This is the complete approach that includes 
the SS, SM and RT functionalities. 

Apart from the considered variants, the following reference 
schemes are introduced for benchmarking purposes: 
• Rand: This implements only the spectrum selection mod-

ule of Fig. 2 and performs a random selection among 
available pools. None of the KM, SM and RT modules 
is used. 

• Optim: This scheme solves, in each simulation step, the 
optimization problem of (8) and performs the required 
reconfgurations to use the best combination of pools 
and active links. The computation of the optimum has 
been carried out based on an exhaustive search, which is 
computationally feasible in the considered scenario. 

D. Performance Indicators 

The reliability of the proposed strategy in solving the con-
sidered optimization problem is analysed using the following 
metric: 
• f(dl,p(t)): Average utility perceived by active links. It 

is computed by averaging over time the values of the 
objective function f(dl,p∗ (l)(t)) defned in (9). 

To analyze the different factors infuencing f(dl,p(t)), the 
following KPIs are considered: 
• Dissf (l , p): Dissatisfaction probability of link l in using 

pool p, defned as 

Dissf (l , p)=P rob [R(l, p)<Rreq,l] (27) 

• Usage(l , p): Fraction of time for which pool p is used 
by link l sessions. 

• Regret(l , p): Regret of link l in using pool p to capture 
the fulfllment of pool preference constraints. It is defned 
as the probability that there exists another available pool 
0p able to equally fulfll the bit rate requirements of 

link l with higher preference than pool p, weighted by 
Usage(l , p), that is: 

Regret(l , p)=Usage(l, p)·P rob[∃p 0∈Av P ools, 

(R(l, p0) > Rreq,l)AND(R(l, p) > Rreq,l) 
)>ψ(l,p))]AND(ψ(l,p
0 

(28) 

• Fairness(t): The Jains fairness index based on utilities 
defned at a given time t as follows [30]: P � �2(l,p)(t)ul∈A(t)

Fairness(t)= (29)�P �2 
|A(t)|· l∈A(t) u

(l,p)(t) 

Note that Fairness(t) assesses whether active links are 
receiving a fair share of utilities with values ranging from 
0 (unfair) to 1 (fair). 
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TABLE I 
AVERAGE ACHIEVABLE BIT RATES (MBPS) 

pool #1 pool #2 pool #3 
State I0 State I1 State I0 State I1 State I0 

Link #1 88.8 32.5 106.6 55.45 229.3 
Link #2 (position #0) 228 161.9 244.2 191.2 361.7 
Link #2 (position #1) 157.7 92.4 239.8 187.2 285.6 

Furthermore, practicality of the proposed solution is assessed 
based on the following KPIs: 
• Nb. SpHOs/session: The average number of SpHOs per-

formed per link session. 
• Nb. Reports/s: The average number of measurement re-

ports sent per second. 
Finally, the procedure of detecting changes described in 

Section IV.A-3 is performed by the RT based on monitoring 
the following 3 KPIs for each link l (which yields a total of 
M=3L=6 KPIs): 
• The average dissatisfaction probability, Dissf (l). 
• The average number of SpHOs performed per session, 

SpHO(l). 
• The average fraction of using pool #3, Usage(l , 3 ). 

VI. RESULTS 

A. Performance evaluation 

This section presents the performance evaluation of the 
different schemes introduced in Section V-C. For the sake of 
simplicity, the model of non-stationary conditions described 
in Section V-B is initially not considered. In this respect, it 
is assumed that DH receivers are kept in the fxed positions 
shown in Fig. 4 with the link #2 received placed in position 
#0, and that interference conditions remain stationary, which 
means that SS+SM+RT is equivalent to SS+SM. 

Fig. 5(a) plots the average utility f(dl,p(t)) achieved by all 
considered schemes as a function of the total offered traffc 
load in bits per second (bps) defned as X 

Offered Traffic (bps)= θl ·Rreq,l (30) 
l 

where θl =λl ·Treq,l denotes the offered traffc load to link l in 
Erlang. 

For a better analysis of the impact of the different factors 
infuencing f(dl,p(t)), Fig. 5(b) and Fig. 5(c) plot the dissat-
isfaction probability of link #2 (Dissf(2)) and the regret of 
link #2 in using the least preferred pool #3 (Regret(2 , 3 )), 
respectively. Results for link #1 are not presented because 
it is always satisfed (i.e., the bit rate is always above the 
requirement of 20 Mbps) and it never uses pool #3. Fi-
nally, to analyze the share of the total utility among active 
links, Fig. 5(d) plots the average fairness index (Fairness(t)) 
achieved by the proposed strategy (SS+SM+RT) with respect 
to the Optim and Rand schemes. 

The results in Fig. 5(a) indicate that the proposed strat-
egy (SS+SM+RT) strongly outperforms Rand in terms of 
f(dl,p(t)) (gains up to 45%) and approximates very well 

the optimal solution (Optim) for most traffc loads. This is 
(l,p)because, on the one hand, the estimated states Ŝ provided F 

by the KM together with the use of SM contribute to assigning 
the most suitable pools to link #2 sessions, which reduces 
the risk of being dissatisfed as refected in Fig. 5(b). On the 
other hand, the prioritization of pools #1 and #2 tends to 
avoid using pool #3 as much as possible, which signifcantly 
improves the regret of using it (see Fig. 5(c)). Note that the 
small deviation observed in f(dl,p(t)) for low traffc load is 
mainly due to the slight loss in the regret of using pool #3 
observed in Fig. 5(c). The analysis of the fairness behavior 
in Fig. 5(d) indicates that Fairness(t) is close to 1 for both 
SS+SM+RT and Optim, while it signifcantly decreases for 
Rand as traffc load increases. 

Therefore, the proposed SS+SM+RT strategy provides a 
good approximation of the optimal solution of (8) for most 
traffc loads, mainly thanks to the support of the KM and SM 
components. 

B. Practicality of the proposed solution 

This section assesses the practicality of the proposed strat-
egy (SS+SM+RT) with respect to the optimal scheme (Optim) 
in terms of signaling requirements at the air interface. 

Fig. 6(a) plots the number of measurement reports sent 
per second (Nb. Reports/s) by SS+SM+RT and Optim with 
a vertical axis in logarithmic scale for improved visualization. 
Fig. 6(b) plots the corresponding average number of SpHOs 
per session (Nb. SpHOs/session). 

The results indicate that SS+SM+RT signifcantly outper-
forms Optim in terms of both Nb. Reports/s (Fig. 6(a)) and 
Nb. SpHOs/session (Fig. 6(b)). 

On the one hand, the gain in terms of Nb. Reports/s is jus-
tifed by the capability of SS+SM+RT to exploit the previous 
experience of using inactive link/pool pairs. As a matter of 

(l,p)fact, spectrum decisions depend only on the Ŝ estimatesF 
determined by the KM based on previous measurements of 
R(l, p). Therefore, only measurements on active link/pools are 
generated by SS+SM+RT. On the contrary, Optim requires 

(l,p)to know the exact S states of all pools to continuously F 
solve (8). Therefore, R(l, p) values of the different pools 
should be measured and reported even when pools are not 
used, which results in the signifcant increase in Nb. Reports/s 
observed in Fig. 6(a) with respect to SS+SM+RT. 

On the other hand, the better SpHO performance is because 
the proposed strategy performs pool reconfgurations only 

(l,p)when a signifcant gain in the utility u can be obtained. 
(l,p)Specifcally, SpHOs are executed only when the state ŜF 

of the pool in use goes from LOW to HIGH or when a pool 
that provides a higher preference factor ψ(l,p) can be used 
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Fig. 5. Analysis of SS performance in terms of (a) f (dl,p(t)), (b) Dissf (2 ), (c) Regret(2 , 3 ) and (d) Average Fairness index. 

as specifed in lines 7-8 of Algorithm 3, respectively. When 
one of these conditions holds, a signifcant gain in the utility 
u(l,p) can be achieved by performing an SpHO. On the con-
trary, Optim reassigns pools whenever the objective function 
f(dl,p(t)) given by (9) can be increased. Nevertheless, the gain 
in f(dl,p(t)) may be very small particularly when switching 
between pools #1 and #2 associated with equal preference 
factor (ψ(l,1)=ψ(l,2)=0.9) and similar average fttingness fac-
tor values. Therefore, Optim performs many additional pool 
reconfgurations compared to SS+SM+RT with a minor gain 
in f(dl,p(t)) as previously observed in Fig. 5(a). 

In summary. the proposed strategy approximates very well 
the optimal solution of the considered problem in (8) with less 
reconfguration and reporting events, which strongly supports 
its practicality. 

C. RT capability to detect changes 

This section evaluates the capability of the RT to detect 
relevant changes in the radio and interference conditions of the 
different spectrum pools. The frst position change described 
in Section V-B (Change #1) is considered for illustrative 
purposes. It occurs after establishing 9, 750 sessions for each 
link. 

Fig. 7(a) plots the temporal evolution of the initial RT esti-
mate of the number of SpHOs/session for link #2 (SpHO(2 )) 
with the corresponding confdence interval shown in dashed 
lines. Only link #2 sessions are considered with θ2=0.9 Er 
for better analysis of system reactivity because link #1 is 
always satisfed. The time evolution on the x-axis is shown in 
terms of the number of established link #2 sessions according 
to the generation process described in Section V-A. Note that 
only SpHO(2 ) is considered because this is the KPI for which 
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Fig. 6. Practicality of SS+SM+RT in terms of (a) Nb.Reports/s and (b) Nb. SpHOs/session. 
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Fig. 7. Evolution of the RT estimates of SpHO(2 ) (a) initially and (b) around the considered change. 

H1 is selected by the RT after the change occurs. 

The results show that SpHO(2) tends to converge as more 
link #2 sessions are established. Specifcally, the stopping rule 
of (17) is met after establishing around 2, 650 sessions. At this 
point of time, the initial SpHO(2 ) estimate and its confdence 
interval are frozen, and the RT starts to monitor the second 

\moving-average estimate ( SpHO(2 )). 

\Fig. 7(b) plots the temporal evolution of SpHO(2 ) and 
its corresponding confdence interval around the considered 
change. The initial estimate SpHO(2 ) is also shown for 
comparison purposes. The results show that, before the change 

\occurs, the moving average estimate SpHO(2 ) oscillates close 
to SpHO(2 ) due to the intrinsic randomness of radio condi-
tions. Nevertheless, the RT disregards these oscillations and 
selects H0 because confdence intervals of the two estimates 

\are still overlapping. After Change #1 occurs, SpHO(2 ) 
starts to deviate much from SpHO(2 ) till their confdence 
intervals no longer overlap. At this moment, H1 is selected for 
SpHO(2) and the considered change is detected by the RT. 
It is worth mentioning that only two wrong changes (Type 
I errors) are detected during the whole simulation, which 
corresponds to T ype I error=3.2·10−5. This much smaller 
value compared to αmax is because, on the one hand, only 
M=6<Mmax=8 KPIs have been used. On the other hand, 
the individual tests associated with the considered KPIs are 
dependent since a change in interference conditions has a joint 
impact on all KPIs. Therefore, a much better performance 
can be achieved with respect to the conservative Bonferroni 
correction as previously explained Section IV-A3. 

In summary, the RT probabilistic detector, based on hy-
pothesis testing, enables to flter those changes related to the 



intrinsic randomness of the radio environment and effciently 
detect relevant changes in the scenario. 

D. Robustness analysis 

This section evaluates robustness of the proposed strategy 
when the initial radio and interference conditions, under which 
the KD statistics were generated, no longer hold. For that 
purpose, the two possible changes in the position of link 
#2 receiver, described in Section V-B, are introduced in two 
different simulations. 

Let us consider frst Change #1 in which the receiver 
is moved to a position with worse interference conditions 
for pool #1. Fig. 8(a) shows the online evolution of the 
dissatisfaction level of link #2 (Dissf (2 )). The time evolution 
on the x-axis is shown in terms of the number of established 
link #2 sessions according to the generation process described 
in Section V-A with the position change occurring after 9, 750 
sessions. To analyze the impact of RT, both SS+SM and 
SS+SM+RT variants are considered. Once again, only link #2 
sessions are considered with θ2=0.9 Er for better analysis of 
system reactivity. Fig. 8(b) and Fig. 8(c) plot the corresponding 
number of SpHOs per session and regret in using pool #3, 
respectively. 

The results show that, after Change #1, both SS+SM and 
SS+SM+RT result in worse performance in terms of Dissf (2 ) 
and Nb. SpHOs/session. As the number of established sessions 
increases, both statistics tend to converge to larger values than 
those obtained prior to the change. The observed degradation 
is because after the change, the new position #1 is too close 
to the external interferer of pool #1, thus making it useless 
regardless of interference conditions (i.e., providing always 

(l,p)a LOW S ). Nevertheless, the use of the RT functionality F 
(SS+SM+RT) results in much smaller degradation. The reason 
for this better performance is that, after the position change, 
the strategy SS+SM without any support from the RT still 
relies on the out-of-date KD statistics previously generated 
in position #0, so it may decide in some cases to assign 
pool #1 to link #2 sessions. However, this turns out to be 
a wrong allocation because, in the new position #1, pool 

(l,p)
#1 has always a LOW S regardless of its interference F 
conditions. Correspondingly, this degrades the dissatisfaction 
probability (see Fig. 8(a)). In addition, much more frequent 
SpHOs are required to change pool #1 whenever it is assigned 
(Fig. 8(b)). On the contrary, when RT is used (SS+SM+RT), 
new KD statistics are generated in position #1 after detecting 

(l,p)
Change #1. As a consequence, the estimate Ŝ of pool #1F 
is always set to LOW, and pool #1 is never assigned in the 
future to link #2. This results in the signifcant gain observed 
in both the dissatisfaction level (Fig. 8(a)) and number of 
performed SpHOs (Fig. 8(b)). 

In Fig. 8(c), it can be observed that the regret of using 
pool #3 performs similarly for both strategies before and 
after the change. Before the change, either pool #1 or #2 

(l,p)ˆcan be allocated because their SF states alternate between 
LOW and HIGH. This marginalizes the risk of unnecessarily 
using the least preferred pool #3 because it is not likely to 

(l,p)wrongly set the Ŝ estimate of both pools to LOW, which F 

would lead to an unnecessary assignment of pool #3. Then, 
after the change, the use of pool #1 is excluded by both 
strategies (at frst assignment for SS+SM+RT or after initially 
assigning it, and then executing an SpHO for SS+SM). As 

(l,p)a consequence, whenever the Ŝ estimate of pool #2 isF 
wrongly set to LOW, pool #3 will be unnecessarily assigned 
with the corresponding increase in the regret that can be 
observed in Fig. 8(c) after the change. 

Focusing now on Change #2, Fig. 9(a) shows the online 
evolution of the dissatisfaction level of link #2 with the 
position change occurring after 9, 750 sessions. The number 
of SpHOs per session and regret in using pool #3 are plot in 
Fig. 9(b) and Fig. 9(c), respectively. 

The results show that after Change #2, the use of RT 
functionality results in a signifcant reduction of both the 
dissatisfaction level (Fig. 9(a)) and the number of performed 
SpHOs (Fig. 9(b)). This is because pool #1, which is initially 
not used in position #1, becomes often the most suitable pool 
for link #2 after the RT detects the position change and the 
new KD statistics are regenerated in the new position. On the 
contrary, when the RT is not supported (SS+SM), Change #2 
has no impact on the observed dissatisfaction level (Fig. 9(a)) 
and number of SpHOs (Fig. 9(b)) because link #2 continues 
to exclude pool #1 based on the old KD statistics. In contrast 
to SS+SM+RT, this results in penalizing the regret of using 
pool #3 whenever this pool is assigned instead of pool #1 
(see Fig. 9(c)). 

VII. CONCLUSIONS 

This paper has proposed a new knowledge management 
framework for SS under non-stationary conditions supporting 
a set of applications with heterogeneous requirements. In 
this respect, an optimization problem has been formulated to 
maximize an aggregate utility function that jointly captures 
the suitability of spectrum portions in terms of fttingness 
factors that measure the capacity of each spectrum pool in 
relation to the bit rate requirements of the applications, and 
a set of preference factors for utilizing the different spectrum 
bands. To tackle the considered problem in a practical way, the 
proposed framework relies on a KM that exploits a statistical 
characterization of the environment stored in a KD to monitor 
the time-varying suitability of spectrum resources and drive the 
spectrum management decision-making process accordingly. 
To support non-stationary environments, a RT has been devel-
oped to detect, based on hypothesis testing, relevant changes 
in the scenario subject to the intrinsic randomness of radio 
conditions and perform, when needed, the required updates. 
Then, a novel strategy combining SS and SM functionalities 
has been proposed to effciently solve the considered problem. 
Analysis in a realistic DH environment has revealed that 
the proposed strategy approximates very well the optimal 
solution in terms of achieved utility values, by assigning 
the most suitable pools to the different link sessions while 
minimizing usage of the least preferred pools. An analysis of 
the practicality in terms of signaling requirements has revealed 
that the proposed strategy exploits the estimated suitability 
levels provided by the KM and the event-based triggering 
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Fig. 8. Online evolution of (a) Dissf (2 ), (b) Nb. SpHOs/session and (c) Regret(2 , 3 ) with Change #1 occurring after 9, 750 sessions. 



0 1 2 3 4 5 6
x 10

4

0

1

2

3

4

x 10
−4

Number of established link #2 sessions

D
is

sf
(2

)

 

 

SS+SM+RT
SS+SM

Change #2

(a) 

0 1 2 3 4 5 6
x 10

4

0.2

0.25

0.3

0.35

0.4

0.45

0.5

Number of established link #2 sessions

S
pH

O
(2

)

 

 

SS+SM+RT
SS+SM

Change #2

(b) 

0 1 2 3 4 5 6
x 10

4

0

0.05

0.1

0.15

0.2

0.25

0.3

0.35

Number of established link #2 sessions

R
eg

re
t(

2,
3)

 

 

SS+SM+RT
SS+SM

Change #2

(c) 

Fig. 9. Online evolution of (a) Dissf (2 ), (b) Nb. SpHOs/session and (c) Regret(2 , 3 ) with Change #2 occurring after 9, 750 sessions. 



of SM to signifcantly reduce the amount of measurement 
reporting and pool reconfgurations, respectively, with respect 
to the optimal solution. An analysis of robustness under non-
stationary conditions has revealed that the proposed RT is able 
to exploit the probabilistic detection rule of hypothesis testing 
to flter most of changes due the intrinsic radio randomness 
and detect actual changes in the scenario. Thanks to the RT 
support, the proposed spectrum management strategy exhibits 
substantial robustness in front of unexpected changes, thus 
showing the practicality of the proposed strategy in such 
realistic environments. 

APPENDIX A 
ESTIMATION OF CONDITIONAL PROBABILITIES OF 

FITTINGNESS FACTOR STATES 

Assuming that we know the fttingness factor state at time 
t−Δt(l,p) (S(l,p)(t−Δt(l,p))) and considering the defnition of F 

(l,p)the x (t − Δt(l,p)) vector in (7), the vector of conditional F 
probabilities of fttingness factor states at the next time unit 
t−Δt(l,p) + 1 is given by: 

(l,p) (l,p)T (l,p) (l,p))Π (t−Δt(l,p) + 1, 1)=T ·x (t−ΔtF |F F F 
(31) 

Iterating the above expression k times, it is easy to obtain 
that, for a given instant t−Δt(l,p) + k, it yields 

(l,p) (l,p) 
h 

(l,p)T ik 
(l,p) (l,p))Π (t−Δt + k, k)= T ·x (t−ΔtF |F F F 

(32) 
Then, by considering k=Δt(l,p), the expression (12) is 

obtained. 

APPENDIX B 
ANALYSIS OF THE TYPE I AND II ERRORS OF THE OVERLAP 

DETECTION METHOD 

The asymptotic Type I and II errors of the overlap detection 
method are given by [25]: 

z(1−γ)/2(1+km)
T ype I error=2φ( p ) (33)

1+k2 
m 

z(1−γ)/2(1+km)
Type II error=1−φ( p +Dm) 

1+k2 
m 

z(1−γ)/2(1+km)−φ( p −Dm) 
1+k2 

m 

(34) 

Fig. 10 plots Type I and II errors as a function of the ratio of 
sample variances km. Different values of Dm are considered 
for the Type II error. It can be seen that for high Dm and low 
km values, the overlap detection method provides a very low 
Type I error (e.g, 0.0056 for km=1) and an acceptable Type II 
error (e.g, 0.013 for km=1 and Dm=5). Therefore, it provides 
a good option to detect relevant changes in the environment 
while minimizing the risk of useless generation of KD data. 
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APPENDIX C 
ESTIMATION OF THE AVERAGE UTILITY ALONG SESSION 

DURATION 

Given the estimated fttingness factor state at 
(l,p)time t (ŜF (t)), the vector with thei probabilitiesh 

(l,p) (l,p) (l,p)ˆ ˆΠF |F,k(t+1)=P rob SF (t + 1)=k|ŜF (t) of being 
in each of the states k at time t+1 is given by: 

(l,p) (l,p)T (l,p)
Π̂ (t+1)=T ·x̂ (t) (35)F |F F F 

(l,p)where x̂ (t) is defned in (23). F 
Iterating the above expression k times, it yields h ik

(l,p) (l,p)T (l,p)ˆ (t+k)= T ·ˆ (t) (36)ΠF |F F xF 

Consequently, the expected utility at time t+k is given by: 

h i 
(l,p)(t + k)| ̂ (l,p)E u S (t)F 

T (l,p)
=ψ(l,p)·F (l,p) ˆ·diag[ηL, ηH ]·Π (t+k)F |F 

T h ik 
=ψ(l,p)·F (l,p) (l,p)T (l,p)·diag[ηL, ηH ]· T ·x̂ (t)F F 

(37) 

By averaging (37) from k=1 up to the session duration 
Treq,l, the expression in (22) is obtained. 
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Jordi Pérez-Romero is currently associate professor 
at the Dept. of Signal Theory and Communications 
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