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ABSTRACT

This thesis investigates the impact of applying different covariance modelling techniques on
the efficiency of asset portfolio performance. The scope of this thesis is limited to the
exploration of theoretical aspects of portfolio optimisation rather than developing a useful
tool for portfolio managers. Future work may entail taking the results from this work further

and producing a more practical tool from a fund management perspective.

The contributions made by this thesis to the knowledge of the subject are that it extends
literature by applying a number of different covariance models to a unique dataset that
focuses on the 2007 global financial crisis. The thesis also contributes to the literature as the
methodology applied also enables a distinction to be made in respect to developed and

emerging/frontier regional markets. This has resulted in the following findings:

First, it identifies the impact of the 2007-2009 financial crisis on time-varying correlations
and volatilities as measured by the dynamic conditional correlation model (Engle 2002). This
is examined from the perspective of a United States (US) investor given that the crisis had its
origin in the US market. Prima facie evidence is found that economic structural adjustment
has resulted in long-term increases in the correlation between the US and other markets. In
addition, the magnitude of the increase in correlation is found to be greater in respect to

emerging/frontier markets than in respect to developed markets.

Second, the long-term impact of the 2007-2009 financial crisis on time-varying correlations
and volatilities is further examined by comparing estimates produced by different covariance
models. The selected time-varying models (DCC, copula DCC, GO-GARCH: MM, ICA,

NLS, ML; EWMA and SMA) produce statistically significantly different correlation and
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volatility estimates. This finding has potential implication for the estimation of efficient

portfolios.

Third, the different estimates derived using the selected covariance models are found to have
a significant impact on the calculated weights and turnovers of efficient portfolios.
Interestingly, however, there was no significant difference between their respective returns.
This is the main finding of the thesis, which has potentially very important implications for

portfolio management.
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1 STATEMENT OF OBJECTIVES AND OVERVIEW

In this chapter I introduce the topic and give some background to my thesis. Furthermore, I
define the scope of my work and I state the contribution of my PhD thesis to the academic

literature. Finally, I present the structure of thesis in terms of the subsequent chapters.

1.1 INTRODUCTION AND BACKGROUND

Asset diversification is a concept that has a long history. We can even see the basic principles
identified by William Shakespeare in The Merchant of Venice (1600). We find Antonio

saying:

‘My ventures are not in one bottom trusted,

Nor to one place; nor is my whole estate

Upon the fortune of this present year:

Therefore my merchandise makes me not sad.’

In the earlier part of the twentieth century we see academics starting to take a serious interest
in portfolio management issues, for example, Hicks (1935). Modern portfolio theory,
however, as we know it today, did not appear until the middle of the century. In 1952
Markowitz published his seminal paper for which he later won a Nobel Prize. His work
changed the way practitioners and academics perceive the portfolio selection problem.
Markowitz’s mean-variance approach is based on three key inputs: expected returns,

variances and correlations.
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Even though the mean-variance model is most popular among practitioners and academics, it
is not free of assumptions, simplifications and drawbacks (IMF 2011). One of them is that it
assumes the use of constant correlation estimates. Evidence found in the literature, however,
suggests that correlation tends to change over time due to, for example, globalisation
(Goetzmann et al. 2005), macroeconomic factors (Jithendranathan 2005) and stock market
cycle (Longin and Solnik 2001). Interest in the issue of the changing nature of correlation
relationships has increased in recent years in response to the impact of the 2007-2009
financial crisis on global markets. This had immense impact not only on the financial
industry but also on the economy in general. Many investors lost their money and through
this their trust in mean-variance model has weakened (IMF 2011). As a consequence, there
has been a drive in academia to examine whether or not we can produce a better and more

efficient version of Markowitz’s original model.

Correlation and variance are key parameters in Markowitz’s model; therefore, many in the
academic world believe that if we can better model them we should be able to produce better
portfolio models. Recent advances in autoregressive conditional heteroskedasticity (ARCH)
based methodologies introduced by Nobel Prize laureate, Engle, in 1982, now enable us to
model volatility and correlation better, by using time-varying models. In this thesis, I make
use of multivariate generalised autoregressive conditional heteroskedasticity (GARCH)
models to examine if the application of time-varying based methodologies can improve

portfolio selection in relation to the mean-variance approach.

1.2 STATEMENT OF RESEARCH QUESTIONS AND SCOPE OF THESIS

The research questions identified by this thesis are as follows:
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e What was the impact of the 2007-2009 financial crisis on correlation and volatility
estimates?

e What is the effect of using different covariance models on correlation and volatility
estimates?

e What is the impact of applying different covariance modelling techniques on portfolio

performance?

The scope of this thesis does not extend to developing a practical tool for portfolio managers
but rather to explore the theoretical issues. However, potential future work may involve
taking the results from this thesis and refining them in order to produce a more practical tool
that would be more useful to fund managers. Given this scope, transaction costs and

asymmetry effect are not fully explored in my work.

Transaction costs are partially taken into consideration in Chapter 6 by using portfolio
turnover multiplied by estimated average transaction costs as a proxy of their total.
Transaction costs depend on a number of factors, for example, the volume of shares traded
and the market specific factors. Potential asymmetry effects are partially addressed in
Chapters 4—6 by taking into consideration modelling volatilities and the distribution (copula

approach). Asymmetry is not, however, taken into consideration in the correlation equation.

1.3 CONTRIBUTIONS AND FINDINGS OF THE THESIS

1.3.1 CONTRIBUTIONS OF THE THESIS TO THE LITERATURE

The contributions made can be identified on a chapter-by-chapter basis. The contributions of
Chapter 4 is that it extends prior research (Celik 2012, Cheung et al. 2008, Kearney and Poti
2006, Syllignakis and Kouretas 2011) by examining on long-term impact of the 2007

financial crisis on the time-varying correlation and volatility linkage between regional
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financial markets. This focuses specifically on the differences between US-developed market
relationships and US-emerging/frontier market relationships. It does this using multivariate
GARCH methodology. The novelty of my work is that studies in this area focus on developed

markets and relatively few examine emerging/frontier markets.

The novel contribution of Chapter 5 is that whilst a number of studies in the literature have
examined the relative performance of different conditional covariance models (Boswijk and
van der Weide 2006, Caporin and McAleer 2014, Engle 2002), they do not make
comparisons between the specific methodologies I have chosen in this thesis. Another novel
aspect that I explore is the long-term impact of a crisis period on relative performance of
these specific models. Furthermore, I extend Chapter 4 by comparing how individual models
differ in respect to correlations and volatilities before and after the 2007 financial crisis. This
has important implications from a portfolio perspective as it can help determine the most
efficient time-varying methods to use in respect to correlation and volatility estimation. The
chapter also discusses the model-specific differences found in respect to developed and
emerging/frontier markets. This issue will become increasingly important given the

globalisation of investment portfolios (Goetzmann et al. 2005, You and Daigler 2010).

In Chapter 6 I estimate efficient portfolios. My dataset enables me to optimise using
conditional covariance models centred on a major financial crisis and also take account of
regional developed and emerging/frontier market perspectives. Although model comparison
is found elsewhere in the literature (Cha and Jithendranathan 2009, Engle 2002, Giamouridis
and Vrontos 2007), my thesis is novel in respect the specific group of covariance models that
I have chosen in this thesis. It is novel in respect to the distinction I draw between developed

and emerging/frontier markets. My work makes a further contribution in relation to portfolio
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optimisation given there is little in the literature in respect to the treatment of transaction

costs.

1.3.2 FINDINGS OF THE THESIS

The main findings of the thesis are:

First, I identify the impact of the 2007-2009 financial crisis on correlation and volatility
measured by time-varying methodology, namely the dynamic conditional correlation (DCC)
model (Engle 2002). This is examined from the perspective of a United States (US) investor
given that the crisis had its origin in the US market. This approach is novel because it
examines the magnitude of the impact on correlations and volatilities. I find prima facie
evidence that economic structural adjustment has resulted in long-term increases in the
correlation between the US and other markets, and that the magnitude of the increase in

correlation appears to be greater in respect to emerging/frontier markets.

Second, I extend the examination of the long-term impact of the 2007-2009 financial crisis
on correlation and volatility by comparing estimates produced by different covariance
models. 1 find the correlation and volatility estimates produced by selected time-varying
models are statistically significantly different; this suggests that there are implications for

how we should estimate an efficient portfolio.

The selected time-varying models are:

DCC (dynamic conditional correlation) (Engle 2002) and the extension of the DCC model
COPULA DCC (COP in short) (Patton 2006), GO-GARCH ML (ML in short) (generalised
orthogonal generalised autoregressive conditional heteroskedasticity based on maximum
likelihood estimation) (van der Weide 2002), GO-GARCH NLS (NLS in short) (generalised

orthogonal generalised autoregressive conditional heteroskedasticity based on non-linear least

5
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squares estimation) (van der Weide 2006), GO-GARCH ICA (ICA in short) (generalised
orthogonal generalised autoregressive conditional heteroskedasticity based on independent
component analysis estimation) (Broda and Paolella 2009), GO-GARCH MM (MM in short)
(generalised orthogonal generalised autoregressive conditional heteroskedasticity based on
method of moments estimation) (Boswijk and van der Weide 2011), simple moving average

(SMA) and exponentially weighted moving average (EWMA).

Third, which is the main finding of this thesis, although market conditions have a big impact
on time-varying correlations and volatilities (which in turn have a significant impact on
portfolio weights), there is no corresponding improvement in the returns-based performance
of a portfolio estimated by using time-varying methodologies (for all selected time-varying

methods).

1.4 METHODOLOGY

I have used DCC, COPULA DCC, GO-GARCH: MM, ICA, NLS, ML, EWMA and SMA
models in my thesis for estimation of correlations and volatilities. The differences in means
and location parameters are tested by using the Welch (1938) t and the Wilcoxon (1945) rank

sum tests.

DCC, COPULA DCC, GO-GARCH: MM, ICA, and EWMA are found as the most
promising methodologies for identifying efficient portfolios. The main issue that I face in
Chapter 6 is how to deal with the complexity of the task of comparing portfolio performance.
There are many possible testing approaches I could take. The models finally selected are
compared in portfolio context in terms of the criteria: realised returns, realised cumulative

returns, conditional Sharpe ratio and portfolio turnover.

1.5 STRUCTURE OF THE THESIS
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The thesis is organised as follows. Chapter 2 presents the literature review. Chapter 3
discusses the data and identifies the financial crisis period. The substantive analysis in the
thesis is presented in Chapters 4, 5 and 6. Chapter 4 analyses the impact of the financial crisis
on correlations and volatilities based on the DCC model. Chapter 5 extends Chapter 4 by
examining the impact of the financial crisis on correlations and volatilities based on different
selected covariance models. Chapter 6 tests the relative performance of different selected
covariance models in portfolio context. Chapter 7 draws conclusions, gives recommendations

and outlines future work.

The appendix has been divided among the relevant chapters.



2 LITERATURE REVIEW

2.1 INTRODUCTION

The objective of this chapter is to identify the gap in the literature that will provide the basis
for this thesis. In Section 2.2 I give a brief overview of investment portfolio theory. This is
followed in Section 2.3 with an examination of how correlation and volatilities change over
time and in different market conditions. Section 2.4 then looks at different ways of measuring
time-varying correlations and volatilities and in Section 2.5 I examine ways of testing
different covariance measurement methodologies in the context of portfolio efficiency.
Finally, in Section 2.6 I identify the gap in the literature that the substantive research in this

thesis will be based around.

2.2 INVESTMENT PORTFOLIO THEORY

2.2.1 BRIEF HISTORY OF PORTFOLIO THEORY

Markowitz is called the father of modern portfolio theory (MPT). His seminal work published
in 1952 discusses expected (mean) returns and variance of returns as portfolio selection
criteria. Many of the ideas that Markowitz uses can, however, be identified in earlier

literature.

The notions of diversification and covariance can be identified, for example, in Shakespeare’s

“The Merchant of Venice’ (1600). We find Antonio saying:

‘My ventures are not in one bottom trusted,

Nor to one place; nor is my whole estate
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Upon the fortune of this present year:

Therefore my merchandise makes me not sad.’

From an academic perspective we see in Hicks’ (1935) theory of investment the introduction
of ideas that will later prove to be central pillars of MPT. He discussed the notion of risk
within the context of investment. Although he never specifically defined risk in terms of
standard deviation of returns, the concept is implicit in his analysis. We can also identify
ideas in Hicks’ work that were later found in Markowitz’s portfolio theory; for example, the

investor’s desire for low risk and high return.

Around the same time as Hicks, Marschak (1938) introduced the notion of choice under
assumptions of uncertainty (Arrow 1991). Preferences for investment were represented by
indifference curves in the mean-variance space. Although these models were not direct
representations of portfolio theory, later commentators have identified that they are central to
the probabilistic notions of expected return and risk that are central to MPT (Constantinides

and Malliaris 1995).

Other concepts that later proved to be central to the portfolio theory are also found in the
literature of the 1930s. For example, Williams (1938) introduced the notion of making
investments in large number of securities to eliminate risk. It was argued that risk can be
eliminated completely mainly because of the law of large numbers. There were still, however,
ideas missing that would later prove to be central to MPT; he did not, for example, consider
relationships between returns of securities which means, that diversification will reduce but

not eliminate all risk.
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Leavens (1945) argued that the literature of his day discussed diversification in general terms
but did not indicate why it was desirable. Markowitz (1999) argued that he intuitively

understood the concept of covariance but did not provide any theoretical model.

Portfolio theory was developed simultaneously by both Markowitz and Roy in 1952. Roy
(1952) developed a model that was different to Markowitz’s in two aspects. First, Markowitz
allowed only long positions (non-negative investments) whereas Roy did not imply any
restrictions on short selling (negative investments). Second, Roy recommended a specific
portfolio whereas Markowitz offered a possibility of choosing an optimal portfolio from a

range of efficient frontiers that depend on an investor’s risk aversion.

After Markowitz’s seminal paper (1952) we see the theory developing along a number of
different avenues; for example, Hicks (1962), Markowitz (1956, 1959 and 1987), Sharpe
(1963 and 1964) and Tobin (1958). I start the remainder of this section by presenting the
standard Markowitz model. I then subsequently discuss the important issues relating to it
identified in the literature. This is done from the perspective of the objectives of this author’s

thesis.

2.2.2 MARKOWITZ’S MODEL

Markowitz (1952) proposed the theory of portfolio selection that is known in literature as
mean-variance analysis. This framework is an approximation of the expected utility
framework, which is based on the utility function that measures an investor’s satisfaction
with returns. It is generally accepted in textbook literature that the mean-variance framework
is a good approximation of the expected utility framework, since at least one of two
conditions in practice is fulfilled (Fabozzi et al. 2007, Levy and Markowitz 1979, Levy and

Post 2005, Samuelson 1970, Tobin 1958). These conditions are:

10
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e normal distribution is a good approximation of distribution of returns;

e quadratic function is a good approximation of utility function.

The mean-variance analysis builds on two key parameters: the expected return and the
variance (or the standard deviation) of returns as a measure of the risk of the asset or
portfolio. When choosing a portfolio, the investor faces a trade-off between return and risk. A
rational entity will want higher returns and lower risk; however, generally, the higher the
expected return, the larger the risk (Fabozzi and Markowitz 2011). The investment that

dominates all other investments is called mean-variance-efficient (Markowitz 1952).

The expected return of a portfolio (i.e. E (Rp)) of n assets can be calculated as a weighted

average of expected returns of assets (Markowitz 1952):

E(R,) = ZwiE(Ri) (1.1)
i=1

Whereas the variance of portfolio returns (i.e. aﬁ):

n n n n n n
of = Z wio? + 22 Z WW;0;; = Z wio? + 22 Z W;W;0;0;p; (1.2)
i=1 i=1

i=1 j>i i=1 j>i

where w; is weight of asset (relative amount invested in security) 7 in the portfolio, E (R;) is
expected return of asset i, 67 is variance of asset i returns, o; j 1s covariance between asset i
and j returns, o; is standard deviation of asset i returns, p;; is correlation between asset i and ;

returns.
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These Markowitz equations are used widely in the investment industry and are seen as
fundamental to the efficient management of investment portfolios (Syriopoulos and Roumpis

2009, Vrontos et al. 2013).

2.2.2.1 MEASURING RISK-RETURN RELATIONSHIP

In his original seminal paper, Markowitz (1952) identified the possibility of developing the
concept of the efficiency frontier in the context of measuring optimal risk-return
combinations. This has been extended and developed in the subsequent literature (Markowitz
1959, Fabozzi and Markowitz 2011). The use of notion of an optimal portfolio is likely to be

a central feature of my thesis.

Form practical perspective there is problematic to identify the whole efficiency frontier. A
common approach identified in the literature is to focus on specific efficient portfolios. For
example, Cha and Jithendranathan (2009) use minimum variance, low risk and high risk
portfolios. On the other hand, Giamouridis and Vrontos (2007) focus on minimum variance

and specific-target-return based portfolios.

2.2.2.2 MEAN-VARIANCE PORTFOLIO OPTIMISATION

The classical mean-variance portfolio optimisation can be represented via three principle
methodologies. These are: risk minimisation formulation, expected return maximisation
formulation and risk aversion formulation (Fabozzi et al. 2007, Markowitz 1952, Markowitz

1959).

Although a portfolio can be based on unconstrained optimisation (for example, Jorion 1992),
the additional constraints of portfolio being long-only is often added. The effect of this is that
none of the assets” weights can be negative. This could be because of legal or practical
reasons (Fabozzi ef al. 2007, Jorion 1992, Markowitz 1952, Markowitz 1959).
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2.2.3 DEVELOPMENTS AND ISSUES WITHIN MODERN PORTFOLIO THEORY

In the following section I’'m going to discuss some of the issues and development related to
the Markowitz model that can be identified in the literature. Those aspects will be considered

in my PhD thesis later.

2.2.3.1 ALTERNATIVE RISK MEASURES

Standard deviation or variance is not the best measure of risk. This was even identified by
Markowitz himself (1959). One of the reasons behind it is the fact that the distribution of
returns is not normal, which can be identified by empirical evidence, e.g. Mandelbrot (1963).
For this and other reasons the alternative risk measures can be identified in the portfolio
literature. These can be divided into two main categories: dispersion measures and downside

measures (Ortobelli ef al. 2005, Fabozzi et al. 2007, Fabozzi and Markowitz 2011).

2.2.3.1.1 DISPERSION MEASURES

Dispersion measures treat deviations above the mean and below the mean in the equivalent
manner. Standard deviation and variance are the most commonly known representatives of
this group. The other dispersion measure is the mean absolute deviation, which is more robust
to outliers and simplifies the portfolio optimisation problem to a linear problem. The
generalised dispersion measure that nests both the standard deviation (variance) and the mean
absolute deviation is called the mean absolute moment (Konno and Yamazaki 1991, Fabozzi

et al. 2007, Fabozzi and Markowitz 2011).

2.2.3.1.2 DOWNSIDE MEASURES

The other group of risk measures builds on the fact that standard deviation or variance is a

poor measure of risk (Swisher and Kasten 2005). There are at least two reasons why standard
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deviation (variance) does not measure the risk correctly. First, very often the financial asset
returns distribution is asymmetric. Second, standard deviation (variance) measure is based on
deviations from the mean value whereas human risk is rather perceived relative to the

benchmark level, disaster level or minimum acceptable return (MAR).

Even though the downside measures are theoretically appealing, they have some practical
drawbacks. They are computationally much more complicated, not easily aggregated from
the individual level into the portfolio level and prone to higher estimation error as they use
only a proportion of empirical distribution (Grootveld and Hallerbach 1999, Fabozzi et al.

2007).

Possibly the first representatives of this group can be traced back to Markowitz (1952) and
Roy (1952). Markowitz proposed semivariance, which is similar to variance but focuses only
on adverse deviation (Markowitz 1991). Some theoretical properties of the semivariance
approach can be found in Jin ef al. (2006). At the same time, Roy suggested safety first as a
measure of risk. It measures the risk as a probability of portfolio return less than the
minimum accepted return. Further development of the safety first criterion can be found in

Bawa (1975, 1978).

The generalised measure that nests semivariance is called the lower partial moment (Bawa
1976). This measure builds on two parameters: the power index (which represents the risk
aversion) and the target rate of return (which represents the minimum return) (Fabozzi et al.

2007, Fabozzi and Markowitz 2011).

One of the most well recognised downside risk measures is Value at Risk (VaR) (JP Morgan
1994). The VaR is quite intuitive as it measures the predictive maximum loss at a specified

probability level over a given time period (Fabozzi et al. 2007, Fabozzi and Markowitz
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2011). Despite its positive features it has some serious drawbacks. The main one is that VaR

is not a coherent risk measure (Artzner et al. 1999, Danielsson 2011).

To overcome the deficiencies of VaR, Conditional Value at Risk (CVaR) has been proposed
in the literature. CVaR is also called expected shortfall (ES) or expected tail loss (ETL).
CVaR is a coherent risk measure that shows the expected loss, given that the VaR has been
exceeded. Another advantage from the portfolio perspective is the fact that the optimisation
problem is simplified to a linear problem (Acerbi and Tasche 2002, Fabozzi et al. 2007,

Danielsson 2011, Fabozzi and Markowitz 2011).

2.2.3.2 PORTFOLIO OPTIMISATION

2.2.3.2.1 COVARIANCE/CORRELATION ESTIMATION
One of the problems that was identified by Markowitz (1959) is related to the number of

covariance/correlation estimates needed as inputs for a portfolio optimisation exercise. For n

assets in a portfolio one needs as inputs estimates for expected returns (n), variance of returns

. . -1
(n) and covariance or correlation between returns (n(nz )) . The number of

covariance/correlation estimates could be problematic when a portfolio becomes large.

To overcome the dimensionality problem of the covariance structure, index models have been
developed as alternatives, e.g. the market model (Sharpe 1963), the capital asset pricing
model (Lintner 1965, Sharpe 1964), arbitrage pricing theory (Ross 1976), the three factor

model (Fama and French 1992) and the four factor model (Carhart 1997).

2.2.3.2.2 EXPECTED VALUE ESTIMATION

The mean-variance optimisation is very sensitive to the changes in inputs, i.e. expected

returns, variance of returns and covariance/correlation of returns (Fabozzi and Markowitz
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2011). Markowitz’s model is derived on expected values of returns, variance of returns and
covariance/correlation of returns, which are not known as they depend on future distributions.
In practice, the approximations of expected values are based on the historical returns. This is
based on the assumption that the future will be similar to the past, which seems to be a strong
assumption. These approximations lead to estimation errors that are ignored in the standard

portfolio optimisation.

To overcome this deficiency another strand of literature has developed which is called robust
portfolio optimisation. It explicitly incorporates the estimation errors into portfolio analysis,
e.g. Black and Litterman (1991), Markowitz and Usmen (2003), Fabozzi et al. (2007) and

Michaud and Michaud (2008).

2.2.3.2.3 HIGHER MOMENTS

As shown by Fabozzi et al. (2007), when asset returns follow normal distribution or when an
investor’s utility is quadratic then the mean-variance analysis can be seen as a special case of
general utility maximisation. However, many empirical studies provide evidence that asset
returns reject normal distribution as they exhibit asymmetry and fat tails, e.g. de Athayde and
Flores (2004) and Harvey et al. (2010). These higher moments (i.e. skewness and kurtosis)
can be incorporated into the mean-variance framework by expanding the expected utility
function in a Taylor series (e.g. de Athayde and Flores 2004, Fabozzi ef al. 2007, Jean 1971
and Harvey et al. 2010). A rational investor prefers higher odd moments (e.g. mean and
skewness) and lower even moments (e.g. variance and kurtosis) (Fabozzi et al. 2007, Scott
and Philip 1980). This approach of expanding the expected utility is not limited to the first
four moments, but from a practical perspective including orders higher than four is not
desirable as the estimation accuracy of higher moments is quite poor because of the high

estimation error (Fabozzi et al. 2007, Kendall er al. 1998). When log and power utility
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functions are used then the mean-variance optimisation performs very well as it is fairly

insensitive to higher moments (Cremers et al. 2003, 2005, Levy and Markowitz 1979).

Although in reality financial returns tend not to be normally distributed the mean-variance

framework is still used by practitioners. For example, Fabozzi et al. (2007: 154) state:

‘The beauty of Markowitz’s portfolio theory is its simplicity. Despite the abundance of
empirical evidence that asset returns are not normally distributed, some practitioners feel that
in many practical applications, return distributions are not too far from normal to be of

concern.’

2.2.3.3 PORTFOLIO PERFORMANCE MEASURES

One of the key important aspects of portfolio analysis is evaluation of portfolio performance.
The early measures focused on portfolio returns only. However, it is crucial to evaluate
portfolio performance on a risk-adjusted basis because the higher the risk, the higher the
expected return (Reilly and Brown 2012). Within the mainstream literature four key portfolio
performance measures that incorporate risk and return (and not just return) can be identified:
namely the Treynor ratio (1965), the Sharpe ratio (1966, 1994, 2007), Jensen’s alpha (1968)

and the information ratio that is the generalised version of the Sharpe ratio (Goodwin 1998).

To overcome some of these deficiencies a large number of extensions and alternative
measures have been proposed in the literature (Reilly and Brown 2012). For example,
Jensen’s measure has been further developed to incorporate multifactor models to be used
instead of just single factor model (Roll and Ross 1984). An alternative measure was also
proposed by Fama (1972); here the overall portfolio performance is seen as being explained
by investor’s risk, manager’s risk, diversification and net selectivity. Another example is the

Sortino ratio (Sortino and Price 1994), which uses the downside risk as well as the MAR
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instead of variance and mean values. Different group of measures emphasise portfolio
holdings rather then returns (Grinblatt and Titman 1993, Daniel et al. 1997). Performance
attribution analysis breaks down portfolio managers’ skills into two groups: ability to select
superior securities and superior timing. The portfolio performance measure that has been
proposed by Brinson et al. (1986) consists of allocation and selection effect. There is also

another strand of literature that focuses only on market timing skills (Merton 1981).

The literature related to the portfolio performance evaluation is quite extensive and the

aforementioned discussion presents only the main strands.

2.3 FACTORS INFLUENCING CORRELATION BETWEEN MARKETS AND

VOLATILITY

A large number of studies have examined the benefits of portfolio internationalisation, for
example Laopodis (2005), Lucey and Muckley (2011) and Meric et al. (2008). Using
historical data from 1966-1971, Solnik (1995) estimated that non-diversifiable risk was about
27% in the US and about 44% in Germany. He found that a well-diversified international
portfolio reduced this risk by about half for the US investor and that the benefits were even
greater for the German investor. The size of such potential benefits will, however, change
over time in response to changes in the correlation between markets. In this section I examine
how volatile correlations are from a short and a long-term perspective. This is important from
the perspective of my thesis as high levels of volatility in correlation would suggest that I
should be using time-variant measures such as those, for example, estimated based on
multivariate GARCH-based methodologies. Correlation is often highly volatile and can be

influenced in both the long term and the short term by a number of variables.
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Harvey (2000) examined the reasons why international diversification reduces risk. He
argued that if markets were completely segmented then the benefits of internationalisation
would depend on country-level variance and total skewness. If, on the other hand, markets
were completely integrated he argues that covariance and co-skewness are key to the

relationship.

2.3.1 IMPACT OF GLOBALISATION

Many time series studies have identified that, although correlation levels between markets
can vary considerably over time, there is a clear upward trend. It is generally argued that this
reflects the impact of globalisation and increasing market integration; for example, Bekaert et
al. (2002). This conclusion is borne out by a number of related studies in the literature. Fama
and French (1989) and Jagannathan and Wang (1996) identified that as economic production
becomes less segmented and more integrated (as measured by business-cycle convergence),
financial integration increases. This effect was subsequently found to be particularly apparent
in Europe where equity market integration increased significantly after 1996 in response to
rapid economic and financial integration (Fratzschler 2002, Moore 2007, Moore and
Pentecost 2006). A more recent paper by Goetzmann et al. (2005) examined this issue on a
worldwide basis using a timeframe of 150 years. They argue that there is robust historical
evidence that market correlation is strongly influenced by market globalisation. This
argument is also supported by You and Daigler (2010), who found a continuation of this
globalisation-related trend of increasing integration over time, and by a further study from Yu
et al. (2010), who identified that in Asia, rates of market integration had increased in 2007-08
after being relatively low between 2002 and 2006. Despite this predominant focus in the
literature on the increase in integration over time (for example, Barari 2004, Kearney and

Lucey 2004, Swanson 2003), it should be noted, however, that others, such as Schmukler
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(2004), argue that there are limits to this integration process. This can be taken as implying
that diversification benefits are likely to maintain their importance in equity portfolio

allocation.

The impact of globalisation appears greatest in the context of correlation levels between
developed and developing markets. For instance, Cha and Oh (2000) showed that correlation
between developed and developing markets increased over time. Yu ef al. (2010) provided an
evidence of a different degree of integration between mature and emerging markets, which
potentially can be ascribed to political, institutional and economic differences. It seems that
the correlation of more developed markets responds differently (more significantly) to
asymmetric macroeconomic shocks which could indicate much stronger reaction to the
international business cycle (Kizys and Pierdzioch 2006). From the perspective of my thesis
it is therefore probably appropriate to examine the correlation between the US and developed

markets and also the US and developing markets.

2.3.2 IMPACT OF MACROECONOMIC FACTORS

Elsewhere in the literature others have looked at macroeconomic factors (Araujo 2009, Cai et
al. 2009, Jithendranathan 2005, Kizys and Pierdzioch 2006, Syllignakis and Kouretas 2011
and Wang and Moore 2008). Results provided by Kizys and Pierdzioch (2006) suggest that
international equity correlations cannot be systematically explained by the business cycle.
Moreover, neither monetary convergence, nor macroeconomic convergence cannot explain
stock market correlation as found by Wang and Moore (2008). On the other hand, Syllignakis
and Kouretas (2011) provide evidence that macroeconomic fundamentals like business cycle,
monetary policy convergence, inflationary environment and currency risk premium play a
key role in the explanation of the conditional correlation, especially during the 20072009

financial crisis. Another supporting argument can be found in the study by Jithendranathan
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(2005) who argues that macroeconomic variables have an important influence on correlation
and additional studies can be identified that suggest that financial integration tends to be
higher when countries are in recession (Ragunathan et al. 1999). Other researchers, however,
have argued that these effects are more likely to be related to market volatility than
macroeconomic factors. Both Longin and Solnik (1995) and Solnik et al. (1996) argue that
higher correlations should be seem in terms of greater volatility in declining bear market

phases rather than in terms of the impact of a recession.

2.3.3 IMPACT OF STOCK MARKET CYCLE

The assertion that correlation increases during times of high market volatility is a theme that
runs throughout a lot of the literature in this area. For example, Karolyi and Stulz (1996), and
Ramchand and Susmel (1998) found correlation to be higher between the US and other
markets during high-volatility periods. Other researchers relate these differences to the
impact of differences in stock market trends rather than to volatility per se. For example,
Longin and Solnik (2001) find that the correlation increases during bear market phases and
they attribute this to the observation that periods of negative returns are associated with
having higher correlation levels that are periods of positive returns. Similarly, it has also been
identified in a more recent study by You and Daigler (2010) that the benefits from
international diversification are asymmetric; they argue that this results in a reduction in
portfolio diversification benefits during bear markets. Elsewhere in the literature other
research has tried to explain the reasons for this phenomenon. It is argued by Bekaert and Wu
(2000) that the asymmetric impact on correlation of different market phases is possibly due to
negative shocks producing two interacting effects, namely an effect relating to changes in
investors’ expectations of the conditional variance and a second effect relating to increases in

leverage as markets fall. It can also be argued from a behavioural finance perspective that

21



Chapter 2

increases in correlation as markets fall is consistent with the types of herding behaviour that
occur when investors are faced with a relatively uniform set of stimuli (Prechter 1985, 1999).
It has been argued that the stock markets are a direct index of social mood reflecting the

combined level of optimism or pessimism at a given time (Prechter 2001).

2.3.4 IMPACT OF FINANCIAL CRISIS

There are a number of studies that have looked at the impact of a crisis on correlation levels.
Contagion theory (for example, Forbes and Rigobon 2002) would suggest that the impact of a
crisis on correlation will often be short term and result in short-lived spikes in correlation.
More recently, Tsai and Chen (2010) examined the impact of a number of crises, both
financial and non-financial, on correlation among financial markets within the US. The
indications were that these resulted in short-term, contagion-related spikes in correlation.
Further evidence from the 1997 Asian financial crisis appears to support the argument that
market volatility and the phases of the stock market cycle are important factors in
determining the impact of a crisis on cross-country market correlation. Schwebach et al.
(2002) found the impact of the Asian crisis to be similar to that found during business
downturns and bear markets. Using world equity benchmark shares, they identified that
cross-country correlations increased. These ranged from 0.180 to 0.274 during the first phase
of the crisis, rising to 0.451-0.531 during the second phase. In another study, Cho and
Parhizgari (2008) appear to confirm the existence of contagion effects across eight South-
East Asian markets; they found mean country-pair correlations before and after the crisis
were largely statistically significant. Medo et al. (2009) quantify the influence of correlation
on investment diversification by using the effective portfolio size. They analyse change in
effective portfolio size over the period January 1973—April 2008 for 20 stocks from DIJIA.

They show that during the three crises — October 1987, emerging market 1997 and dot-com
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bubble 2001-2002 — the effective portfolio size decreases substantially, which indicates an

increase in the correlations.

It can be noted that the studies cited in relation to the Asian financial crisis used relatively
short data sets. This means that it is not possible to tell from them whether or not the changes
found were limited to being short-term contagion effects or whether they represented long-
term structural changes. Long-term structural changes would not be surprising. My data set
covers a long data period that enables me to perform a much more detailed analysis. Garnaut
(1998) argued that the Asian crisis had a major structural impact on the region. He noted that
the crisis induced policy reforms (for example, significant cuts in government expenditure)
and that these reforms were reinforced by IMF programmes (for example, monetary policy
tightening such as increases in interest rates). Garnaut argued that the result would be that
markets would be made more effective in allocating resources. These policy induced changes,
I would argue (see also Chiang et al. (2007)), will potentially induce permanent change in the

correlations between markets through changes in the regional ‘financial architecture’.

2.4 MODELLING OF VOLATILITY AND CORRELATION

2.4.1 FEATURES OF FINANCIAL DATA

The financial data exhibit different features such as (Brooks 2008, Danielson 2011, Piontek

2004a, 2004b, Tsay 2010):

e Volatility clustering — there are periods of high and low volatility. The high absolute
returns tend to follow high absolute returns and small absolute returns tend to follow
small absolute returns.

o Leptokurtosis effect — the distribution of returns shows much fatter tails than the

normal distribution assumes (i.e. the probability of rare events is much larger).
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o Leverage effect — the volatility tends to be larger for price falls than for price rises
when the magnitudes of both the price rise and price fall are identical. This is the
asymmetric influence of negative and positive information on future level of
volatility.

e Skewness — the returns distribution presents some degree of skewness.

e Autocorrelation — of rates of returns especially in periods of low variability.

e Long-run memory effect — high order autocorrelation coefficients of squared returns
(errors) are significant, more precisely when autocorrelation coefficients of squared

errors sum up to infinity.
2.4.2 UNIVARIATE VOLATILITY MODELS
2.4.2.1 MOVING AVERAGE (MA)

One of the simplest ways to estimate volatility is the moving average (MA) model. The EW-

period MA model can be presented as follows (Alexander 1998, Danielson 2011):
EW
2 1 2
o = WZ €2, (1.3)
=

where €, = r, — u, is the demeaned asset’s return 73 at time t, 67 is the variance at time t,

EW is the estimation window.

Despite the estimation simplicity, the model has some deficiencies. For example,
observations are equally weighted and the choice of estimation windows is rather arbitrary

(Alexander 1998, Danielson 2011).

2.4.2.2 EXPONENTIALLY WEIGHTED MOVING AVERAGE (EWMA)
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The way to improve the MA model is to treat observation differently, i.e. by assigning higher
weight to the most recent observations. JP Morgan (1994) proposed the EWMA model that
uses exponential weights. The EW-period EWMA model can be presented as follows

(Alexander 1998, Danielson 2011, JP Morgan 1994):

o = 17 N (1.4)
A =2y L7 O
=

where €, = r, — u, is the demeaned asset’s return 73 at time t, 67 is the variance at time t,

EW is the estimation window, 0 < A < 1 is the decay factor.
The model can be rewritten in the following manner (Alexander 1998, Danielson 2011):

o2 = (1— e, + Aa2, (1.5)

JP Morgan suggested A = 0.94 for daily data and A = 0.97 for monthly data.

Similarly as for the MA, the EWMA model is relatively easy to estimate. However, the main

disadvantage of EWMA is the assumption of a constant decay factor for all assets.

2.4.2.3 AUTOREGRESSIVE CONDITIONALLY HETEROSKEDASTIC (ARCH)

This is a special class of models very popular in volatility modelling and forecasting. The
autoregressive conditional heteroskedasticity (ARCH) model was proposed by Engle (1982).

The ARCH (q) can be represented as (Danielson 2011, Yu 2002):

{Tt:ﬂ‘*‘ut (1.6)

of = ag+ aquf 4 + -+ agui,

where u,~iid(0, 07)
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or

{rt = U+t o (w7

2
of =g+ ay(re—g —p)?+ -+ aq(rt—q - Il)

where g,~iid(0,1)

The conditional variance of error depends on q lags of squared errors. The h-step-ahead

forecast of volatility can be shown as (Yu 2002):
~ A . 2
6fen = Qo + oy (Fen—1 — )* + -+ @q(Pern—q — 1) (1.8)

Teon—j = Tt4n—j 1<h<]

where
{(Ttih—j - H)Z h>j

This model allows the modelling of time-varying variances. However, there are some
limitations. Firstly, when modelling financial time series the number q tends to be large.
Secondly, the non-negativity constraint of alphas ( V;—q,..q @; = 0) can be violated as the
number of alphas increases (Brooks 2008: 391-392, Piontek 2000, Tsay 2010). To overcome
some of the deficiencies, the generalised version of ARCH model was developed by

Bollerslev (1986).
2.4.2.4 GENERALISED AUTOREGRESSIVE CONDITIONALLY HETEROSKEDASTIC (GARCH)

The conditional variance in the GARCH model depends not only on lagged squared errors
but also on lags of conditional variance (Bollerslev 1986). The GARCH (p, q) can be

presented as follows (Danielson 2011, Yu 2002):

{Tt:#+ut (1.9)

2 2 2 2 2
of = g+ ui_g + -+ aqui_g + 1o+ + Bpoiy
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where u,~iid(0, 0?)

or

Tt = U+ 0pEy
{ ) ) 2 5 ) (1.10)
0f = ag + ay(remq — 2 + -+ aq(re—g — 1) + P10y + - + Bpo,
where £,~iid(0,1)
The h-step-ahead forecast of volatility can be shown as (Yu 2002):
m
Gton = ag + Z(ai + B8 n—i = BrnWe = = BnWesn-m h=1,,p
=1 (1.11)
Ik&t2+h =ap + Z(“i + )6l n—i h=p+1,--
i=1
where:
Se=Te— W,
m = max{p, q},

a;=0 fori>q,
Bi=0 fori>p,
W, = s — E(s?|3;21) for0<t<t,

w,=0 fort<0,

62=5s2 for0<t<t,
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PN 1
6t =st =_X%isf forT<0,

The GARCH (p, q) model can be presented as ARCH («). GARCH (1,1) is sufficient to
capture all volatility clustering in the data. GARCH is more parsimonious and avoids
overfitting (Brooks 2008, Piontek 2004a, 2004b, Tsay 2010). The unconditional variance of

error is (Hamilton 1994):

q

14
a
var(uy) = ——r———— for Z a; +Zﬁi <1 (1.12)
1-X 0 =2 B =1 i1

If Z?:l a; + Zle Bi = 1 then the unconditional variance is not defined.
2.4.2.5 ARCH AND GARCH EXTENSIONS

‘Simple’ ARCH and GARCH models cannot account for all of those data features presented
in Section 2.4.1. Mainly for this reason, but not only, many extensions were proposed in the
literature in order to model the financial data more accurately. These are only some examples
from the extensive collection (Bollerslev 2008, Brooks 2008): APARCH (Engle 1990),
EGARCH (Nelson 1991), FIGARCH (Baillie et al. 1996), GARCH-M (Engle et al. 1987),
GJR GARCH (Glosten et al. 1993), GARCH-t (Bollerslev 1987), IGARCH (Engle and

Bollerslev 1986), NGARCH (Higgins and Bera 1992) and TGARCH (Zakoian 1994).

2.4.2.6 ALTERNATIVE UNIVARIATE VOLATILITY MODELS

As well as GARCH models found in the mainstream literature, a number of alternative
volatility models can also be identified in the literature for example implied volatility,
realised volatility, range-based volatility and stochastic volatility models (Danielson 2011,

Fabozzi et al. 2007, Tsay 2010).
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The implied volatility is based on the Black-Scholes model (Black and Scholes 1973). Given
option prices and applying Black-Scholes model, one can derive implied volatility. The main
advantage of this volatility measure is its forward-looking nature. However, the key
deficiency is that the Black-Scholes model assumes constant volatility and normal
innovation. In terms of forecasting future volatility, the empirical studies show mixed picture

(Canina and Figlewski 1993, Duque and Paxson 1997, Fung and Hsieh 1991).

Another alternative group of models estimating volatility is based on the idea of calculating
the volatility of low-frequency data using high-frequency data (Andersen et al. 2001a, 2001b,
French, et al. 1987). The main advantage of this approach is its simplicity. On the other hand
there are some disadvantages, for instance the availability of intraday data, the effects of
market microstructure, the problem of choosing the optimal time interval, the overnight

return or the diurnal pattern in volume and volatility (Danielson 2011, Tsay 2010).

Information about opening, low, high and closing prices can be used to improve an estimate
of volatility (Alizadeh et al. 2002, Garman and Klass 1980, Parkinson 1980, Rogers and
Satchell 1991, Tsay 2010, Yang and Zhang 2000). One of the disadvantages is that the
volatility can be underestimated as the actual range of daily prices can be underestimated by
the observed range. This is because we can only observe prices at certain discrete points in

time (Tsay 2010).

The stochastic volatility models incorporate innovation into conditional volatility equation
(Ghysels et al. 1996, Harvey et al. 1994, Taylor 1994). Despite the advantages, such as it can
be expressed in continuous time form and provide greater flexibility, the stochastic volatility
models are much more difficult to estimate as the model uses two innovation terms.
Additionally, there is little evidence of their out-of-sample forecast superiority (Danielson

2011, Tsay 2010).
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2.4.3 MULTIVARIATE VOLATILITY MODELS

So far I have focused mainly on modelling and forecasting the volatility of one time series.
However, in practice there is a need to be able to model and predict the covariances
(correlations) between time series. Therefore, we have to move from univariate models to
multivariate models. Covariance in finance is used to calculate hedge ratios, portfolio VaR
estimates, betas of capital asset pricing models (CAPM), asset weights in portfolio and many
more. Multivariate models not only model variances but also covariance (Bauwens et al.

2006, Brooks 2008, Silvennoinen and Terésvirta 2008).

2.4.3.1 MOVING AVERAGE (MA) MODEL

To extend the univariate MA model presented in Section 2.4.2.1 to a multivariate case we
need to calculate the covariances. The EW-period moving average is defined as follows

(Alexander 1998, Sheppard 2012):
EW
1 !
H, = WZ € i€l (1.13)
i=

where €; = 1, — U, is the vector of demeaned assets’ returns 7; at time t, H; is the covariance

matrix at time t, EW is the estimation window.

Despite the estimation simplicity, the model has some deficiencies. For instance, observations
are equally weighted and the choice of estimation windows is rather arbitrary (Alexander

1998, Danielson 2011).

2.4.3.2 EXPONENTIALLY WEIGHTED MOVING AVERAGE (EWMA) MODEL
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The univariate EWMA model presented in Section 2.4.2.2 can be extended to a multivariate
framework in the following way (Alexander 1998, Danielson 2011, JP Morgan 1994,

Sheppard 2012):

Ht = (1 - /1)6{-_161—_1 + AHt—l (1.14)

where €, = 1, — U, is the vector of demeaned assets’ returns r; at time t, H, is the covariance

matrix at time t, 0 < A < 1 is the decay factor.

As mentioned previously, this model is not only simple to estimate but also the covariance
matrix is guaranteed to be positively semi-definite. However, the main drawback is its

constant non-estimated decay factor (Alexander 1998, Danielson 2011).

2.4.3.3 MULTIVARIATE GARCH MODELS

Consider that a vector stochastic process {r;} with dimension N x 1. Let J;_; denotes the

information set generated by the observed series {r;} until time 7 - 1. I assume that (Bauwens

et al. 2006):
e = u(0) + €,
1 (1.15)
€ = th (0)z,
where:

6 - vector of parameters,

U (0) - conditional mean N x 1 vector,

H;(0) - conditional variance N x N matrix,

z; -iid vector N x 1, that E(z;) = 0 and Var(z;) = Iy
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It is worth noting that the conditional variance of r, is equal to the conditional variance of ¢,

(Bauwens ef al. 2006):
1 1’
Var(r3e-1) = Var(e|3;-1) = thvar(zt|3t—1) <Ht2> = H, (1.16)
H, is a positive definite matrix (N x N) that may be obtained by e.g. the Cholesky
decomposition (Piontek 2006).
The next few sections will focus on the specification of H,.

2.43.4 VEC MODEL

This model was proposed by Bollerslev ef al. (1988). The VEC model can be presented as

follows (Silvennoinen and Terdsvirta 2008):
q p
vech(H;) = c + Z Ajvech(et_jeé_j) + Z ijech(Ht_j) (1.17)
j=1 j=1

where vech (-) operator stacks the columns of the lower triangular part of a N x N matrix as a

N(N+1) N(N+1) _ N(N+1)

X 1 vector and 4; and B; are ——— X ———— matrices of parameters (Silvennoinen and

Terdsvirta 2008). Each conditional variance and covariance depends on lagged squared
errors, cross-products of errors and lagged conditional variances and covariance. That is why

the VEC model is very general. However, high flexibility introduces some disadvantages.

N(N+1))2 + N(N+1)

> , which is large;

Firstly, the number of parameters is equal to (p + q)(

even for p = ¢ = 1 and N = 3 the number of parameters equals 78. This makes an estimation
demanding. There are restrictive conditions introduced to make the covariance matrix H,

positive definite for all ¢ (Bauwens er al. 2006, Brooks 2008: 434, Piontek 2006,
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Silvennoinen and Terédsvirta 2008). Therefore, a diagonal version of VEC model was

proposed.

2.4.3.5 DVEC MODEL

The DVEC model is a restricted version of VEC (Bollerslev ef al. 1988). This model assumes

that 4, and B; are diagonal matrices. This assumption implies there are fewer parameters to be

N(N+1)
2

estimated (p + q + 1) (e.g. for p = ¢ =1 and N = 3 the number of parameters equals

18). Therefore, estimation is less demanding at the cost of flexibility. Each element A,
depends on lagged values of errors ¢;¢; and its own lagged values. This introduces the lack of
transmission effect (Piontek 2006). Even though it is easier to obtain a positive definiteness
of the conditional variance matrices for DVEC than VEC, the restrictions are still strong
(Bauwens et al. 2006, Brooks 2008: 434-435, Engle et al. 1995, Piontek 2006, Silvennoinen

and Terésvirta 2008).

2.4.3.6 BEKK MODEL

The solution for the problem of ensuring positive definiteness is a new parameterisation of

the conditional variance matrix H; (Engle ef al. 1995):

K K
Ht = CC’ +ZZA;c]€t_J€£_]Ak] + ZZ Bllc]Ht—]Bk] (118)

P

j=1k=1 J=1k=1
where Ay;, By and C are parameter matrices with the dimension N x N; however, C is lower
triangular. This model was proposed by Baba, Engle, Kraft and Kroner and is called the
BEKK model (Engle et al. 1995). Parameter k ensures the generality of the model; however,

when K > 1 then identification problems arise (Silvennoinen and Terdsvirta 2008). Under

very weak conditions the conditional covariance matrix H; is positive definite at all times
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(Engle et al. 1995). The constant term matrix is decomposed into two C and C’ to ensure the
positive definiteness of H;, BEKK is almost as general as VEC as it includes all diagonal

representations of VEC and almost all positive definite VEC representations (Engle et al.

1995). The number of parameters to be estimated (p + q)KN? +w is still large.

N(N+1)
— =

Assuming thatp=¢g =1, N=3 and K = 1 then (p + ¢)KN? + 24.

The model can be simplified by assuming that the 4y;, By; matrices are diagonal. The number

of parameters decreases to (p + q)KN +w(e.g. forp=¢g=1, N=3and K = 1 the

number of parameters equals 12) but is still large (Silvennoinen and Terdsvirta 2008).

By using BEKK parameterisation for H; the positive definiteness is easily obtained; the
problem with convergence could be an issue as H, is not linear in parameters. The

interpretation of parameters seems not to be easy (Silvennoinen and Terésvirta 2008).

2.4.3.7 O-GARCH MODEL

To overcome the estimation problem of a large number of parameters, the O-GARCH model
was presented by Alexander (2000). This model tries to express multivariate GARCH by
means of univariate GARCH models, i.e. the N x N conditional variance matrix H, is
modelled using m < N univariate GARCH models (Bauwens ef al. 2006). The error vector
process {¢;} can be represented as linear combinations of m uncorrelated factors f; with
unconditional variances of one, where m is usually much smaller than N (Alexander 2000,

Bauwens et al. 2006, Silvennoinen and Terdsvirta 2008):

1
V_Eft = ut S Wmft (1’19)

where:
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ft = (fie * fme)' that E(f¢|S¢—1) = 0 and Var(f|3;-1) = X, = diag(alet, ---,afzmt)
Each factor is assumed to follow the GARCH (1,1) process, so:

of, = (L —a; = B) + aifie—q + 'Biafzi,t-l fori=1,-,m

V =diag(v,,-,vy) and v; the population variance of €;;

I~

Wi, is orthogonal N x m matrix that W,,, = B, A%,

Ay =diag(Aq,+++,Ay) that A; =+ > 1,, > 0 and A is the eigenvalue of the population

correlation matrix of u;

P, is N x m the matrix of corresponding eigenvectors to eigenvalues of the population

correlation matrix of u;
The conditional variance matrix of u, is equal:

Vt = Var(ud?st_l) = WmZth’l (120)

Therefore, the conditional variance matrix of ¢, equals:

11 1
2 2

1 1
H, = Var(e|3;_1) = V2V,Vz = V2W,, 2, W, V2 (1.21)

The parameters for the O-GARCH (1,1,m) model are V, W, all ¢; and all ;. The number of

N(m+1)+4m

parameters is equal or in extreme cases (i.e. m = N). V, W,, are obtained by

sample counterparts. The number of factors used is established by principle component

analysis.

The advantage of the model is that in practice only a few principle components are enough to

explain most of the variability in the system. This means that the estimation process is much
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easier. However, if the data are weakly correlated then identification problems arise. Another
problem for the O-GARCH model is when the components have similar scaling
(unconditional variance). Thirdly, if the number of components m is less than N then the rank
of the conditional variance matrix is reduced, which can be a problem for some diagnostic
tests and applications that use the H;! matrix (van der Weide 2002). Finally, the
transformation matrix W, is restricted to be orthogonal. Therefore, van der Weide (2002)

showed a generalised version of O-GARCH model.
2.4.3.8 GO-GARCH MODEL — MAXIMUM LIKELIHOOD (ML)

The model can be defined as the O-GARCH model above with two main differences. Firstly,
the number of factors equals the number of series (i.e. m = N). Secondly, the transformation
matrix W is restricted to be invertible, not only orthogonal as in O-GARCH model. W is
obtained by using singular value decomposition (Bauwens et al. 2006, Silvennoinen and

Terdsvirta 2008, van der Weide 2002):
1
W = PA2U (1.22)

where: A = diag(A4, -+, Ay) that 4; = -+ = Ay > 0 and 4 is the eigenvalue of the population

correlation matrix of u;

P is N x N the matrix of corresponding eigenvectors to eigenvalues of the population

correlation matrix of u;
Uis N x N orthogonal matrix with det(U) = 1

Matrix U can be obtained as a product of rotation matrices (Bauwens et al. 2006, van der

Weide 2002):
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v=]]Rrs(6y) —mssy<m ij=1-N (1.23)

where R;; performs a rotation in the plane spanned by e; and e; over an angle, J;. J;; are called

the Euler angles and may be obtained by ML estimation.

The implied conditional correlation matrix of ¢; can be calculated as follows (Bauwens ef al.

2006, van der Weide 2002):

R, = D71V, D;? (1.24)

1
where: D, = (Vy o)z and V, = WE W'
o is a Hadamard product (i.e. an element-wise product)

The model can be estimated using a two-step procedure (van der Weide 2002). In the first
step, P and A are estimated by exploiting the unconditional variance of u, (i.e. sample

counterparts). In the second step, the conditional information is used to estimate the rotation

NOV*3) (i e ”(”2 1 2N

coefficients of U and all a; and f; of N factors. This means that

parameters can be estimated by the log-likelihood function (Bauwens ef al. 2006,
Silvennoinen and Terdsvirta 2008, van der Weide 2002). The number of parameters is quite

large.

It is worth mentioning that MGARCH-in-mean models cannot be estimated with O-GARCH
and GO-GARCH because of the two-step estimation procedure. Secondly, O-GARCH and
GO-GARCH are part of factor GARCH models and therefore are nested in the BEKK model

(Bauwens ef al. 2006).
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Allowing the transformation matrix W to be time-varying is one of the possible extensions.
Secondly, to use different GARCH models for components (i.e. not only GARCH (1,1))

would be another possible extension (van der Weide 2002).
2.4.3.9 GO-GARCH MODEL — NON-LINEAR LEAST SQUARES (NLS)

The problem of maximising the multivariate likelihood function for high dimensions led to
the development of the three-step procedure. This estimation method was proposed by
Boswijk and van der Weide (2006). The second step of the two-step procedure is itself
divided into two steps. This allows the separation of the estimation of a part of the link matrix

W (i.e. U matrix) from univariate GARCH parameters (i.e. {a;, B;}/%1)-

The three-step procedure tries to identify U from the autocorrelation structure of s;s;’ where

1
s; = A 2P’e;. They obtain the estimate for B = U'AU by developing the following regression

model:
StS£ - Im = B(St_ls{-_l - Im)B + Ft E(Ft) = O (1.25)

using the non-linear least squares method. The estimate for U is obtained from B as 4 is the

diagonal matrix.

The three-step procedure is not only more practical in terms of implementation but is also
less prone to convergence problems. However, the main disadvantage is the loss of

efficiency.

They apply the O-GARCH, DCC and GO-GARCH models to 10-year daily returns of the
Dow Jones Industrial index and the NASDAQ Composite index. They find that patterns are
quite similar for volatilities and covariance, with some differences in the heights of the peaks;

however, more discrepancy is observed in the estimated correlations between GO-GARCH
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and two other models. GO-GARCH correlations seem to be like a smoothed version of DCC
and O-GARCH. GO-GARCH estimates display lower and upper bands, which is a

confirmation of the previous results (van der Weide 2002).

They also perform a test for two five-variate examples of five indices, namely US and
European indices. What they find is that the NLS (i.e. three-step) estimator performs as well
as the ML (i.e. two-step) estimator or even better. US data exhibit noticeable skewness and
kurtosis, which makes the model misspecified. These factors have a bad influence on the MLL

estimator whereas the NLS estimator seems to be much more robust.

2.4.3.10 GO-GARCH MODEL — INDEPENDENT COMPONENT ANALYSIS (ICA)

Both the two-step procedure and the three-step procedure seem to be too slow when the
dimension of the model is high. For that reason, Broda and Paolella (2008) introduce a two-
step procedure for estimation of the GO-GARCH model. They use independent component
analysis (ICA) as the main tool for the decomposition of a high-dimensional problem into a
set of univariate models. The ICA algorithm maximises the conditional heteroskedasticity of
the estimated components. Their method is called CHICAGO (conditionally heteroskedastic
independent component analysis of generalised orthogonal GARCH models). Their

procedure allows them to apply non-Gaussian innovations.

ICA is a more powerful tool than principle components analysis (PCA) in the sense of
preserving the interesting features of the data-like clusters. This is because PCA tries to find
the direction of the component in which the variance of the data is maximised, whereas ICA
tries to find the direction of the component in which the interesting features of the data are
kept. This objective leads to different components between ICA and PCA. For details see

Hyvarinen (1999a).
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Broda and Paolella estimate U by ICA. There are many approaches for solving the ICA
problem. It is a matter of choosing an appropriate objective function and optimisation

algorithm. This might be expressed in the following ‘equation‘ (Hyvarinen 1999b):
ICA method = objective function + optimisation algorithm
The matrix M defining the transformation:

ft = Mm€, (1.26)

The aim of ICA is to find M,,, = W,,;* such that y; = M,, €; are independent. One of the most
important restrictions for ICA is that the independent components must be non-Gaussian. If

more than one of components is Gaussian, the matrix ¥, is not identifiable.

One of the methods for solving this problem is by maximising negentropy. The central limit
theorem states that the distribution of the sum of independent random variables with finite
second moments converges to a Gaussian distribution. Let us define z = W,Im. Then we
have y = mTe = m™W,,f = zTf, which means that y is a linear combination of f with
weights given by z’. According to the central limit theorem, z’f is more Gaussian than any f;
and least Gaussian when it equals one of f; (only when one of z; of z is non-zero). Taking m,
that maximises the non-Gaussianity of m’e. This vector m corresponds to a z that has only

one non-zero component. This in turn leads to one of the independent components equals m’e

_

The differential entropy H of a random vector y with density f(y) is defined as (Hyvarinen

and Oja 2000):

H(y) = - f FO)logf 3)dy (127)
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This measure is well known as Shannon’s entropy or measure of uncertainty (Shannon 1948).
A Gaussian variable has the largest entropy among all random variables of equal variances.

Now we can define negentropy J (i.e. a measure of non-Gaussianity):
](:V) = H(Ygaussian) - H()’) (1.28)

In practice, however, the density is unknown and an estimate of the negentropy is needed.

One of the possible estimators of the negentropy suggested by Hyvarinen (1999a) is:
Je(m) = [E{G(m" €)} — E{G(»)}]? (1.29)

where m is an m-dimensional (weight) vector constrained so that E{(mTe)?} = 1and G is a

non-quadratic function. Hyvarinen proposed the following choices of G functions:

G,(u) = logcosha,u (1.30)

G,(w) = exp(—a,u?/2) (1.31)
withl<a; <2,a,=1
To summarise, the aim is to find m that maximises the negentropy of m'e.

The example of a Fast ICA fixed-point algorithm for one and several units was proposed by
Hyvarinen (1999a). This algorithm is based on the Newton-Raphson method. It is
transformed to a fixed-point iteration. It is worth noting that the convergence is cubic (or at

least quadratic).

The second method of solving ICA is by exploiting the time structure of the data set. This

approach seems to be more natural for time series data, e.g. financial returns data, as the
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financial data exhibit GARCH effects. That is why by maximising the autocorrelation of the
squared returns one can separate independent components (Broda and Paolella 2008). The
fixed-point algorithm was proposed by Hyvarinen et al. (2001) based on cross cumulants.

The convergence is cubic. For details see Hyvarinen ef al. (2001).

Broda and Paolella (2008) use the second algorithm; however, they suggest that one may use

the first one if the second algorithm fails to converge but this is rare.

They also compare three estimators of matrix U: ML of van der Weide (2002), NLS of
Boswijk and van der Weide (2006) and ICA of Broda and Paolella (2008). ML and NLS
estimators are virtually unbiased whereas ICA shows a small bias. NLS and ICA are much
more robust than ML as they are separated from factor specifications. ICA does not exhibit
problems with convergence, conversely to ML. The time of the estimation for their data set
shows a big discrepancy between the estimators. The ICA algorithm is 56 and 297 times
faster than NLS and ML, respectively. Taking into account all features (i.e. robustness,

accuracy, reliability and speed) the ICA estimator looks very promising.

They also apply non-Gaussian distributions for components. They use two special cases of
generalised hyperbolic distribution (i.e. normal inverse Gaussian and hyperbolic). They also
propose to use the asymmetric power ARCH model for the components instead of GARCH
(1,1). However, the problem with using generalised hyperbolic distribution of a weighted
sum of independent random variables lies in estimating the cumulative density function,
which is needed to calculate portfolio risk measures such as VaR or ES. This problem can be
solved by saddle point approximation. This method is not only extremely accurate but also
computationally cheap. Their application example considers VaR forecasts for three equally
weighted portfolios of ten companies taken from Dow Jones. The data spans the period from

23/09/1992 to 23/03/2007. The VaR forecasts obtained are 1.13% (4.48%) for normal inverse
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Gaussian distribution and 1.04% (3.98%) for hyperbolic distribution at a nominal level of 1%
(5%). The null hypothesis of correct coverage of the Kupiec test cannot be rejected with a p-
value of 0.54 (0.26) for normal inverse Gaussian distribution and 0.85 (0.02) for hyperbolic

distribution.
2.4.3.11 GO-GARCH MODEL — METHOD OF MOMENTS (MM)

Boswijk and van der Weide (2009) propose another three-step method for estimation of the
GO-GARCH model based on the method of moments. This method is based on the fact that
latent factors exhibit heteroskedasticity. All they assume about the factors is that they have
persistence in variance and finite fourth moments. This method is very convenient as it does
not require optimisation of an objective function. In the third step univariate GARCH models

are estimated for latent factors.

The starting point for the derivation of their estimator is the matrix-valued process S; =

1
S¢St — Iy, Fr = fif{ — I, and in particular their autocorrelation properties. s; = V™ z¢;. It is

worth noting that the O-GARCH model of Alexander (2000) assumes the standardised

1
principle components s; =V 2P’e; are independent whereas here the components are
conditionally uncorrelated. This is a weaker assumption. Let us define the autocorrelations
— 2 £2 : _ 2
Pik = corr(fit,fl-‘t_k) and the cross-covariances T;j = cov(fit,fi‘t_kjj-‘t_k) . Another

assumption  states that for some integers p, Minjcicy, MaXick<p|pik] >0

______

I(f) = E(FFeoy) k=12, (1.32)
Taking into account all the assumptions, they end up with:

() = diag((c; = Dprg, -+, (em = Dpmic) (1.33)
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The autocorrelation matrix then can be defined as:

1 _1 , 1.34
Py (f) = To() 2N (AT () 2 = diag(prr, -, Pmuic) (1.34)
The autocovariance and autocorrelation matrices for s, = Uf;:

Ti(s) = E(S¢Se-i) = EUFRU'UF,_ U') = UTy (fHU’ (1.35)

By () = Ty () ()T ()2 = UT (U’ (136)

The U matrix can be identified by the eigenvectors of T} (s) or @, (s) as I} (f) and @, (f) are

diagonal and U is orthogonal matrix.

The sample estimators for I, (s) or @, (s) are given as follows:

T T
~ 1 1 ’
Fk(s) = T Z StSt—k = T Z (StS{- - Im)(st—kst—k —_ Im) (1'37)
t=k+1 t=k+1
~ ~ 1 ~ 1
@, (s) = [h(s) 2l ()T (s) 72 (1.38)

However, their experiment suggests that the most efficient estimator of Uy uses a symmetric

version of @, (s) (i.e. %(@k(s) + @k(s)’)).

Obtaining an even more efficient estimator U may be possible by combining information
from different lags. That is why they follow the Cayley transform to derive the pooled

estimator:
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p p -1
0= <1m — wi(lyy = 0) (I — ﬁk)_1> (Im — wi(Ly = 0) (I — Uk)_1> (1.39)
2, ).

where wy can be chosen as an equal weight or depending on eigenvalues of %(@k(s) +

® k(s)’) . For details see Boswijk and van der Weide (2009).

They perform a finite sample performance of their estimator of the U matrix. To do this they
follow Fan et al.’s (2008) approach by defining the square root d(U,U") of a symmetric
version of the distance measure D(U,U") for orthogonal matrices. For details see Boswijk
and van der Weide (2009). They calculate the root mean square distance of d(U,U") (i.e.
RMSD) over 5,000 Monte Carlo replications for different numbers of the observations
T € {800,1600,3200,6400} and different values of p € {1,5,10,25,50,100,200}. The
eigenvalue-weighted estimator always is better than the equally weighted estimator. The
optimal lag length is p = 50 (all the components have finite kurtosis) or p = 100 (some of the
components do not have finite kurtosis) depending on the properties of the components. The

larger the sample size is the higher lag order is needed.

The maximum likelihood estimator (ML) has a much smaller RMSD than the method of
moments estimator (MM). However, a very important fact is that the MM estimator for the
process with some of the components not having finite kurtosis (which violates one of the
assumptions) has the same behaviour as for the process with all the components with finite
kurtosis. The gap between the efficiency of the MLL and MM estimators is reduced when
different GARCH specifications or non-Gaussian innovations are proposed for the
components. When the dimension of the system increases then convergence problems are
possible for the ML estimator. The gap between the time needed for estimation of ML and

MM grows significantly when the dimension of the system increases.
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They also perform two empirical applications for comparison of ML and MM estimates.
They first consider the Dow Jones STOXX 600 European stock market sector indices. The
data span the period from January 1987 to December 2007. They focus on a trivariate model
of three sectors. They find that the estimates obtained for the U matrix as well as the GARCH
parameters are different. The estimated variances and covariances are quite similar but the
correlations seem to differ more. Generally speaking, more variation can be noticed in series
estimated by the ML method than by the MM method. Then they add to the system another
12 sectors and perform the above-mentioned estimation once again. The variances and
covariances are similar. The conditional correlations display larger differences; however, the
variation in the 15-variate model is small around their unconditional mean. All variances,
covariances and correlations in the 15-variate model are much smoother than in the three-

variate model.

The second application examines the conditional correlations between the daily returns of
American Airlines, South-West Airlines, Boeing, FedEx, crude oil and kerosene. The focus
on the data from 19 July 2003 to 12 August 2008. They find that all correlations display the

same pattern. MM correlations show more variation than ML correlations.

2.4.3.12 DCC MODEL OF ENGLE

The DCC model was proposed by Engle (2002). This model belongs to a group of
multivariate models that can be seen as non-linear combinations of univariate GARCH
models. The DCC is a generalised version of the constant conditional correlation (CCC)
model of Bollerslev (1990). Other DCC models are by Tse and Tsui (2002) or
Christodoulakis and Satchell (2002). However, I will just focus here on Engle’s DCC model,

which is defined as follows:
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Ht = DthDt (1.40)

where
1 1
D, = diag (hflt, ""hzzvzvt> (1.41)
hi; can be any univariate GARCH model
1 1 1 1
R; = diag (hflt, e, h12\/1vt> Q.diag <hflt, e hIZVNt> (1.42)

Q= (ql- jt) is the N x N symmetric positive definite matrix defined as:
Q=0 —-a-pB)Q+ aue_qui_y + Q1 (1.43)

where u;e = €;¢/+/ Ryt
o and f are non-negative scalars that o + f <1,
Q is the N x N unconditional variance matrix of u,.

The main drawback of the model is that all conditional correlations follow the same dynamic
structure. The number of parameters to be estimated equals (N + 1)(N + 4)/2 and is large
when N is large (Bauwens et al., 2006). Therefore Engle proposed the estimation of the DCC
model by a two-step procedure. This is possible as the conditional variance
H, = DR:D; can be seen as volatility part and correlation part. Instead of using the
likelihood function for all the coefficients he suggested replacing R, by the identity matrix.
This leads to a quasi-log-likelihood function that is the sum of log-likelihood functions of N
univariate models. In the second step Engle estimates parameters of R,. This method produces

consistent but not efficient estimators. It is possible to compare the log-likelihood function of
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the two-step procedure with the one-step procedure and of the other models. For details see

(Bauwens et al. 2006, Engle 2002).

Engle performs a comparison of several correlation estimators. The data-generating process is
described by two GARCH models and by six different correlation functions. The simulation
is performed 200 times for 1,000 observations. He uses eight different models for estimating
correlations: moving average, exponential smoothing, scalar BEKK, diagonal BEKK,
orthogonal GARCH, DCC with integrated MA estimation, DCC by log likelihood for the
integrated model and DCC by log likelihood for the mean-reverting model. Three different
measures for comparison are used. The first is the mean absolute error. The second is the
autocorrelation test of the squared standardised residuals. The third test is based on the
estimator of VaR for a two-asset portfolio. For details see Engle (2002). Overall the
experiment shows that DCC models are very good or the best. When it comes to making a

choice between DCC models, the mean-reverting is the best.

2.4.3.13 COPULA DCC MODEL

The DCC model (Engle 2002) can be extended by applying the copula approach. The copula
theory was introduced by Sklar (1959). It allows the joint distribution of returns to be
modelled by marginal distributions of returns and copula, which characterises the dependence
between returns. Patton (2006) further extended the theory of static copula by introducing the
concept of conditional (time-varying) copula. This allows the concept of copula to be
incorporated into financial time series. The DCC model assumed multivariate-normal
distribution; however, by applying copula we can model multivariate distribution in a more

flexible and accurate way (Bauwens et al. 2012).

Following Ghalanos (2013a, 2013b), the copula GARCH model with joint distribution F can

be represented as follows:
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F(relue, he) = C(F1 (reelttaes hae)s ooos By (e [t hnt)) (1.44)

Where F; is the conditional distribution of the i asset returns, C is the n-dimensional copula,
Ty = T -, Te 1S the vector of asset returns, y; = Uy, ..., Une 1S the vector of conditional

means, h; = hy, ..., hy; is the vector of conditional variances

For simplicity if we assume that conditional variance follows GARCH (1,1) then the

conditional mean and variance can be presented as follows:

Tit = Uit + it (1.45)
Eit =+ hitzi (1.46)
hi = @ + agf_y + Bhi_, (1.47)

Where z;; ~ £;(0,1,&;,v;) are i.i.d. random variables and we assume here that they follow
standardised skew Student distribution (Fernandez and Steel 1998), ¢ is the skew parameter,
v is the shape parameter (Ghalanos 2013a). Please note that in general z;; does not have to

follow standardised skew Student distribution.

Assuming that the dependence structure of the margins follows the Student copula then the

conditional density is given by (Ghalanos 2013b):

ft(Fl_l(ultln)r ey Fn_l(untln) |Re, 1)
e fillE e )

Ce(Uigs ooy Une|Re ) = (1.48)
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Where u;; = F;: (13| ie, hie, €, vi) is the probability integral transformed residuals,
F71(uy|n) is the quantile transformation of uniform margins, f; (. |R, ) is the multivariate
density of the Student distribution, R; is the conditional correlation that is assumed to follow

the DCC model, 1 is the constant shape parameter and f;(. |n) is the univariate density.

The joint density function of two-step estimation can be described as follows:

n
1
f(relpe, hes Rem) = (g - Une|Rey 1) n_fit(zitlfilvi) (1.49)
i=1 Vit

A similar model was proposed by Ausin and Lopes (2010).

Further details on time-varying copulas in terms of specification, simulation and application

can be found in Manner and Reznikova (2012).

2.4.3.14 ALTERNATIVE MULTIVARIATE VOLATILITY MODELS

In the literature some other multivariate GARCH models can be identified (Bauwens ef al.
2006, 2012, Danielson 2011, Engle 2009b, Engle and Kelly 2012, Francq and Zakoian 2010,
Silvennoinen and Terasvirta 2008, Tsay 2010). The alternative volatility models, for
example, realised volatility, stochastic volatility and range-based volatility, which are
discussed in Section 2.4.2.6, have their counterparts in multivariate framework (Bauwens et
al. 2006, 2012, Danielson 2011, Engle 2009b, Francq and Zakoian 2010, Silvennoinen and

Terasvirta 2008, Tsay 2010).

2.5 TESTING MULTIVARIATE VOLATILITY MODEL PERFORMANCE IN A

PORTFOLIO CONTEXT
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One of the aims of my thesis is the comparison of the different multivariate volatility models.
In the literature we can identify a large number of different approaches that we could possibly
take; for example, in-sample and out-of-sample comparison (Bauwens et al. 2012, Caporin
and McAleer 2009, 2012, Clements et al. 2009, 2012, Colacito et al. 2011, DeMiguel et al.
2009a, Engle 2009b, Engle and Colacito 2006, Engle and Sheppard 2001, Giamouridis and
Vrontos 2007, Jithendranathan 2007, Laurent et al. 2012, Patton and Sheppard 2009,

Syriopoulos and Roumpis 2009).

In-sample comparisons can be based on checking whether the mathematical and asymptotic
properties of the models are satisfied or whether the models capture the features of financial
data (Bauwens et al. 2012). The optimal in-sample model does not, however, guarantee the

optimal out-of-sample performance, which is the key aspect for the financial industry.

The alternative comparisons are based on the out-of-sample performance, which seems to be
important from a practical perspective. We can distinguish two main groups: direct and

indirect (Bauwens ef al. 2012, Patton and Sheppard 2009).

Direct model performance focuses on the direct comparison of covariance forecasts by means
of mean absolute error (MAE), mean squared error (MSE), Mincer and Zarnowitz (1969)

regression or by loss function differential (Diebold and Mariano 1995, West 1996).

On the other hand, the indirect model performance compares alternative covariance forecasts
in the application environment; for example, asset allocation framework, portfolio VaR,
hedging strategies, trading strategies, and option pricing (Bauwens et al. 2012, Engle and
Colacito 2006, Engle and Sheppard 2001, Giamouridis and Vrontos 2007, Jithendranathan

2007, Patton and Sheppard 2009, Syriopoulos and Roumpis 2009).
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Although many different alternative approaches to testing can be identified in my thesis I will
only focus on the comparison of alternative multivariate volatility models in the portfolio

context.

2.6 CONCLUSION

The objective of the PhD thesis is to make a novel contribution to the literature. Given that
the seminal articles in this area are no more than a decade old (Engle 2002, van der Weide

2002) there is substantial scope to find a gap in the literature where I can make a contribution.

As identified in Section 2.2, Markowitz showed us that the correlation and standard deviation
(variance) is fundamental to identifying an efficient portfolio. I have shown in Section 2.3
that correlation and volatility levels show substantial variation across both the market cycle
and time in general. We also found that in a time of crisis correlation can change dramatically
(Garnaut 1998, Tsai and Chen 2010). I have therefore identified that the 2007 financial crisis
should provide a good opportunity to examine the issue of major changes in correlation in the

portfolio context.

I have identified a number of limitations in respect to the current literature that I can examine

further in my thesis:

e Much of the current literature examines correlation from the perspective simple
constant and rolling correlation based methodologies in respect to stock market
integration (Forbes and Rigobon 2002, Goetzmann et al. 2001, Longin and Solnik
2001). This is potentially inappropriate in times of financial crisis (for example, 2007)
given the tendency for correlations to change rapidly at different points of stock

market cycle (Longin and Solnik 2001, You and Daigler 2010). This methodology

52



Chapter 2

may not be able to model time related changes in correlation linkages between
markets in an adequate manner.

e An issue with respect to the GO-GARCH dynamic correlation model (introduced by
van der Weide (2002)) relates to the issue of a constant mixing matrix (Section
2.4.3.8). This issue is particularly important in respect to my dataset due to the
possibility of structural changes in market relationships in response to the 2007 crisis.

e Another limitation in the current literature is found in respect to the DCC model
(introduced by Engle (2002)). This model does not take into consideration non-
normality of financial data. This is likely to be a significant issue with respect to my
dataset due to the skewed nature of financial returns during financial crisis.

e It is been suggested by Bauwens et al. (2012) that the copula-based variation of the
DCC may be most appropriate within a financial portfolio context. This has not been
applied to the unique and extreme market conditions as occurred during the 2007
financial crisis in the literature. My work will extend the application of this model in
this respect.

e There is no commonly accepted way of measuring portfolio performance in the
literature which makes comparing relative performances of different correlation
methodologies problematic from portfolio optimisation perspective.

o There are a limited number of comparative studies in the literature in respect to
developed and emerging/frontier markets. This is particularly evident in respect to the

ways in which correlation linkages develop during times of financial crisis.

Although each different method identified in this chapter (constant correlation, rolling
correlations, exponential smoothing based correlations and dynamic conditional correlations)
do have some negative aspects it is not possible to rule any of them out entirely at this stage.
For this reason, in the following chapters of this thesis I will examine the alternative
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methodologies in detail in order to identify which one will enable me to identify the most

efficient portfolio. This will be the main novel contribution of this thesis.

In Chapter 4 I will explore how to apply the DCC model to the measurement of volatility and
correlation during the financial crisis. This will be followed in Chapter 5 by a comparison of
DCC and other alternative time-variant methodologies; specifically, COPULA DCC, GO-

GARCH ML, GO-GARCH NLS, GO-GARCH ICA, GO-GARCH MM, SMA and EWMA.

The findings from Chapters 4 and 5 will be used to identify which multivariate GARCH
methodologies will be used in the comparison of portfolio performance undertaken in
Chapter 6. The focus throughout these chapters will be to examine any difference which arise

in respect to developed and emerging/frontier markets.
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In this chapter I discuss the data used in the thesis. The first section identifies the crisis
period. After that the data set is presented and summary statistics are discussed. The last

section focuses on the distribution of the data.

3.1 IDENTIFYING THE CRISIS PERIOD

An important issue that I face in this study is identifying the starting and ending points of the
financial crisis. This is a potentially problematical issue as their dates are open to
interpretation. For the purposes of this thesis, [ use 11 May 2007 and 1 January 2010 as these
respective dates. In order to identify any long-term structural changes in the conditional
correlation, conditional volatility and ratio of conditional volatility relationships I split the
data into a number of periods. To enhance the robustness of the results and also ensure that I
can account for any ‘contamination’ of the data from the subsequent euro crisis,' a number of
different test observation periods are used. I use 62-, 124- and 176-week pre-crisis
observation periods and 62- and 124-week post-crisis observation periods. The 124-week
sample was chosen on the basis that this represents the maximum post-crisis period of data
available for analysis. The 62-week period represents half of this maximum period and the
176-week period prior to the crisis was chosen as it represents a long period of relatively

stable correlation.

" The first significant developments in the euro crisis were after the end-point of the 2007 financial crisis
identified in this thesis. A Eurostat report dated 8 January 2010 first highlighted irregularities in the reporting of
the Greek deficit and it was not until April 2010 that the eurozone countries first agreed to set up a safety net of
€30 billion for Greece. The subsequent €78 billion bailout of Ireland was agreed in November 2010 and a
further bailout of Portugal was agreed in May 2011. The developing crisis appears to have had only a marginal
impact on US markets during the period of our analysis. From 1 January 2010 to 4 March 2011 (week 62 in our
analysis) the S&P500 rose from 1133 to 1321 and by 11 May 2012 (week 124) it reached 1353. Within the
eurozone itself, the DAX 30 first fell by a substantial amount from 25 July 2011 (significantly after our week
62) and, after a period of recovery, started to resume its downward trend from 15 March 2012.
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Although problems in the US sub-prime market began to become apparent in 2006, it was not
until the middle of May 2007 that stock prices across the US financial sector as a whole
began to fall (based on the weekly closing values of Dow Jones US Financials index) and
volatility across the market began to increase significantly. Market perceptions in respect to
the development of the crisis can be approximated by using the VIX index (Chicago Board
Options Exchange Market Volatility Index). This index is often described as a ‘fear gauge’,
given that it reflects market volatility expectations over the following 30 days. From around
the middle of 2007, the VIX can be observed as rising above its historical mean levels and
remaining high throughout the crisis period. As the crisis began to wane, the VIX began to
mean-revert back towards its historical average. For the purposes of this study I have
identified the point of approximate reversion to the mean as being the end point of the crisis.?
It can be argued that the crisis ended earlier than this date, in June 2009, which is the point
that the National Bureau of Economic Research (NBER) identified as being the end of the
contraction phase of the business cycle (NBER 2012). However, up to the end of 2009 the
VIX showed market volatility to be still significantly above its historical average. It was not
until January 2010 that President Obama declared that the markets had been stabilised and
that in effect the crisis was over (US Treasury 2010). I believe that although our choice for
the end date chosen may possibly be a little conservative, this adds to the overall robustness

of the analysis.

? The mean daily closing value of the VIX over the period 3 January 2000—11 May 2012 was 21.72. The index
began to show a significant increase above this level from the middle of 2007, peaking at 79.13 on 20 October
2008. It began to revert to the mean value during 2009 and by 28 December 2009 was at 21.58: approximately
the long-term mean. Although there was a subsequent period of high volatility during May and June 2010, the
post-crisis mean of 21.15 covering the period 4 January 2010-11 May 2012 approximated to the long-term
mean. Data source: Y