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Abstract 

The present study is concerned with the stability of a fow of viscous conducting 

liquid driven by a pressure gradient between two parallel walls in the presence of a 

transverse magnetic feld, which is investigated using a Chebyshev collocation method. 

This magnetohydrodynamic counterpart of the classic plane Poiseuille fow is generally 

known as Hartmann fow. Although the magnetic feld has a strong stabilizing e˙ect, 

the turbulence is known to set in this fow similarly to its hydrodynamic counterpart 

well below the threshold predicted by the linear stability theory. Such a nonlinear 

transition to turbulence is thought to be mediated by unstable equilibrium fow states 

which may exist in addition to the base fow. Firstly, the weakly nonlinear stability 

analysis carried out in this study shows that Hartmann fow is subcritically unstable to 

small fnite-amplitude disturbances regardless of the magnetic feld strength. Secondly, 

two-dimensional nonlinear travelling wave states are found to exist in Hartmann fow 

at substantially subcritical Reynolds numbers starting from Ren = 2939 without the 

magnetic feld and from Ren ∼ 6.50 × 103Ha in a suÿciently strong magnetic feld 

defned by the Hartmann number Ha. Although the latter value is by a factor of seven 

lower than the linear stability threshold Rel ∼ 4.83× 104Ha and by almost a factor of 

two lower than the value predicted by the mean-feld (monoharmonic) approximation, 

it is still more than an order of magnitude higher than the experimentally observed 

value for the onset of turbulence in this fow. Three-dimensional disturbances are 

expected to bifurcate from these two-dimensional travelling waves or infnity and to 

extend to signifcantly lower Reynolds numbers. 

The by-product of this study are two developments of numerical techniques for 

linear and weakly nonlinear stability analysis. Firstly, a simple technique for avoiding 

spurious eigenvalues is developed for the solution of the Orr-Sommerfeld equation. Sec-

ondly, an eÿcient numerical method for evaluating Landau coeÿcients which describe 

small amplitude states in the vicinity of the linear stability threshold is introduced. 

The method di˙ers from the standard approach by applying the solvability condition 

to the discretised rather than the continuous problem. 
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ψ̂ ′5.6 Velocity û0,2 = and the associated stream function ψ̂0,2 of the mean 0,2 

fow perturbation (a); the real and imaginary parts of the second har-
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Chapter 1 

Introduction 

The main topic of this thesis is the stability of incompressible plane Poiseuille fow 

and Hartmann fow. Plane Poiseuille fow is the fow of a liquid between two infnite 

parallel plates, driven by a constant pressure gradient. This is one of the simplest and 

most widely studied models of hydrodynamic instabilities and transition to turbulence 

in shear fows. Hartmann fow has a similar set-up, but the liquid is an electrically 

conducting fuid and a magnetic feld is applied transverse to the fow. The mathemat-

ical model describing these fows is the Navier-Stokes equations. By frst considering 

the hydrodynamic stability problem of plane Poiseuille fow, methods can be devel-

oped which will be extended to investigate the stability characteristics of Hartmann 

fow. The mathematical model of the fuid will assume conservation of mass, that the 

fuid is incompressible and Newtonian, and the continuum hypothesis is applicable [1]. 

Figure 1.1 is a sketch of the set-up and velocity profles for plane Poiseuille fow and 

Hartmann fow. 

Of particular interest in both cases is the point at which laminar fow breaks down 

and becomes turbulent. Osbourne Reynolds [2] showed that the laminar fow of pipe 

Poiseuille fow broke down when the ratio of the velocity of the fuid times the radius 

of the pipe to the kinematic viscosity of the fuid exceeded a certain value. The 

dimensionless value representing this ratio is known as the Reynolds number, and 

specifes any class of dynamically similar fows for a given geometry [3]. The transition 

1 
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Poiseuille flow (B0 = 0) 
z 

x 

y 

Hartmann flow 

B0 

Figure 1.1: Sketch of the set-up and velocity profles of plane Poiseuille fow and 
Hartmann fows. 

from laminar fow to turbulent fow is characterised by the critical Reynolds number, 

and calculating this value for Hartmann fow will be the primary task. 

Consider a laminar fow that is subject to a small amplitude disturbance. If the fow 

returns to its original state, then the fow can be described as stable. If the disturbance 

grows and the laminar fow is changed into another state, then it can be described as 

unstable. This state can either be a turbulent fow or a more complicated laminar 

fow. Of interest is the mathematical analysis of the evolution of the disturbances 

superposed on a laminar base fow [4]. When discussing the stability of a fow, then it 

is the stability of this basic fow that is being referred to. Physically, it is of interest if 

the basic fow can be observed. The transition point occurs when there is a bifurcation, 

when the fow becomes unstable to a certain disturbance. 

Hartmann fow has a similar set-up to plane Poiseuille fow, except the fow is an 

electrically conducting liquid and there is a transverse magnetic feld applied. As well 

as a Reynolds number, similar Hartmann fows have a Hartmann number, which is a 

dimensionless parameter that is a square root of the ratio of the electromagnetic body 

(Lorentz) force to the viscous force. 



3 1.1. HYDRODYNAMIC STABILITY 

Practically, interactions between conducting shear layers and magnetic felds have 

applications in industry that include nuclear fusion reactors and in pumping, stirring 

and levitating liquid metals. Other examples include the Earth’s magnetic feld, which 

is maintained by the motion of fuid in the Earth’s core, and solar magnetic felds which 

generate solar sunspots [5, 6]. The study of these fows is known as magnetohydrody-

namics. 

The thesis is ordered as follows. In the frst section, the background of the topics 

covered is discussed. In Sec. 2 the Chebyshev collocation method is introduced, 

in particular the Chebyshev-Gauss-Lobatto points. In Sec. 3 a simple numerical 

technique for avoiding spurious eigenvalues is presented, demonstrated using linear 

stability analysis of plane Poiseuille fow. In Sec. 4 a numerical method for calculating 

Landau coeÿcients in weakly nonlinear analysis is shown. Left eigenvectors are used 

to apply the solvability condition directly to the discretised problem as opposed to the 

continuous problem. In Sec. 5 the stability of Hartmann fow is investigated. Results 

are presented for linear stability analysis and weakly nonlinear analysis. Then two 

dimensional travelling waves are traced into the subcritical regime. Sec. 6 contains a 

summary and conclusions. 

1.1 Hydrodynamic stability 

1.1.1 Linear Stability analysis 

For over a century the study of hydrodynamic stability has been one of the cornerstones 

of fuid mechanics. The feld of hydrodynamic stability concerns the stability of various 

fows when subjected to disturbances. This is important because a stationary unstable 

fow cannot exist in reality. The main interest is to fnd out when, why and how the 

fow transitions; be it from a laminar fow to a turbulent fow, from a laminar fow 

to a di˙erent laminar fow or whether there is no transition and the fow is stable to 

some infnitesimally small perturbation. Mathematically, the hydrodynamic stability 
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problem can be considered as follows: Suppose there is a time-independent solution 

ui(xj), p(xj), τ(xj) (1.1) 

for the components of velocity, pressure and temperature. This solution is analysed for 

a class of perturbations, and if the solution approaches a steady-state solution (1.1) 

as time t → ∞, the fow is classed as asymptotically stable. If the solution jumps 

to another state and remains there, this is a metastable solution. Linearised stability 

analysis gives an upper bound for the critical parameter (Reynolds number, wavenum-

ber), a necessary condition for instability. For a more accurate solution, it is necessary 

to conduct a non-linear analysis. Early work on the hydrodynamic stability of a pres-

sure driven fow of a Newtonian fuid between parallel plates was carried out most 

notably by Helmholtz [7], Kelvin [8] and Rayleigh [9]. This work consisted mainly of 

analytical studies of purely inertial stability of parallel shear fows of inviscid fuids. 

The experimental work by Reynolds [2] frst demonstrated the instabilities of parallel 

shear fows . It was Orr [10] and Sommerfeld [11] who derived the governing equation 

for the fow of a viscous fuid, the Orr-Sommerfeld equation, at the beginning of the 

20th century. It is a homogeneous, eigenvalue equation that describes the linear, two-

dimensional modes of a disturbed viscous parallel fow. The Orr-Sommerfeld equation 

was derived by considering the linearised version of the Navier-Stokes equation for a 

perturbed velocity feld. For viscous parallel fows, such as for plane Poiseuille fow 

which will be considered here, the eigenvalue spectrum is discrete and infnite [105]. 

For unbounded fows, for example the Blasius boundary layer fow, there is a fnite 

number of discrete eigenvalues, which increases with the Reynolds number, but there 

is also a continuous spectrum of eigenvalues [12, 3]. For a given Reynolds number 

and wavenumber, that are real and fxed, the eigenvalue relation defnes a discrete 

set of eigenvalues. If these are ordered from largest to smallest, then it is the leading 

eigenvalue, or the frst few eigenvalues that will be of most interest. The sign of the 

real part of this eigenvalue will be of particular importance, showing whether the so-

lution is stable or unstable. The Orr-Sommerfeld equation is diÿcult to solve directly, 
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so asymptotic methods or numerical methods are required in order to fnd solutions. 

Asymptotic solutions of the Orr-Sommerfeld equation were developed by Heisenberg 

[13], Tollmien [14] and Lin [15, 16]. Numerical methods were later developed to locate 

the critical Reynolds number [17]. In 1953, Thomas [18] published the frst numerical 

solution of the Orr-Sommerfeld equation. He hoped to resolve the controversies sur-

rounding asymptotic methods of approximation. Using a fnite di˙erence method, he 

validated the conclusions of Heisenberg [13] and Lin [15], that plane Poiseuille fow is 

unstable. 

Davey and Drazin [19] showed that unbounded Poiseuille fow (pipe Poiseuille fow) 

is stable. They used two di˙erent methods, integration of the stability equation with 

a ‘shooting’ method and an expansion of the eigenfunction as a series of orthogonal 

functions, with the numerical results of both methods agreeing, joining up with known 

asymptotic results, and showing conclusively that all axisymmetric disturbances are 

stable at all Reynolds numbers. Davey [20] applied an initial ’shooting’ value method 

to solve the Orr-Sommerfeld equation. This works by considering the Orr-Sommerfeld 

equation as a system of frst order di˙erential equations, normalising and then solving 

the resulting eigenvalue relation for fxed Reynolds number and wavenumber itera-

tively. There are many diÿculties that arise in this method, some of which have been 

overcome, but it is generally more eÿcient than using a fnite di˙erence method. For 

a detailed discussion see Lee and Reynolds [21] or Davey [20]. 

Orszag [17] found an accurate solution of the Orr-Sommerfeld equation, using ex-

pansions in Chebyshev polynomials and the QR matrix eigenvalue algorithm. When 

this method was applied to the stability of plane Poiseuille fow the critical Reynolds 

number was found to be Rel = 5772.22, with corresponding wavenumber αl = 1.02055. 

Orszag showed that the use of spectral methods (in this case Lanczos’ Chebyshev 

Tau method [22]) was superior to either fnite di˙erence methods [18] or initial value 

(shooting) methods [19], as spectral methods obtained results with a higher degree of 

accuracy, and required less computation. This value of the Reynolds number, whilst 

considered accurate, is vastly di˙erent from those results obtained experimentally. 
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Whilst the results obtained by Orszag were at the time the most accurate, the method 

resulted in spurious unstable modes with large growth rates [23]. For more information 

on spurious modes and a more detailed discussion of spectral methods, see 1.4. 

A number of fuid fows that are theoretically linearly stable can become turbulent, 

for example, plane Couette fow and circular pipe (Hagen-Poiseuille) fows. These fows 

are linearly stable to all infnitesimal disturbances, but can become unstable to small, 

fnite disturbances. This suggests that linear stability theory may not give the whole 

picture of what is happening, and nonlinear e˙ects may need to be accounted for. 

1.1.2 Experimental Background 

Historically, it has been diÿcult for experimentalists to observe periodic disturbances 

predicted theoretically in plane Poiseuille fow. This is because it is required to produce 

a laminar fow that is close to the critical Reynolds number. Physically, it is necessary 

to have a large width to height aspect ratio, as well as a channel that is long enough 

for the fully developed laminar fow to develop. It is necessary to avoid contamination 

from the side walls; this can cause problems as a small channel height results in a 

higher probability that the walls cause imperfections. The earliest experimental work 

on studying the transition to turbulence appears to have been carried out by Davis 

and White [24], and along with Patel and Head [25], they were able to obtain a critical 

Reynolds number of Re ≈ 1000, though these experiments were rather crude. Both 

demonstrated that plane Poiseuille fow is unstable to fnite amplitude disturbances. 

Nishioka et al. [26] were able to experimentally obtain laminar fow up to Re ≈ 

8000, seemingly obtaining a critical Reynolds number higher than that predicted by 

linear stability theory. This proved to be false; their experiment was fawed as the 

channel length used was too short to allow the disturbances to suÿciently grow and 

cause transition. The aspect ratio used was 27.4 with background turbulence below 

0.05%. When the disturbance levels were increased, instabilities were demonstrated 

at lower Reynolds numbers. 

Kozlov and Ramazanov [27] were able to achieve a turbulence level of 0.1% and 
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claimed to have achieved laminar fow up to Re = 7000, but whilst using a longer 

channel than Nishioka et al. It is likely that the fow was not fully developed once 

they achieved Re > 4000. 

Whilst Carlson et al. [28] did not record the value of their background turbulence, 

it can be assumed that it was of lower intensity than Davies & White and Patel & 

Head. Turbulent spots initiated a transition at Re = 1000. Using three di˙erent 

disturbances, each introduced to a fully developed fow, Nishioka and Asai [29] showed 

that the transition occurs at Re ≈ 1000. Further, the threshold amplitude was the 

same as the amplitude of the disturbances in fully turbulent fow. Alavyoon et al. [30] 

found that laminar fow was always maintained for Re < 1100. Turbulent spots were 

observed to form and evolve in the region 1100 < Re < 2200. 

These last three experiments seem to confrm the crude predictions of Davies & 

White and Patel & Head. It is expected that Re ≈ 1000 is required for transi-

tion in plane Poiseuille fow. Linear stability theory predicts transition to occur at 

Rel = 5772.22 [17]. In order to resolve this discrepancy it is necessary to consider the 

nonlinear terms that were neglected for linear stability theory, and also to consider an 

amplitude that is small, but no longer infnitesimal. 

1.2 Weakly nonlinear analysis 

Theoretically, plane Poiseuille fow is known to be linearly stable up to the critical 

Reynolds number Rel = 5722.22 [17]. Experimentally it has been observed that plane 

Poiseuille fow becomes turbulent at Reynolds numbers as low as Re ≈ 1000 [30, 28, 29]. 

Furthermore, turbulence is observed to develop in the fow on the time scales which 

are several orders of magnitude shorter than those predicted by the linear stability 

analysis [31]. Such a subcritical transition to turbulence can be accounted for by a 

positive feedback of perturbation on its growth rate, which is a non-linear e˙ect beyond 

the scope of linear stability theory. So, perturbations of suÿciently large amplitude 

can acquire large, positive growth rates at a subcritical Reynolds number, where all 
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small-amplitude perturbations are linearly stable. For small-amplitude perturbations 

in the vicinity of the linear stability threshold, this type of phenomenon is described 

generally by the so-called Landau (Stuart-Landau) equation [32, 33]. Whether the 

instability is sub- or super-critical is determined by the coeÿcients of this equation, 

referred to as Landau coeÿcients. It is necessary to calculate these for each individual 

case. 

Nonlinear disturbances in fows were considered historically by several authors, 

including Reynolds in 1883 [2] and theoretically by Bohr in 1909, Noether in 1921 and 

Heisenberg in 1924 for a variety of problems. It was the work by Landau in 1944 [32] 

that provided the basis for nonlinear hydrodynamic stability, with the derivation of the 

so-called Landau equation. Around the same time, Hopf [34] considered similar ideas 

of how turbulence may develop with an increasing Reynolds number by repeatedly 

bifurcating the solution representing the fow. Work was carried out by Stuart [35], 

Gor’kov [36] and Malkus and Veronis [37] who all carried out similar work for various 

problems. Palm [38] in 1960 was the frst to show how the Landau equations can be 

derived from a system of partial di˙erential equations that govern a fow. Stuart [39] 

and Watson [40] were the frst to derive the Landau equation for plane parallel fows. 

They provided the basic formalism for the work in this area. A more recent account 

is given by Schmid and Henningson [4], Huerre and Rossi [41] and Yaglom [42]. 

The method of Stuart and Watson was later extended and modifed by Reynolds 

and Potter [43], who used it to show that plane Poiseuille fow with a fxed fow rate 

is indeed sub-critically unstable. Both of these methods were compared by Sen and 

Venkateswarlu, [44] who applied them to calculate higher-order Landau coeÿcients 

for plane Poiseuille fow driven by a fxed pressure gradient. Not much di˙erence was 

detected in the supercritical range of instability, however the Watson method was 

found diÿcult to apply in the subcritical region, which represents the main area of 

interest for this type of fow. These types of asymptotic expansion methods have been 

reconsidered and surveyed by Herbert [45], and substantially extended by Stewartson 

and Stuart [46] who included a slow spatial variation so deriving the complex Ginzburg-

http:ofproblems.It
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Landau equation [47]. The method of multiple scales was shown to be the equivalent of 

amplitude expansion by Fujimura [48], as well as to that of centre manifold reduction, 

another technique that can be used to derive the Landau equation [49]. 

Weakly non-linear stability analysis requiring the evaluation of the Landau coef-

fcients is technically rather complicated. This may explain why most hydrodynamic 

stability problems are restricted to the linear analysis, which is of limited practical 

signifcance when the instability happens to be subcritical. A signifcant technical hin-

drance to the implementation of the conventional weakly non-linear stability analysis 

is the adjoint eigenfunction which needs to be found by solving the adjoint problem. 

Then several inner product integrals containing the adjoint eigenfunction need to be 

numerically evaluated in order to obtain Landau coeÿcients. 

A simpler but numerically more accurate method to evaluate Landau coeÿcients 

was developed as part of this study. The method is based on the application of the 

solvability condition to the discretised rather than the original continuous equations. 

This allows us to evaluate Landau coeÿcients without using the adjoint eigenfunction 

which in this approach is replaced by the left eigenvector. Such a possibility seems to 

have been mentioned by Crouch and Herbert [50], and a similar approach employing 

Gaussian elimination was noted by Sen and Venkateswarlu [44]. The approach di˙ers 

from that of Je˙rey and Kawahara [51], who just consider a straightforward extension 

of the standard solvability condition from a single partial di˙erential equation to a 

system of such equations using the left eigenvector of continuous adjoint functions. 

1.3 Hartmann Flow 

Magnetohydrodynamics is an area of continuum mechanics, in which moving, electri-

cally conducting fuids interact with magnetic felds. The movement of an electrically 

conducting fuid through a magnetic feld generates an electromotive force that can 

induce an electric current, which in turn produces its own magnetic feld [52]. 

The magnetic Reynolds number, the ratio of the advection of the magnetic feld to 
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the di˙usion of the magnetic feld, is found to be negligible at laboratory scales [52], 

where the fuid fow has little e˙ect on the magnetic feld. When a medium is highly 

conducting, then the magnetic Reynolds number is large, Rm ≫ 1, and the fuid fow 

induces a magnetic feld which strongly a˙ects the imposed magnetic feld. When the 

medium is a poor conductor, the magnetic Reynolds number is small, Rm ≪ 1, which 

is typical for Hartmann fow. In this situation, the magnetic feld induced by the fuid 

fow is negligible relative to the imposed magnetic feld. This leads to simplifcations 

in the Lorentz force and Ohm’s law (see 5.1). 

The earliest theoretical work on the fow of an electrically conducting liquid between 

two infnite plates with a transverse magnetic feld was carried out by Hartmann [53], 

and then the frst experimental work by Hartmann and Lazarus [54]. The frst work 

investigating the linear stability of Hartmann fow was by Lock [55]. By considering 

that the magnetic Prandtl number, Pm, is very small for this setup, Lock simplifed the 

governing equations and applied the method of asymptotic solutions. The magnetic 

Prandtl number is the ratio of the magnetic Reynolds number to the Reynolds number, 

i. e., the ratio of the magnetic di˙usivity to the viscosity. He demonstrated that the 

magnetic feld had a strong stabilising e˙ect on the fow, with the critical Reynolds 

number increasing as Rel = RlHa. In particular, when the Hartmann number, Ha > 

20, the critical Reynolds number based on the Hartmann layer thickness, Rl, is Rl ≈ 

5× 104. Lock comments on the discrepancy between this result and the experiments. 

These show that the critical Reynolds number at which the transition from turbulent 

to laminar fow is two orders of magnitude lower, Rt ≈ 225, which was observed 

experimentally by Murgatroyd [56]. Lock hypothesised that this di˙erence may be 

resolved by considering instability to fnite amplitude disturbances. The transition 

may be caused by unstable equilibrium states which exist in addition to the base fow. 

Stuart [57] conducted a similar study for a parallel magnetic feld, using similar 

simplifcations, and showed that the magnetic feld again had a stabilising e˙ect on 

the fow. Hunt [58] presented a theoretical analysis on a parallel fow with an applied 

parallel magnetic feld. He shows that when a uniform magnetic feld is oriented 
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parallel to the fow, and is suÿciently strong, the wave vector of the most unstable 

disturbance is not parallel to the fow. This invalidates the conclusions of Stuart [57], 

who said the most unstable wave vector was parallel to the fow, and so only considered 

a two dimensional disturbance. Hunt goes on to prove that a parallel magnetic feld, 

however strong, can never completely stabilise a fow. 

Potter and Kutchey [59] repeated the study by Lock of a transverse magnetic feld, 

but without making the same simplifcations. They demonstrated that the stability 

of the fow increased with Pm. However, Takashima [60] suggested that the boundary 

conditions on the magnetic feld perturbations seem to be incorrect, and argued that 

the magnetic feld can have a destabilising e˙ect, and as Pm increases the fuid fow 

becomes more unstable. This e˙ect was more prominent the larger the Hartmann 

number (stronger the magnetic feld). 

The extremely high critical Reynolds number found by Lock [55], which is typical 

for exponential velocity profles [61, 19] has been confrmed by more recent studies. 

Likhachev [62] found Rl ≈ 48310. Lifshits and Shtern [63] obtained hydrodynamic 

plane Poiseuille fow results of similar accuracy to those calculated by Orszag [17]. 

They also calculated the linear stability result for Hartmann fow to be Rl ≈ 48300, 

with corresponding wave number αl = 0.16 × Ha and wave speed c = 0.154. Using 

a monoharmonic (mean-feld) approximation, they found Rn ≈ 12300. The authors 

state that this is ‘the simplest model, the frst step towards realisation of an escalating 

process’. Both of the linear stability results calculated by Likhachev and Lifshits 

& Shtern are very close to the highly accurate result obtained later by Takashima. 

Takashima [60] found, for suÿciently large Hartmann number, Rel = 48311.016× Ha. 

with corresponding wave number αl = 0.161531×Ha and wave speed c = 0.155029×Ha. 

More recently, rather than considering the full Hartmann fow, work has been 

carried out on the Hartmann layer. A Hartmann layer develops at any boundary in an 

electrically conducting fuid where the magnetic feld is not tangential to the boundary 

[64]. Lingwood and Alboussière [64], working on a single Hartmann layer, with a 

transverse magnetic feld, found the critical Reynolds number to be Re = 48 250× Ha. 
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The result is within 1.5% of Takahshima’s [60], and the authors explain the discrepancy 

as ‘probably due to di˙erences in calculation method used’. 

Experimentally, the earliest work was carried out by Hartmann and Lazarus [54], 

who introduced the concept of a Hartmann layer. The experimental work carried out 

was on pressure driven duct fow. They discovered that an applied transverse magnetic 

feld caused the velocity profle of the fow to change; it fattened in the middle and 

two boundary layers developed at the walls. These boundary layers are now known as 

Hartmann layers. 

Murgatroyd [56], Lykoudis [65] and Branover [66], all performed experiments to 

determine if a duct fow is laminar or turbulent in the presence of a transverse magnetic 

feld. All are in agreement that the laminarisation occurs at 150 < Re/Ha < 250 for 

suÿciently high Hartmann number. This result holds for both circular pipes and 

rectangular cross sections. More recently, Moresco and Alboussière [67] were able to 

obtain a result of Re/Ha ≈ 380 for the Hartmann layer. This discrepancy in value, it 

being much higher than that achieved previously, may be due to the higher value of 

the Hartmann number that was used in the experiments. This value was supported 

by a numerical study by Krasnov et al. [68], who proposed that the value for Ret is in 

the range between 350 and 400. 

As conjectured by Lock [55], the discrepancy between the experimental and the-

oretical values could be due to fnite amplitude disturbances not being accounted for 

by linear stability analysis. The weakly nonlinear analysis of a physically similar 

problem, that of an asymptotic suction boundary layer found by Hocking [69] and 

Likhachev [62], was found to be subcritically unstable to small but fnite amplitude 

disturbances. Moresco and Alboussière [70] studied the weakly nonlinear stability of 

Hartmann boundary layers and showed that working from the critical linear stability 

results, there is a subcritical instability, confrming that the same is true for Hartmann 

fow. 

The frst quantitative results for fnite amplitude subcritical travelling waves were 

reported by Lifshits and Shtern [63]. By assuming the perturbation took the form 
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of one harmonic, they used the mean-feld approximation. They showed that two-

dimensional travelling waves existed down to Rn ≈ 12300. For the non-magnetic case, 

i.e. plane Poiseuille fow, this approximation yields surprisingly good results, namely 

Ren ≈ 2825 [71]. This is only 4% away from the accurate result Ren ≈ 2939 [72]. This 

approximation is only qualitatively correct even in the weakly nonlinear limit, where 

it overestimates the Landau coeÿcient, which is used to determine the evolution of 

small fnite amplitude disturbances, by about 30% [43]. 

Other approaches to explaining the transition to turbulence in Hartmann fow have 

been attempted by considering the energetic stability and the transient growth theories. 

Although, formally, energy stability applies to arbitrary disturbance amplitudes, it is 

essentially a linear and amplitude-independent approach. This is because the nonlinear 

term neither produces nor dissipates the energy, and so drops out of the disturbance 

energy balance. Lingwood & Alboussière [64] used this approach and found that 

the Hartmann layer is energetically stable, i.e. all disturbances decay at any time, 

provided that the Reynolds number is below R ≈ 26, which is an order of magnitude 

lower than that observed experimentally. As shown by the numerical study by Krasnov 

et al. [68], likewise linear is also the optimal transient growth mechanism. This has 

been studied for the Hartmann boundary layer by Gerard-Varet [73] and the whole 

Hartmann fow by Airiau & Castets [74]. The transition to turbulence is essentially 

a nonlinear process that is mediated by a strongly nonlinear but necessarily stable 

equilibrium states that have little to do with the nonnormality of the linear problem 

that underlies the transient growth [75]. At suÿciently high Reynolds numbers, the 

basins of attraction of such intermediate nonlinear equilibrium states can approach 

very close to the laminar base fow where they are reachable by small, fnite amplitude 

disturbances [76]. 

In this project, of interest is fnding these two-dimensional travelling wave states 

in Hartmann fow. Beginning with plane Poiseuille fow, subcritical equilibrium states 

can be traced as the strength of the magnetic feld is increased using an accurate 

numerical method, that is based on the Chebyshev collocation approximation and a 
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suÿciently large number of harmonics, it is expected that these states will extend to 

subcritical Reynolds numbers. 

1.4 Spectral methods 

Spectral methods became increasingly popular in the second half of the 20th century, 

with the developments in the fast transform methods. They are known to achieve 

exponential convergence [77]. Spectral methods have applications in weather predic-

tion and turbulent fows, especially where high accuracy is required for complicated 

solutions [23]. The rapid rate of convergence makes them ideal for solving eigen-

value problems found in hydrodynamic stability analysis, such as the Orr-Sommerfeld 

equation [17], that are numerically demanding [78]. Previously used methods, such as 

fnite di˙erence methods [18]and initial ‘shooting’ methods [19], are inferior to spectral 

methods for solving these types of problems because although all the methods have a 

similar rate of convergence, spectral methods require less computational power. For 

simple problems this is not important, but for more complex, numerically demanding 

problems this is desirable as computations can be solved quicker and more eÿciently. 

There are 3 main types of spectral methods; the Tau method, the Galerkin method 

and the collocation method. 

The monograph by Gottlieb and Orszag [23], frst published in 1977, was the frst 

comprehensive work on the theory of spectral methods. Spectral methods frst devel-

oped in the early 20th century, but their use was not widespread until advances were 

made in computational power. The earliest work carried out on spectral methods, in 

the guise of the method of weighted residuals, is thought to have been in the 1930’s. 

Canuto et al. [77] makes reference to the work by Slater [79] and Kantorovic [80], both 

in 1934, who applied the collocation method to some basic, but specifc, problems. This 

work was taken further by Frazer, Jones and Skan [81], who then used the collocation 

method to solve some ordinary di˙erential equations for the frst time. However, it was 

Cornelius Lanczos, in 1938, after previously working on purely mathematical physics 
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papers, who published his frst work on numerical analysis. This paper contained both 

the frst τ -method, as well as the pseudospectral method (though it was not termed 

this until 1972 by Steven A. Orszag) [22]. Further work on matrices over the next few 

years lead to what was later realised to be the Fast Fourier Transform, which although 

not dealt with in this project, is very important for spectral methods. 

Whilst spectral methods can accurately and eÿciently calculate a number of lead-

ing eigenvalues for an eigenvalue problem, they can also produce physically spurious 

unstable modes. Increasing the resolution will still result in these modes appearing 

[23]. These spurious modes are not unique to spectral methods; they also appear when 

solving the Orr-Sommerfeld equation using a fnite di˙erence method [23]. There are 

two kinds of spurious eigenvalues. Physically spurious eigenvalues are numerically 

computed eigenvalues that are incorrect because of an incorrect boundary condition 

or other incorrect physics. Numerically spurious eigenvalues are poorly approximated 

exact eigenvalues; by suÿciently increasing the numerical resolution, these can be ac-

curately calculated [82]. Both of these kinds of spurious eigenvalues will occur in the 

solutions, but it is the physically spurious which are the most concerning. They appear 

in all spectral methods; Galerkin [83], Tau [84] and collocation approximations [77], 

unless a modifcation is made to the method to avoid them. It is desirable to avoid 

them, as when searching for unstable modes, physically spurious modes of positive 

large real part could be confused with genuine instabilities. 

For the Galerkin method, spurious eigenvalues can be removed by using the ba-

sis functions also as the test functions instead of separate Chebyshev polynomials 

[83]. Gardner et al. [85] developed a modifed Chebyshev tau method, which elimi-

nated these spurious eigenvalues found in [17]. It was also shown that the modifed 

Chebyshev Tau method had solutions that converged at least as quickly as the origi-

nal method. Zebib [86] calculated the eigenvalues for plane Poiseuille fow, using the 

Orr-Sommerfeld equation obtained via linear stability analysis, and compared the re-

sults to Orszag’s [17]. It was claimed that his were more accurate, whilst using the 

same number of expansion coeÿcients. It should be noted that Zebib did not use the 
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Galerkin or Tau methods, but instead used an expansion procedure using the Cheby-

shev polynomials as base functions. Zebib also encountered spurious eigenvalues, but 

proposed no method to eliminate these [86]. As previously stated, Gardner et al. [85] 

proposed a way to eliminate these spurious values, whilst maintaining a similar rate of 

convergence to the actual solution, by modifcation of a tau spectral method. Weide-

man and Reddy [89] used the same method as proposed by Huang and Sloan [88] when 

solving the Orr-Sommerfeld equation, with the method employing di˙erent boundary 

conditions which lead to the elimination of the spurious eigenvalues. The result is 

of the same order of accuracy as previous results, as well as having a similar rate of 

convergence. Following the approach of McFadden et al. [78] for the tau method, 

Huang and Sloan [88] use a Lagrange interpolating polynomial for second-order terms 

which is by two orders lower than the Hermite interpolant used for other terms. The 

choice of the latter polynomial depends on the particular combination of the boundary 

conditions for the problem to be solved [89]. 

This work will follow the method of Hagan and Priede [90]. This outlines a simple 

method for avoiding spurious eigenmodes in the Chebyshev collocation method which 

uses only the Lagrange interpolating polynomial applicable to general boundary con-

ditions. The approach is based on the capacitance matrix technique which is used to 

eliminate fctitious boundary conditions for a vorticity-type auxiliary variable. The 

elimination can be performed in one of two basically di˙erent ways which respectively 

produce a pair of infnite and zero spurious eigenvalues. In the latter case, the eigen-

values can be shifted to any prescribed value by a simple modifcation of the second 

approach. The main advantage of this method is not only its simplicity but also appli-

cability to more general problems with complicated boundary conditions. This means 

that it can be incorporated in all of the work that will be covered. 
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Chebyshev Collocation Method 

The problems in this project will be solved using a Chebyshev collocation method. 

For the purposes here, the Chebyshev polynomials will be the choice of orthogonal 

trial function, and the Chebyshev Gauss Lobatto points will be chosen as the points 

at which the solution will be approximated. 

2.1 Chebyshev Polynomials 

Chebyshev polynomials of the frst kind, Tn(x), are polynomials in x of degree n that 

are defned by the relation: 

Tn(cos θ) = cosnθ, (2.1) 

where x = cos θ [91, 92]. The range of x is obviously [−1, 1]. The boundary values are 

Tn(1) = Tn(cos 0) = cos(n0) = 1 and Tn(−1) = Tn(cosnπ) = cos(nπ) = (−1)n . 

There is a recurrence relation defned by 

Tn+1 = 2xTn − Tn−1. 

along with the initial conditions T0(x) = 1 and T1(x) = x. As shown in Fig (2.1), 

Tn(x) can be an even or odd function. 

When n is even, all the powers of x in the polynomial are even, and when n is odd, 

all the powers of x are odd. This implies that the function is even and odd as n is 

17 
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Figure 2.1: The frst fve Chebyshev polynomials, Tn(x) over the range −1 ≤ x ≤ 1. 
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even and odd [92]: 
 
 
 Tn(x), n is even 

Tn(−x) = (2.2) 
 
 −Tn(x), n is odd. 

Tn(x) is a solution of the di˙erential equation 

′ �√ � 2n
1− x2T 

′ 
(x) + √ (x) = 0,n Tn

1− x2 

p

which has been expressed in Sturm-Liouville form, with p(x) = (1− x2), q(x) = 0 

2)− 1and the weight function, w(x) = (1− x 2 [77]. 

Consider two Chebyshev polynomials, Tn(x) and Tm(x), defned as in Eq. (2.1), 

and take the integral of their product: 

ˆ ˇ ˆ ˇ 
Tn(cos θ)Tm(cos θ)dθ = cos(nθ) cos(mθ)dθ. (2.3) 

0 0 

Substituting cosnθ cosmθ = 
2
1 [cos((n + m)θ + cos((n − m)θ)] into Eq. (2.3) 

1 

2 

ˆ ˇ 

0 

(cos(n + m)θ + cos(n − m)θ) dθ = 
1 

2 

� 
sin(n + m)θ 

n + m 
+ 

�ˇ
sin(n − m)θ 

n − m 0 
 
 
 
 0 
 
 

m 6= n (2.4) 

= π m = n = 0 
 
 
 
 
 ˇ 

2 
m = n 6= 0 

√ 
By di˙erentiating x = cos θ with respect to θ, giving dx = − 1− x2, a change of 

d� 

variable from θ to x can be performed on the left hand side of Eq. (2.3). Note that 

the limits change from π and 0 to −1 and 1 respectively. Combining this with Eq. 

(2.3) and Eq. (2.4) gives the orthogonality relation for the Chebyshvev polynomials: 

 
 
 0 m 6= n 
 

ˆ 

1 Tn(x)Tm(x) 
 

√ 
2 

dx = π m = n = 0 (2.5) 
1− x −1 

 
 
  ˇ m = n 6= 0.

2 
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2.2 Lagrange Polynomials 

Consider a function, f(x), expressed in terms of the Lagrange polynomials: 

N 
X 

f(x) = fiψi(x), (2.6) 
i=0 

where fi = f(xi) and ψi(xj) = δij. The Lagrange interpolant is then constructed as 

follows. Consider now the following polynomial: 

�N (x − xj) PN(x)
ϕN
i (x) = 

j=0
= , (2.7) 

x − xi x − xi 

which will be 0 for each of the collocation points except x = xi. This means that it is 

zero everywhere, except for when i = j. When i = j, this gives x = xi, and when this 

happens, Eq. (2.7) results in division by zero. This means that l’Hôpital’s rule must 

be used to evaluate the expression. This results in the following: 

 
 
 0, i 6= j 

ϕN
i (xj) = (2.8) 

 
 P 

′ 
(xi), i = j. N

Combining Eqs. (2.7) and (2.8) the following function can be defned: 

ϕN PN(x)
ψi(x) = = 

′ . (2.9) 
ϕN(xi) (x − xi)PN(xi) 

Equation (2.9) yields 1 at the point xi and 0 at all other collocation points. This is a 

form of the expression for the Lagrange interpolant polynomial ([93, p. 49][77, p. 69]). 

Hereafter, Eq. (2.9) it will be referred to as the Lagrange polynomial. In this form 

it is expressed in terms of a polynomial PN(x), which has its roots at the collocation 

points. The Lagrange polynomial and its derivatives are not yet expressed in terms of 

Chebyshev polynomials; that will come in the next section. First, the frst and second 

derivatives of the Lagrange polynomial must be found. 

By di˙erentiating Eq. (2.9) with respect to x and using the product rule, the 



21 2.2. LAGRANGE POLYNOMIALS 

following equation is obtained: 

′ 
PN(x) PN(x)

ψi

′ 
(x) = − . (2.10) 

′ ′ 
(x − xi)PN(xi) (x − xi)2PN(xi) 

Equation (2.10) is now evaluated at the n + 1 collocation points xj , and with some 

simplifcation the following is derived: 

 
′ 

 P (xj ) 
 N 

′ i =6 j
(xj −xi)P (xi)Nψi

′ 
(xj) = 

′′ (2.11) 
 1 PN (xj ) 
 

2 
i = j′ 

P (xi)N 

In the next section, the polynomials PN(x) will be found in terms of Chebyshev poly-

nomials, and evaluated, to give the equations for the di˙erentiation matrices that will 

be used to write the MATLAB code. 

By di˙erentiating Eq. (2.11), using the product rule, and by some simplifcation 

the following relationship is found: 

2P 
′ 
(x) P 

′′ 
(x) 2PN(x)

ψ 
′′ 
(x) = − N + N + (2.12) i ′ ′ ′ 

(x − xi)2PN(xi) (x − xi)PN(xi) (x − xi)3PN(xi) 

Again, this Eq. (2.12) can be evaluated at xj , and by using the relationships shown 

above, and further simplifcation: 

� � 
 

′ 
′′ 2P (xj ) 1 N 

 P (xj)− ; i 6 j= 
′′ (xj −xi)P i (xi) N xj −xi 

ψi (x) = N (2.13) 
′′′ 

 P (xj ) 
 1 N ; i = j′ 3 P (xi)N 

In the next section, these Lagrange polynomials, and derivatives thereof, will be revis-

ited once relationships between PN(x) and TN (x), the Chebyshev polynomials, have 

been established. 

http:Equation(2.10
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2.3 Chebyshev Gauss Lobatto collocation points 

Suppose that the n+1 collocation points that were discussed in the previous subsection 
� � 

are the points xk = cos θk = cos ˇk , k = 0, 1, . . . , N , which minimise and maximise 
N 

TN(x), including the boundary points x = ±1. Consequently, these points are roots of 

′ 
(1− x2)TN (x), which can thus be chosen as PN(x). 

Before continuing, it is worth mentioning that there are many di˙erent types of 

collocation points. These include Chebyshev-Gauss and Chebyshev-Gauss-Radau col-

location points, but here only the Chebyshev-Gauss-Lobatto collocation points will be 

considered. This is standard practice, and Canuto et al. [77] only mentioned the other 

collocation points in passing, before using the Chebyshev Gauss Lobatto points for the 

main part, their points being defned as: 

� � 
N xk = cos θk

N = cos 
kπ 

; k = 0, . . . , N. (2.14) 
N 

If these points are then substituted into the original expression for the Chebyshev 

polynomials: 

Tn(cos θ) = cosnθ, (2.15) 

then the result is the following expression: 

TN(cos θk
N) = cos(kπ) = (−1)k . (2.16) 

It is necessary to show the equations for the frst and second derivatives of Eq. (2.15): 

sin(Nθ)′ 
TN (cos θ) = N (2.17) 

sin θ 

� � 
N N cos(Nθ) cos θ sin(Nθ)′′ 

TN (cos θ) = − − (2.18) 
sin θ sin θ sin2 θ 

Taking Eq. (2.17), the frst derivative, and multiplying both sides by sin2 θ gives: 

′ ′ 
sin2 θT N cos θ = (1− x 2)TN (x) = N sin θ sin(Nθ). (2.19) 

http:secondderivativesofEq.(2.15
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By then applying the same basic trigonometric formulae that have been used previ-

ously, the Eq. (2.19) can be rewritten as: 

N 
N sin θ sin(Nθ) = [cos((N − 1)θ)− cos((N + 1)θ)] 

2 (2.20) 
N 

= [TN−1(x)− TN+1(x)] . 
2 

This allows the polynomial PN(x) to be expressed in terms of Chebyshev polynomials 

as: 
′ 

PN(x) = TN−1(x)− TN+1(x) = 
2
(1− x 2)TN(x). (2.21) 

N 

Equation (2.21) is PN(x), and it is necessary to note that it is slightly di˙erent to how 

it was described in the frst paragraph of this section, as it now has a factor of 2/N . 

The derivative of PN(x) is also required, so by di˙erentiating Eq. (2.21) and then 

substituting using Eq. (2.17), yields: 

′ ′ ′ 
P (x) = T (x)− T (x)N N−1 N+1

(2.22) 
sin((N − 1)θ) sin((N + 1)θ) 

= (N − 1) − (N + 1) . 
sin θ sin θ 

Equation (2.22) can then be expanded by using the basic trigonometric rules once 

again, resulting in: 

sin(Nθ) cos θ − cos(Nθ) sin θ′ 
PN(x) = (N − 1)

sin θ (2.23) 
sin(Nθ) cos θ + cos(Nθ) sin θ − (N + 1) . 

sin θ 

′ 
Having derived an expression for the derivative of the polynomial, PN(x), it is neces-

sary to evaluate Eq. (2.23), at both the boundary points, x = ±1, and the internal 

collocation points, xj. First consider the derivative of the polynomial at the boundary: 

� �

′ 
PN(±1) = (±1)N (N − 1)2 − (N + 1)2 = −(±1)N4N. (2.24) 

http:Equation(2.22
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Evaluating Eq. (2.23) at xj yields: 

′ 
(−1)j+12N. PN(xj) = −(N − 1)(−1)j − (N + 1)(−1)j = (2.25) 

The fnal expression for the derivative of the polynomial evaluated at xj is: 

′ 
PN(xj) = c̄j(−1)j+12N, (2.26) 

where c̄j = 1 for j = 1 . . . n − 1 and c̄j = 2 for j = 0 or N . 

This means that the Lagrange polynomial, Eq. (2.9) from earlier, can now be 

re-written as: 
TN−1(x)− TN+1(x)

ψi
N(x) = . (2.27) 

(x − xi)c̄i(−1)i+12N 

However, because the Lagrange polynomial has already been di˙erentiated, it is not 

necessary to di˙erentiate Eq. (2.27) directly, but simply to derive equations that can 

be substituted into Eq. (2.10), which is the frst derivative of the Lagrange polynomial. 

We di˙erentiate Eq. (2.22) this to get the second derivative of the polynomial, 

PN(x): 
′′ ′′ ′′ 

P (x) = T (x)− T (x). (2.28) N N−1 N+1

In order to evaluate Eq. (2.28), it is necessary to return to Eq. (2.18), and multiply 

both sides by sin2 θ: 

� � 
N cos(Nθ) cos θ sin(Nθ)

sin2 θT 
′′ 
(cos θ) = −N sin θ − . (2.29) N sin θ sin2 θ 

Now, by simple algebraic manipulation, and substituting in Eqs. (2.15) and (2.17) it 

follows directly that from Eq. (2.29): 

h i1′′ ′ 
TN(x) = 

2 
N2TN(x)− xT N (x)1− x
� � (2.30) 

1 sin Nθ 
= N2 cos(Nθ)− N cos θ . 

1− cos2 θ sin θ 

Returning to the second derivative of the polynomial, Eq. (2.28), the result from Eq. 

http:thatfromEq.(2.29
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(2.30) can be substituted in to give: 

′′ ′′ ′′ 
P (x) = T (x)− T (x)N N−1 N+1

1 � � 
= − (N − 1)2TN−1(x)− (N + 1)2TN+1(x)

1 − x2 

h � �i 1 ′ ′ 
+ 

2 
x TN−1(x)− TN+1(x) (2.31) 

1− x
h i1 

= − 
2 

(N2 + 1)PN(x)− 2N(TN−1(x) + TN+1(x))− xP 
′ 
(x)

1 − x N

h i 
′ 

= − 
1

(N2 + 1)2PN(x)− 4NxTN (x)− xP N (x) . 1 − x2 

After the substitution has been made, Eq. (2.31) has been simplifed and rearranged 

to give a more manageable form. 

The second derivative of the polynomial, Eq. (2.31) is now evaluated at x = ±1 

and xj , as before for the frst derivative. First, for xj : 

1 � �

′′ 
PN(xj) = + 

2 
4Nxj(−1)j + xj(−1)j2N 

1− xj (2.32) 
2Nxj

= 
2
(−1)j. 

1− xj 

Now the second derivative needs to be evaluated at x = ±1, but frst: 

h i 
′′ ′ ′ ′ ′′ 

P (x) = (N2 + 1)P (x)− 4N(TN (x) + xT (x))− P (x)− xP (x) (2.33) N N N N N

′′ 
So by using simple algebraic manipulation the fnal expression for PN(±1) can be 

derived as follows: 

±1 � � �� 
′′ 

PN(±1) = N2(−(±1)N4N)− 4N (±1)N ± (±1)N+1N2

3 
1 � � 

= ± (±1)N −4N3 − 4N(1 +N2) (2.34) 
3

−(±1)N+1 4 = N(2N2 + 1). 
3 

This gives everything required to substitute into the frst derivative of the Lagrange 

polynomial. When this is done, the following expression for the frst derivative of the 
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Lagrange interpolant polynomial is found: 

 
 
 
 

2N2+1 
6 

; j = 0 
 
 

′ 
ψi(xj) = 

 
 cj (−1)i+j 
 

ci (xj −xi) 

 xj 
 
 − 2 
 2(1−x )j 

; i 6= j 

; 0 < i = j < N 
(2.35) 

 
 
 
 −2N2 +1 

6 
; j = N. 

This is also the expression for the frst di˙erentiation matrix that is discussed in more 

depth in the next section. It will be used to write the MATLAB code that will enable 

the di˙erential equations to be solved using the collocation method. 

For now, it remains to derive the fnal equations for the second derivative of the 

′′′ 
Lagrange polynomial. This requires PN (x) to be calculated. This is done by di˙eren-

tiating Eq. (2.31): 

2x′′′ ′′ 
PN (x) = PN(x)1− x2 

h i 
′ ′ ′ ′′ − 

1
(N2 + 1)PN(x)− 4N(TN (x) + xT N (x))− PN(x)− xP N (x) (2.36) 

1− x2 

h � �i 
′′ ′ ′ 

=
3x

PN(x)− 
1 

N2PN(x)− 4N TN (x) + xT N (x) . 
1− x2 1− x2 

Again, it is required that Eq. (2.36) is evaluated at xj : 

3xj 2Nxj 1 � � 
P 

′′′ 
(xj) = · (−1)j − N2(−1)j+12N − 4N(−1)jN 2 2 21− x 1− x 1− xj j j 

xj
26N 2N3 + 4N 

= (−1)j + (−1)j (2.37) 
(1− x2 

j )
2 1− x2 

j 
� 2 � 

3x N2 + 2 
= 2N(−1)j j 

+ . 
(1− x2 

j)
2 1− x2 

j 

′′′ ′′ 
Before proceeding with PN (x), it is necessary to evaluate Tn (±1): 

h i 
′′ ′ ′′ ′ 

TN(±1) = ± 
1 −TN (±1)  TN(±1) +N2TN(±1) . (2.38) 
2 

http:tiatingEq.(2.31
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′′ 
Substituting in Eqs. (2.17) and (2.30) allows TN(±1) to be evaluated: 

T 
′′ 
(±1) = ± 

1
(N2 − 1)N2(±1)N+1 

N 3 (2.39) 
= 

1
(±1)NN2(N2 − 1). 

3

′′′ 
Finally, it is left to evaluate PN (±1). First, it is required to simplify the Eq. (2.37) 

to give: 

h � �i 
′′′ ′′ ′′′ ′′ ′ ′′ 

PN (±1) = ± 
1

3PN(±1)± 3PN (±1)− N2PN(±1) + 4N 2TN(±1)± TN(±1) 2 

(2.40) 

Then it is left to perform the fnal algebraic manipulations: 

h � �i 
′′′ ′′ ′′′ ′′ ′ ′′ 

P (±1) = ± 
1

3P (±1)± 3P (±1)− N2P (±1) + 4N 2T (±1)± T (±1) N N N N N N2 
h � �i 

′′ ′ ′′ 
= ± 

1
(N3 − 3)PN(±1)− 4N 2TN(±1)± TN(±1) 2 

� � 
(±1)N 4 4 

= − N (N3 − 3)(2N2 + 1) + 8N2 + N2(N2 − 1) 
2 3 3 

= −(±1)N2N(N4 − 1) 

(2.41) 

Now, by substituting all of the derived equations into the formula for the second 

derivative of the Lagrange polynomial, Eq. (2.13) gives: 

 
2 

 (−1)i+j xi +xixj −2 
 ; 1 ≤ i ≤ N − 1, 0 ≤ j ≤ N, i 6 j= 
 ¯ (1−xj )(xi−xj )2 
 cj 

2 
 
 
 2 
 (N2−1)(1−x )+3 
 
 − i ; 1 ≤ i = j ≤ N − 12 
 3(1−x )2 

i 
 

2 (−1)j (2N2 +1)(1−xj )−6ψi 

′′ 
(xj) = ; i = 0, 1 ≤ j ≤ N (2.42) 

 3 c̄j (1−xj )2 
 
 
 
 2 (−1)j+N (2N2+1)(1+xj )−6 
 ; i = N, 0 ≤ j ≤ N − 1 
 3 c̄j (1+xj )2 
 
 
 
 N4−1 
 

15 
; i = j = 0 and i = j = N. 

This is also the equation for the second di˙erentiation matrix, and is used as the 

basis for writing the MATLAB code that is used in the Collocation method to solve 

di˙erential equations. 

http:and(2.30
http:inEqs.(2.17




Chapter 3 

Avoiding spurious eigenmodes 

In this chapter, a simple technique for avoiding physically spurious eigenmodes is 

introduced for the Chebyshev collocation method. This method is demonstrated on 

the solution of the Orr Sommerfeld equation for plane Poiseuille fow. The results 

obtained are used to confrm the accuracy of the method by comparing them to those 

of Orszag [17], who carried out a linear stability analysis of plane Poiseuille fow using 

a Chebyshev Tau numerical method. 

3.1 Hydrodynamic stability problem 

Consider a fow of an incompressible liquid with density ρ and kinematic viscosity ν. 

The fow is driven by a constant pressure gradient ∇p0 = −exP0 in the gap between 

two parallel walls located at z = ±h in the Cartesian system of coordinates with the x 

and z axes directed streamwise and transverse to the walls, respectively (see Fig. 1.1). 

The velocity distribution of v(r , t) is governed by the Navier-Stokes equation 

∂tv + (v · ∇)v = −ρ−1
∇p + ν∇2 v (3.1) 

and subject to the incompressibility constraint ∇·v = 0. Subsequently, all variables are 

non-dimensionalised by using h and h2/ν as the length and time scales, respectively. 

Instead of the commonly used maximum fow velocity, the viscous di˙usion speed ν/h 

29 
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is employed as the characteristic velocity. This non-standard choice allows testing of 

the numerical method against the analytical eigenvalue solution for a quiescent liquid. 

Note that this scaling means the Reynolds number appears as a factor at the convective 

term as opposed to a reciprocal at the viscous term. The problem admits a rectilinear 

base fow 

v 0(z) = Reū(z)ex (3.2) 

where ū(z) = 1− z2 is the parabolic velocity profle and Re = U0h/ν is the Reynolds 

number defned in terms of the maximum fow velocity U0 = 2P0h
2/ρν. In dimension-

less form, the Navier-Stokes equation (3.1) becomes 

∂tv + (v · ∇) v = −2Re∇p + ∇2 v . (3.3) 

In linear analysis, the e˙ect of an infnitesimal perturbation on the base fow is con-

sidered. Non-linear terms are all neglected. Of particular interest is when a linear 

infnitesimal perturbation is introduced to the system, will it decay, persist with simi-

lar magnitude or grow. If it decays, the system is said to be stable, if the magnitude 

remains constant then the system is neutrally stable and if the perturbation grows 

enough so that the basic fow is changed to another laminar sate or a turbulent fow 

then the system is unstable. Note that for the disturbance to be considered linear, 

it must be suÿciently small that all nonlinear terms can be neglected. From Squire’s 

theorem [104], it is known that parallel shear fows frst become unstable to two-

dimensional perturbations at a value of the Reynolds number that is smaller than any 

value for which unstable three-dimensional perturbations exist. At suÿciently high 

Re number, the base fow can become unstable with respect to infnitesimal perturba-

tions v 1(r , t), and as the base fow is invariant with respect to t and x = (x, y), the 

perturbation can be sought as 

v (z)e�t+ik ·x v 1(r , t) = ˆ + c.c., (3.4) 
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where v̂(z) is the complex amplitude distribution and λ is the complex temporal 

growth rate with the wave vector k = (α, β). 

The incompressibility constraint, which takes the form D · v̂ = 0, where D ≡ 

ez
d + ik is a spectral counterpart of the nabla operator, is satisfed by expressing 
dz 

the component of the velocity perturbation in the direction of the wave vector as 

û
q = e q · v̂ = ik−1ŵ′ , where e q = k/k and k = |k |. Taking the curl of the linearised 

counterpart of Eq. (3.3) to eliminate the pressure gradient and then projecting it onto 

ez × e q, after some transformations we obtain the Orr-Sommerfeld equation 

λD2 ˆ D4 ˆ ′′ w = w + iαRe(ū − ūD2)ŵ, (3.5) 

which is written in a non-standard form corresponding to our choice of the charac-

teristic velocity. Note that the growth rate λ di˙ers by a factor Re from its standard 

defnition. The same di˙erence, in principle, applies also to the velocity perturbation 

amplitude which, however, is not important as long as only the linear stability is con-

cerned. In this form, Eq. (3.5) admits a regular analytical solution at Re = 0, which 

is used as a benchmark for the numerical solution below. 

The no-slip and impermeability boundary conditions require 

ŵ = ŵ′ = 0 at z = ±1. (3.6) 

Because three control parameters Re and (α, β) appear in Eq. (3.5) as only two 

combinations αRe and α2 + β2 , solutions for oblique modes with β 6= 0 are equivalent 

to the transverse ones with β = 0 and a larger α and, thus, a smaller Re which keeps 

both parameter combinations constant [3]. Therefore, it is suÿcient to consider only 

the transverse perturbations (k = α). 

To avoid spurious eigenvalues in the discretised version of Eq. (3.5), it is necessary 
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to represent Eq. (3.5) as a system of two second order di˙erential equations [23] 

D2ˆ ′′ ˆλζ̂ = ζ + iαRe(ū ŵ − ūζ), (3.7) 

ˆ D2 ˆ (3.8) ζ = w, 

where ζ̂ is a vorticity-type auxiliary variable with no explicit boundary conditions. 

This system is solved using a Chebyshev collocation method. 

3.2 Numerical Method 

The problems will be solved numerically using a collocation method with N + 1 

Chebyshev-Gauss-Lobatto nodes 

zi = cos (iπ/N) , i = 0, · · · , N. (3.9) 

at which the discretised solution (ŵ, ζ̂)(zi) = (wi, ζi) = (w, �) and its derivatives 

are sought. The latter are expressed in terms of the former by using the so-called 

di˙erentiation matrices, which for the frst and second derivatives are denoted by D(1) 
i,j 

and D(2) with explicit expressions given in Sec. (2.3). Requiring Eqs. (3.7,3.8) to be i,j 

satisfed at the internal collocation points 0 < i < N and the boundary conditions 

(3.6) at the boundary points i = 0, N, the following system of 2N algebraic equations 

is obtained for the same number of unknowns 

λ�0 = A�0 + B�1 + g0, (3.10) 

�0 = Aw0, (3.11) 

0̃1 = Cw0, (3.12) 

where 0̃ is the zero matrix and the subscripts 0 and 1 denote the parts of the solution 

at the inner and boundary collocation points, respectively; w̃1 = 0̃1 due to the frst 
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boundary condition (3.6) and 

gi = iαRe(ūi 
′′ wi − ūiζi). (3.13) 

The matrices 

Ai,j = (D2)i,j, 0 < (i, j) < N, (3.14) 

Bi,j = (D2)i,j, 0 < i < N, j = 0, N, (3.15) 

represent the parts of the collocation approximation of the operator 

(2) 
(D2)i,j = Di,j − α2Ii,j (3.16) 

using the inner and boundary points, respectively; Ii,j is the unity matrix. Equation 

(3.12) is a discretised version of the second boundary condition (3.6) imposed on ŵ′ 

which is defned by the matrix 

D
(1) 

i = 0, N ; 0 < j < N. (3.17) Cij = i,j , 

Our goal is to reduce Eqs. (3.10-3.12) to the standard matrix eigenvalue problem for 

ŵ0. First, ζ̃0 is eliminated from Eq. (3.10) by using Eq. (3.11), which results in 

λAw0 = A2 w0 + B�1 + g0. (3.18) 

Next, we can use Eq. (3.12) to eliminate �1 from the equation above. This, as shown 

in the next section, can be done in two basically di˙erent ways. 

3.2.1 Elimination of the vorticity boundary values 

Eliminating �1 from Eq. (3.18) using Eq. (3.12) is achieved by employing a modifed 

capacitance (or infuence) matrix method. For the basics of this method, see [93, p. 

178] and references therein. Modifcations to the method are due to the structure of 

http:canuseEq.(3.12
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the matrix eigenvalue problem which must be conserved in the elimination process. 

The general capacitance matrix approach suggests to express w0 from Eq. (3.18) and 

then to substitute it into Eq. (3.12), which then would result in a system of linear 

equations for �1. However, as noted above, the elimination procedure must be linear 

in λ for the eigenvalue problem structure to be conserved. It means that w0 can 

be expressed either from the right or left hand side of Eq. (3.18) but not from the 

combination of both sides as in the standard capacitance matrix approach for the time 

stepping schemes. 

The frst approach is to express w0 from the r.h.s. of Eq. (3.18) by inverting A2 

and then substituting it into the boundary condition (3.12), which results in 

Cw0 = CA−2(λAw0 − B�1 − g0) = 01. (3.19) 

Next, solving the equation above for 

�1 = (CA−2B)−1CA−2(λAw0 − g0) (3.20) 

and substituting it into Eq. (3.18), obtaining 

λEAw0 = (A2 + EG)w0, (3.21) 

where Gw0 = g0 and 

E = I− B(CA−2B)−1CA−2 . (3.22) 

It is important to notice that EB = 0B, which means that E is singular. That is, it has 

a zero eigenvalue of multiplicity two corresponding to two eigenvectors represented by 

the columns of B. By representing Eq. (3.21) as 

λ−1(A2 + EG)−1EAw0 = w0, (3.23) 

which is a standard eigenvalue problem for λ−1 , it is obvious that zero eigenvalues of 

http:Eq.(3.21
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E result in two zero eigenvalues λ−1 , which in turn correspond to infnite eigenvalues 

λ of the original Eq. (3.21). A way to avoid these spurious eigenvalues is described 

below. 

An alternative approach to eliminating �1 is to express λw0 from the l.h.s. of Eq. 

(3.18) by inverting A and then substituting it into the boundary condition (3.12), 

which results in 

λCw0 = CA−1(A2 w0 + B�1 + g0) = 01. (3.24) 

This equation can be solved for ζ̃1 similarly to Eq. (3.19) as 

�1 = −(CA−1B)−1CA−1(A2 + G)w0, (3.25) 

which substituted in Eq. (3.18) leads to 

λAw0 = F(A2 + G)w0, (3.26) 

where the transformation matrix 

F = I− B(CA−1B)−1CA−1 (3.27) 

is singular with two zero eigenvalues because it satisfes FB = 0B similarly to the 

E considered above. In contrast to the previous eigenvalue problem defned by Eq. 

(3.21), now the singular transformation matrix appears on the r.h.s. of Eq. (3.26) and 

thus it produces two zero rather than infnite eigenvalues λ. 

It is important to notice that zero eigenvalues represent an alternative solution to 

Eq. (3.24), which can be satisfed not only by the boundary condition (3.12) but also 

by λ = 0. Consequently, these spurious eigenvalues can be shifted from zero to any 

value λ0 by subtracting λ0Cw0 from both sides of Eq. (3.24), which obviously does 

not a˙ect the true eigenmodes satisfying Eq. (3.12). As a result, the equation for �1 

is obtained 

�1 = −(CA−1B)−1CA−1(A(A− λ0I) + G)w0, (3.28) 

http:toEq.(3.19
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which when substituted in Eq. (3.18) leads to the following standard eigenvalue prob-

lem 

λw0 = (A−1F(A(A− λ0I) + G) + λ0I)w0. (3.29) 

The complex matrix eigenvalue problems outlined above are solved using the LA-

PACK’s ZGEEV routine [94]. 

3.3 Results 

N = 8 N = 16 N = 32 Exact 
5.4285× 1016 

3.1699× 1016 

−9.3120595 
−20.709030 
−39.297828 
−66.057825 
−73.670710 

1.2597× 1017 

−1.1600× 1017 

−9.3137399 
−20.570571 
−38.947806 
−60.054233 
−88.285123 
−119.43366 
−157.89593 
−199.64318 
−226.99053 
−384.38914 
−409.06660 
−961.90740 
−961.99676 

3.5670× 1016 

−6.0842× 1018 

−9.3137399 
−20.570571 
−38.947789 
−60.055435 
−88.299997 
−119.27480 
−157.38866 
−198.23234 
−246.21576 
−296.92876 
−354.78191 
−415.36266 
−483.07721 
−553.58796 
−711.16464 

. . . 

− 
− 

−9.3137399 
−20.570571 
−38.947789 
−60.055435 
−88.299997 
−119.27480 
−157.38866 
−198.23234 
−246.21576 
−296.92874 
−354.78176 
−415.36420 
−483.08684 
−553.53879 
−711.45255 

. . . 

Table 3.1: The eigenvalues found numerically by solving Eq. (3.23) (method I) with 
various number of collocation points N for α = 1 and Re = 0. The exact eigenvalues 
values are the roots of the characteristic equation resulting from analytical solution of 
Eq. (3.5) for Re = 0. 

To validate the method developed, start by setting Re = 0 for which Eq. (3.5) can 

easily be solved analytically leading to the characteristic equation 

tanh(k)√ 
� 

= ± √ 
k 

�±1 

, (3.30) 
tan( k2 − λ) k2 − λ 

which defnes two branches of eigenvalues λ for the even and odd modes corresponding 
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to the plus and minus signs in the above expression. The eigenvalues resulting from Eq. 

(3.23), which represents the frst approach, are shown in Table 3.1 for various numbers 

of collocation points along with the exact solution defned by Eq. (3.30). As can be 

seen, this approach produces a couple of very large physically spurious eigenvalues, 

which are due to the singularity of the transformation matrix E (3.22) pointed out 

above. At the same time, the numerical solution accurately reproduces the leading 

eigenvalues of the exact solution. The accuracy, however, decreases down the spectrum 

so that only a half of the exact eigenvalues are reproduced by the numerical solution. 

The other half are numerically spurious eigenvalues which are due to the discretization 

of the problem [82]. Increasing the number of collocation points will yield a larger 

number of accurate eigenvalues, but half will still be numerically spurious. 

The second approach, defned by Eq. (3.26), produces exactly the same eigenvalues 

as the frst one for the given N except for the two spurious eigenvalues which are 

now machine-size zeroes rather than infnities. Using the modifcation of the second 

approach defned by Eq. (3.29), these zero eigenvalues can be shifted to any prescribed 

value λ0 without a˙ecting other eigenvalues. Further, by using λ0 = 4(N/4)4 the 

two physically spurious eigenvalues are shifted to the region of numerically spurious 

eigenvalues located in the lower part of spectrum. The variation of the fve leading 

eigenvalues with the number of collocation points N plotted in Fig. 3.1 shows an 

exponential convergence rate characteristic for the spectral numerical methods [77]. 

Next, the solution of Eq. (3.29) is considered for Re = 104 and α = 1, which is a 

standard test case for the linear stability analysis of plane Poiseuille fow. The leading 

eigenvalue for this case is shown in table 3.2 in terms of the commonly used phase 

velocity c = −iλ/Rek. For N & 60 the solution is seen to converge to the reference 

value obtained in [17] using a tau method with M & 30 even Chebyshev polynomials. 

As seen in Fig. 3.1, however the convergence rate for Re = 104 is somewhat slower than 

for Re = 0, it is still exponential with the fnal accuracy comparable to the previous 

case. 

The number of collocation points can be reduced by a half by considering even and 
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N (Re = 104) 
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Figure 3.1: Relative variation of leading eigenvalues with the number of collocation 
points N for α = 1, Re = 0 and Re = 104 . 

odd modes separately as done in [17]. Here, this would require substitution of di˙eren-

tiation matrices (2.41,2.42) for general functions with their half-size counterparts for 

even and odd functions. 
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N c 
16 (0.23272286, 0.00922887) 
20 (0.23814366, 0.00566303) 
24 (0.23842504, 0.00282919) 
28 (0.23735182, 0.00357013) 
32 (0.23747200, 0.00372519) 
36 (0.23752527, 0.00375400) 
40 (0.23752494, 0.00373917) 
44 (0.23752716, 0.00374012) 
48 (0.23752633, 0.00373961) 
52 (0.23752653, 0.00373969) 
56 (0.23752648, 0.00373967) 
60 (0.23752649, 0.00373967) 
64 (0.23752649, 0.00373967) 

Table 3.2: Phase velocity c = −iλ/(Rek) of the most unstable mode depending on the 
number of collocation points N for α = 1 and Re = 104 . 





Chapter 4 

Weakly nonlinear analysis 

In linear stability analysis the eigenvalues are independent of the amplitude of the 

disturbance, which is predicted to decay or grow exponentially. The linear stability 

analysis fnds the marginal values of Reynolds number depending on the wave number 

α for which neutrally stable perturbations defned by zero growth are possible. The 

lowest value, the so-called critical Reynolds number, Rel, and the corresponding crit-

ical wavenumber αl give the starting point for weakly non-linear stability analysis. For 

Re > Rel, linear stability theory predicts exponentially growing perturbations. Evol-

ution of these unstable perturbations depends on the nonlinear e˙ects. Depending on 

whether these inhibit or enhance the growth rate, then there will be either a super- or 

subcritical instability respectively. 

4.1 Formulation of problem 

Consider a fow of incompressible liquid with density ρ and kinematic viscosity ν driven 

by a constant pressure gradient ∇p0 = −exP0 in the gap between two parallel walls 

located z = ±h in Cartesian system of coordinates with the x and z axes directed 

streamwise and transverse to the walls, respectively. The velocity distribution v(r , t) 

is governed by the Navier-Stokes equation 

∂tv + (v · ∇)v = −ρ−1
∇p + ν∇2 v (4.1) 

41 
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and is subject to the incompressibility constraint ∇ · v = 0. Subsequently, all variables 

are non-dimensionalised by using h and h2/ν as the length and time scales, respectively. 

In order to simplify the expressions of Landau coeÿcients obtained in the following, 

the viscous di˙usion speed ν/h is employed as the characteristic velocity instead of the 

commonly used maximum fow velocity. Due to this non-standard scaling Reynolds 

number appears as a factor at the convective term rather reciprocal at the viscous 

term. The problem admits a rectilinear base fow 

v 0(z) = Reū(z)ex, (4.2) 

where ū(z) = 1 − z2 is the parabolic velocity profle and Re = U0h/ν is Reynolds 

number defned in terms of the center-line velocity U0 = 2P0h
2/ρν. At suÿciently high 

Re, this base fow can become unstable with respect to infnitesimal perturbations 

v 1(r , t), which due to the invariance of the base fow in both t and x = (x, y) can be 

sought as 

v 1(z)e
�t+ik v 1(r , t) = ˆ ·x + c.c., (4.3) 

where λ is complex temporal growth rate for the Fourier mode defned by the wave vec-

tor k = (α, β) and complex amplitude distribution v̂ 1(z). The linear stability analysis 

fnds marginal values of Re depending on k for which neutrally stable perturbations 

defned by ℜ[λ] = 0 are possible. The lowest marginal value of Re, referred to as 

the critical Reynolds number, for this fow is known to be Rel = 5772.22 and it is 

attained at the critical wave vector k l = (1.02055, 0), [17] which corresponds to purely 

transversal perturbations defned by β = 0. For Re > Rel the linear stability theory 

predicts exponentially growing perturbations. Evolution of these unstable perturba-

tions depends on the non-linear e˙ects which may either inhibit or enhance the growth 

rate leading to what is known as super- and sub-critical instabilities, respectively. In 

the frst case, instability is expected to saturate at Re > Rel, while in the second case 

instability can be triggered by suÿciently large fnite amplitude perturbations at sub-

critical Reynolds numbers. In the latter case, unstable equilibrium states are possible 
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at Re < Rel. 

4.2 Two-dimensional equilibrium states 

In order to identify the type of instability, the approach of Reynolds and Potter,[43] 

is followed, which is known as the method of “false problems” [95, 45]. One searches 

for equilibrium solutions in the vicinity of the linear stability threshold Rel using the 

following considerations. The neutrally stable mode (4.3) with purely real frequency 

ω = −iλ interacts with itself through the quadratically nonlinear term in Eq. (4.1) 

to produce a streamwise-invariant and steady perturbation of the mean fow, and a 

2i(!t+�x)second harmonic ∼ e , which varies as with double frequency of the fundamental 

mode. Further nonlinear interactions produce higher harmonics, which similarly to the 

fundamental and second harmonic travel synchronously with the same phase velocity 

c = −ω/α. Thus, the equilibrium solution represents a travelling wave of the form 

∞ 
X 

v (r , t) = Env̂n(z), (4.4) 
n=−∞ 

where E = ei(!t+�x) contains ω which, in general, needs to determined together with v̂n 

by solving a non-linear eigenvalue problem. The reality of solution requires v̂−n = v̂ ∗ 
n, 

where the asterisk stands for the complex conjugate. The incompressibility constraint 

for the nth velocity harmonic can be written concisely as Dn · v̂n = 0 by using the 

operator Dn ≡ ez
d + iexαn with αn = αn, which is a spectral counterpart of the 
dz 

nabla operator for the respective harmonic. This constraint is satisfed by expressing 

the streamwise component of the velocity perturbation as 

ûn = ex · v̂n = iαn 
−1 ŵn 

′ (4.5) 

in terms of the transverse velocity component ŵn = ez · ̂vn, which is employed instead 

of the commonly used stream function. Note that this equation is not applicable to 

the zeroth harmonic n = 0, which thus needs to be considered separately. Taking the 
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curl of Eq. (4.1) to eliminate the pressure gradient and then projecting it onto ey, 

then after some transformations the following equation is obtained 

[D2 
n − iωn]ζ̂n = ĥn, (4.6) 

where 
 
 
 
iα−1D2 ŵn,n n

ζ̂n = ey · Dn × v̂n = 
n 6= 0; 

(4.7) 
 

′  
û0, n = 0. 

and 
X 

ĥn = v̂n−m · Dmζ̂m (4.8) 
m 

are the y-components of the nth harmonic of the vorticity � = ∇ × v and that of the 

curl of the non-linear term h = ∇ × (v · ∇)v . By separating the terms involving û0 

in the sum (4.8), it can be rewritten as ĥn = iα−1(ĥw + ĥu), where n n n

X 
ĥw D2 ′ ′ D2 = n m −1(ŵn−m ŵ − ŵ ŵn−m), (4.9) n n n m n−m 

m6=0 

ĥu ′′ 
n = iαn[û0 − û0Dn

2 ]ŵn = Nn(û0)ŵn. (4.10) 

Eventually, using the expressions above, Eq. (4.6) can be written concisely as 

ĥwLn(iω, û0)ŵn = n , (4.11) 

where 

Ln(iω, û0) = [D2 
n − iωn]D2 

n −Nn(û0). (4.12) 

This equation governs all of the harmonics except the zeroth one, for which it implies 

that ŵ0 ≡ 0 in accordance with the incompressibility constraint (4.5). The equation 

governing the zeroth velocity harmonic, which only has the streamwise component û0, 

follows directly from the x-component of Navier-Stokes equation (4.1): 

û0 
′′ = −P̂0 + ĝ0, (4.13) 
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where P̂0 is a dimensionless applied pressure gradient and 

X 
α−1 ∗ ′′ ĝ0 = i ŵ ŵ (4.14) m m m 

m6=0 

is the x-component of the zeroth harmonic of the nonlinear term g = (v · ∇)v . The 

velocity harmonics are subject to the no-slip and impermeability boundary conditions 

ŵn = ŵn 
′ = û0 = 0 at z = ±1. (4.15) 

4.3 Amplitude expansion 

The equations obtained in Sec. 4.2 govern the equilibrium states of two-dimensional 

travelling waves which have an arbitrary amplitude. In the vicinity of the linear stabil-

ity threshold, which represents the main interest here, the problem can be simplifed 

by expansion as a small perturbation amplitude. As discussed previously, the basic 

harmonic (4.3) with a small amplitude O(ǫ) interacting with itself through the quad-

ratically non-linear term in Eq. (4.1) produces a zeroth harmonic, which modifes 

the mean fow, and the second harmonic, both with amplitude O(ǫ2). Further, these 

two harmonics interacting with the basic one produces a O(ǫ3) correction to the latter. 

The interaction of the second and basic harmonics also produces a third harmonic with 

amplitude O(ǫ3). This perturbation series is represented by the following expansion: 

∞ 
X 

ǫ|n|+2m ˜ŵn = A|n||Ã|2m ŵn,|n|+2m, (4.16) 
m=0 

where ǫÃ = A is an equilibrium amplitude of the frst harmonic to be found and 

Ã = O(1) is its normalized counterpart. The mean fow, which as mentioned needs to 

be considered separately, is correspondingly expanded as 

û0 = û0,0 + ǫ2|Ã|2û0,2 + . . . . (4.17) 
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In a similar way, we expand also Reynolds number and the frequency 

Re = Re2 + . . . , (4.18) Re0 + ǫ2 ˜

ω = ω0 + ǫ2ω̃2 + . . . , (4.19) 

where Re0 is the marginal Reynolds number satisfying ℜ[λ0] = 0 and ω0 = ℑ[λ0] for 

ǫ2 ˜the mode ŵ1,1 with the wavenumber α; Re2 = Re2 is the deviation of the Reynolds 

number from its marginal value and ǫ2ω̃2 = ω2 is the associated frequency deviation. 

Substituting these expansions into Eqs. (4.11) and (4.13), and collecting the terms at 

equal powers of ǫ, the following equations are obtained. At O(ǫ0) the equation for the 

base fow is 

û′′ 
0,0 = −P0,0, (4.20) 

where P0,0 = 2Re0 and û0,0 = Re0(1− z2) = Re0ū(z). At O(ǫ) 

L1(iω0, û0,0)ŵ1,1 = 0, (4.21) 

which is the Orr-Sommerfeld equation defning the linear stability threshold. The 

solution of this eigenvalue problem for a given wavenumber α yields the marginal 

Reynolds number Re0, the frequency ω0, and the eigenfunction ŵ1,1(z). The latter is 

defned up to an arbitrary factor, which for ŵ1,1(z) being an even function is fxed by 

the standard normalization condition 

ŵ1,1(0) = 1. (4.22) 

At O(ǫ2), two equations are obtained 

′′ ∗ ′′ û = −P0,2 − 2α−1ℑ[ŵ ŵ ], (4.23) 0,2 1,1 1,1

L2(iω0, û0,0)ŵ2,2 = 2[(ŵ1,1ŵ1
′ 
,1) 

′ − 2ŵ1
′2 
,1] 

′ , (4.24) 

http:and(4.13
http:expansionsintoEqs.(4.11
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which defne the mean-fow perturbation û0,2 and the second harmonic ŵ2,2 in terms of 

ŵ1,1(z) found previous. The mean-fow perturbation depends also on the perturbation 

of the mean pressure gradient P0,2, which is zero when the fow is driven by a fxed 

pressure di˙erence. Alternatively, if it is the fow rate rather than the pressure di˙er-

ence which is fxed, then P0,2 is an additional unknown which has be determined so 
´ 1that to satisfy the fow-rate conservation constraint 
−1 

û0,2(z) dz = 0. Start with the 

case of fxed mean pressure gradient, P0,2 = 0. The latter case can readily be reduced 

to the former by including P0,2 into Re2 as shown in the next section. To complete the 

solution, proceed to the order O(ǫ3), which yields 

ĥwL1(iω0, û0,0)ŵ1,3 = 1,3 + |A|−2[N1(Re2ū+ |A|2û0,2) + iω2D
2
1]ŵ1,1, (4.25) 

where 

1 � � � �

∗ ′ ′ ∗ ′∗ ′∗ ĥw = ŵ1,1D2
2 ŵ − ŵ2,2D1

2 ŵ − ŵ2,2D1
2 ŵ − ŵ1,1D

2
2ŵ2,2 . (4.26) 1,3 2,2 1,1 1,12 

This equation defnes the correction of the basic harmonic ŵ1,3 in terms of the pre-

viously found quantities. It is important to notice that the l.h.s. operator of this 

equation is the same as that of the Orr-Sommerfeld equation (4.21), which has ŵ1,1 

as an eigenfunction with zero eigenvalue. Thus, for Eq. (4.25) to be solvable its r.h.s. 

has to be orthogonal to the adjoint eigenfunction ŵ1
+ 
,1 : 

D E 
+ ŵ ˆ

1,3 + |A|−2[N1(Re2ū+ |A|2ˆ ] ˆ = 0, (4.27) 1,1, h
w u0,2) + iω2D1

2 w1,1 

where the angle brackets denote the inner product [4]. The above solvability condition 

yields 

iω2 = µ1Re2 + µ2|A|2 , (4.28) 

http:zeroeigenvalue.Thus,forEq.(4.25
http:equation(4.21
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where 

� 
µ1 = − ŵ1

+ 
,1, N1(ū) , (4.29) 

D E 
+ hw µ2 = − ŵ1,1, N1(û0,2) + ˆ

1,3 (4.30) 

� 
for the adjoint eigenfunction normalized as ŵ1

+ 
,1, D

2
1ŵ1,1 = 1. The expression above 

represents a reduced Landau equation for the case of equilibrium solution, which re-

quires ω2 to be real. This reality condition yields the sought after equilibrium amp-

litude 

|A|2 = −Re2ℜ[µ1]/ℜ[µ2], (4.31) 

which is the same as that resulting from the full Landau equation with the frst Landau 

coeÿcient µ2 and the linear growth rate correction µ1Re2 [4]. Note that the non-

standard choice of the characteristic velocity results in expressions (4.29) and (4.30) 

sharing the operator N1, which simplifes their numerical treatment. 

The type of instability is determined by the sign of ℜ[µ2]. For the instability to be 

supercritical, which supposes an equilibrium solution with |A|2 > 0 to exist at positive 

linear growth rates Re2ℜ[µ1] > 0, ℜ[µ2] < 0 is required. Otherwise, the instability is 

subcritical. In order to calculate Landau coeÿcients (4.29) and (4.30) following the 

standard approach outlined above one needs to solve not only the Orr-Sommerfeld 

equation (4.21) but also its adjoint problem which defnes ŵ1
+ 
,1. Both problems, the 

direct and the adjoint, as well as those posed by Eqs. (4.23) and (4.24) need to be 

solved numerically. Then the integrals behind the inner products defning µ1 and 

µ2 need to be evaluated numerically. This standard approach can be signifcantly 

simplifed by avoiding both the solution of the adjoint problem and the subsequent 

approximate evolution of the inner product integrals. This is achieved by applying 

the solvability condition to the discretized numerical problem as demonstrated in the 

following section. 

http:4.23)and(4.24
http:equation(4.21
http:and(4.30
http:coe�cients(4.29
http:and(4.30
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4.4 Numerical method 

In this section, the numerical evaluation of Landau coeÿcients is demonstrated using 

a Chebyshev collocation method with Chebyshev-Lobatto nodes 

zi = cos (iπ/N) , i = 0, · · · , N, (4.32) 

at which the discretized solution (ŵn, û0)(zi) = (wn, u0)i and its derivatives are sought. 

The latter are expressed in terms of the former by using the so-called di˙erentiation 

(1) (2) matrices which for the frst and second derivatives are denoted by D and D .i,j i,j 

Explicit expressions for these matrices can be found in the Sec. (2.3) and Peyret 

[93]. Equations (4.21), (4.23) and (4.24) are approximated at the internal collocation 

points 0 < i < N and the boundary conditions (4.15) are imposed at the boundary 

points i = 0, N. The operator Ln(iω0, û0,0) defned by Eq. (4.12), which appears in 

Eqs. (4.21) and (4.24) is represented by the matrix Ln(iω0, u0,0) = Mn(u0,0) − iω0An 

consisting of 

Mn(u0,0) = Fn[A
2 
n + Re0Nn(ū)], (4.33) 

(An)i,j = (D2 
n)i,j, 0 < (i, j) < N, (4.34) 

where the latter represents the part of the collocation approximation of the operator 

(2) 
(D2 )i,j = D − α2δi,j (4.35) n i,j n

related with the internal nodes. The other matrix in Eq. (4.33), defned as 

′′ (Nn(ū))i,j = iαn[ūiδi,j − ūi (An)i,j], (4.36) 

represents the collocation approximation of the operator defned by Eq. (4.10). Finally, 

the factor matrix 

)−1(CA−1 CA−1 (4.37) Fn = I− Bn n Bn n 

http:operatordefinedbyEq.(4.10
http:4.21)and(4.24
http:conditions(4.15
http:and(4.24
http:Equations(4.21),(4.23
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in Eq. (4.33) ensures the no-slip boundary condition ŵ′ (±1) = 0, which is represented 

by the matrix 

D
(1) 

i = 0, N ; 0 < j < N (4.38) Cij = i,j , 

and also involves the part of the operator (4.35) related with the boundary nodes: 

(Bn)i,j = (D2 
n)i,j, 0 < i < N, j = 0, N. (4.39) 

Further details concerning Eq. (4.36) can be found in Sec. (3.2) and [90]. 

Starting with the Orr-Sommerfeld equation, whose collocation approximation is 

L1(λ, Reū)w1,1 = [M1(Reū)− λA1]w1,1 = 0 (4.40) 

can be reduced to the standard complex matrix eigenvalue problem 

A−1L1(λ, Reū)w1,1 = [A−1M1(Reū)− λI]w1,1 = 0, (4.41) 1 1 

which can be solved using, for example, LAPACK’s ZGEEV routine [94]. 

4.5 Results 

The marginal Reynolds number Re0 for a given wavenumber α is determined by the 

condition ℜ[λ0] = 0 for the eigenvalue λ0 with the largest real part. Simultaneously 

with the right eigenvector w1,1, we fnd also the associated left eigenvector w1
† 
,1[103]. 

The right eigenvector is normalized using condition (4.22) and the left one is nor-

malized against the former using the dot product of complex vectors w1
† 
,1 · w1,1 = 1. 

This normalization simplifes the expressions of Landau coeÿcients obtained in the 

following. Having found w1,1, it can be straightforwardly used to solve the discretized 

counterparts of Eqs. (4.23) and (4.24), which yield the mean-fow perturbation u0,2 

and the complex amplitude distribution of the second harmonic w2,2. For the case 

of fxed fow rate considered later, the stream function of the mean-fow perturbation 

http:4.23)and(4.24
http:Eq.(4.36
http:operator(4.35
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0,2 is needed. This is obtained by solving the collocation approximation of ψ̂0
′ 
,2 = û0,2 

with the symmetry condition ψ̂0,2(0) = 0. 

Now, the fnal equation (4.25) can be solved, whose collocation approximation can 

be written similarly to Eq. (4.40) as 

L1(iω0, Re0ū)w1,3 = F1h
w 
1,3 + |A|−2[F1N1(Re2ū+ |A|2 u0,2) + iω2A1]w1,1, (4.42) 

which represents a matrix eigenvalue perturbation problem. For this equation to be 

solvable, its r.h.s multiplied by A−1 as in Eq. (4.41) has to be orthogonal to w † [100]. 1 1,1

This solvability condition leads to the reduced Landau equation (4.28), whose coeÿ-

cients can now be defned as 

µ1 = −w † · A−1F1N1(ū)w1,1, (4.43) 1,1 1 

† · A−1 µ2 = −w F1(N1(u0,2) + hw ). (4.44) 1,1 1 1,3

Owing to the symmetry of the problem, both ŵ1,1 and û0,2 are even, whereas ŵ2,2 

is an odd function of z. This allows the solution to be sought in one half of the layer so 

reducing the number of required collocation points by half. M = N/2 = 32 collocation 

points in a half layer is suÿcient to obtain the critical Reynolds number Rel = 5772.22, 

frequency ωl = −1555.18 and wavenumber αl = 1.02055 with six signifcant fgures 

[17]. 

The real and imaginary parts of the critical perturbation ŵ1,1, which are given by 

the right eigenvector w1,1 are shown in Fig. 4.1 together with the corresponding left 

eigenvector w1
† 
,1. Note that the latter is orthogonal to all other right eigenvectors but 

w1,1. Since about a half of the right eigenvectors are numerically spurious [82], w † 
1,1 

has only a numerical but no physical meaning. Because of di˙erent inner product 

defnitions for the continuous and discrete problems, w1
† 
,1 is also distinct from the 

adjoint eigenfunction ŵ1
+ 
,1 considered in the previous section. Distributions of the 

mean-fow perturbation and that of the complex amplitude of the second harmonic 

are plotted for the top half of the layer in Fig. 4.2. Note that due to the non-standard 

http:�1555.18
http:equation(4.28
http:toEq.(4.40
http:equation(4.25
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Figure 4.1: Real and imaginary parts of the critical perturbation ŵ1,1 given by the 
right eigenvector w1,1 (a) and the corresponding left eigenvector w1

† 
,1 plotted against 

the collocation point coordinates (b). 
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Figure 4.2: Velocity û0,2 and the associated stream function ψ̂0,2 of the mean-fow 
perturbation (a); the real and imaginary parts of the second harmonic amplitude ŵ2,2 

(b). 
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scaling, the dimensionless frequency and velocity di˙er by a factor of Rel from the 

results obtained with the conventional scaling based on the center-line velocity. 

Substituting the above results into Eqs. (4.29) and (4.30), then the following is 

values for µ1 and µ2 can be obtained: 

µ1 = 0.0097118− i0.222596, 

µ2 = 0.0049382− i0.0239131. 

As seen from Fig. 4.3, M & 40 collocation points are required to obtain Landau 

coeÿcients with about six signifcant fgures. The frst and most important res-

ult is ℜ[µ2] > 0, which confrms the subcritical nature of this instability in agree-

ment with the previous fndings. The coeÿcient µ1 has been computed explicitly 

by Stewartson and Stuart [46] who found d1 = (0.17 + i0.8) × 10−5 for the stand-

ard normalization. Rescaling this result with the center-line velocity, µ̃1 = µ1/Rel = 

(0.168251− i3.85633)× 10−5 is obtained, whose real part is close to that of d1. This is 

not the case for the imaginary part. The µ1 can also be plotted against the complex 

growth rate supplied by the linear stability analysis in the vicinity of the stability 

threshold, where δλ = λ − λl ≈ µ1(Re− Rel). As seen in Fig. 4.4, the variation of the 

complex phase speed c = −iλ/Reα, which is commonly used instead of λ, is accurately 

reproduced by µ1 in the vicinity of Rel. 

In order to compare the calculated Landau coeÿcient µ2 with the values found in 

the previous studies it is necessary to take into account not only the non-standard 

choice of the characteristic velocity but also the fact that in here A stands for the 

amplitude of the transverse velocity component w, whereas in the previous studies it 

stands for the amplitude of the stream function ψ, which is related to the former as 

w = iαψ. As a result, µ2 is rescaled as 

µ̃2 = µ2αl 
2Rel = 29.659− i143.622. 

This result is close to µ̃2 = iαlK1 = 29.46− i143.41 found by Sen and Venkateswarlu 
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Figure 4.3: Relative variation of Landau coeÿcients with the number of collocation 
points M. 

[44] using the method of Reynolds and Potter [43] for Rel = 5774, αl = 1.02 and 

cr = 0.2639. Note that K1 has been mistaken for µ̃2 by Schmid and Henningson [4] 

who have denoted it by λ2. 

Alternatively, rescaling µq 
2 with Rel based on the centerline velocity and the accur-

ate value of αl, we obtain 

µ̃2 
q = µ2

qαl 
2Rel = 30.957− i172.83, 

which agrees well with µ̃2 = 30.96126 − i172.8268 and µ̃2 = 30.95616 − i172.8335 

obtained respectively by the amplitude expansion using a highly accurate Chebyshev 

collocation method [48] and by the centre manifold reduction using an expansion in 

linear eigenfunctions [49]. 

Reynolds and Potter [43] used their original method of “false solution” to obtain 

the frst relatively accurate values of Landau coeÿcients for the case of fxed fow rate. 
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The solution found here for fxed pressure gradient can easily be converted to the fxed 

fow rate by using the non-zero pressure gradient correction P0,2 in Eq. (4.23). As seen 

from Eq. (4.20), this correction, which a˙ects only the magnitude of the base fow, is 

equivalent to the substitution of Re2 by 

Req 2 = Re2 + |A|2P0,2/2. 

The pressure correction P0,2, which according to the expression above produces a fow 

¯rate perturbation |A|2P0,2ψ(1), has to compensate for 2|A|2ψ̂0,2(1) fow rate perturba-

tion, which occurs at fxed pressure gradient. This results in 

P0,2/2 = −ψ̂0,2(1)/ψ̄(1) = 0.00217238, 

´ 
2where ψ̄(1) = 

0

1 
ū(z) dz = 

3
. Substitution of Re2 by Req 2 in Eq. (5.26) results in µ2 

replaced by 

µq 
2 = µ2 + µ1P0,2/2 = 0.0051492− i0.0287487. 

¯Rescaling µq 
2 with the critical Reynolds number based on the mean velocity Rel = 

2 
3
Rel = 3848.08 and αl = 1.02071 used by Reynolds and Potter [43], then the expression 

¯µ̃q 
2 = µq 

2αl 
2Rel = 20.64− i115.26, 

q (2) + ib(2) is obtained, which is close to the value µ̃2 = a = 19.7 − i111 obtained by 

Reynolds and Potter [43]. 

http:inEq.(4.23




Chapter 5 

2-D travelling waves in Hartmann fow 

Having established that there is a subcritical bifurcation in plane Poiseuille fow from 

linear and weakly nonlinear analysis, how far the subcritical equilibrium states exist 

below the linear stability threshold will be investigated. The perturbation is no longer 

considered to be small. A travelling wave solution will be sought, using the derivations 

in Sec. 4.2. The weakly nonlinear analysis is only valid when the expansion parameter 

is small, that is, when the Reynolds number is close to the linear stability threshold 

Rec = 5772.2. The method will be validated by considering the hydrodynamic stability 

problem, i.e. Ha = 0, before calculating results for Hartmann fow. The neutral 

stability curve for linear stability will be extended to neutral fnite-amplitude states [96, 

97, 98]. Since the equilibrium states are sensitive to the number of Fourier components 

(harmonics) included, for accurate results N ≫ 2 is required [4]. 

5.1 Problem Formulation 

Consider the fow of an incompressible viscous electrically conducting liquid with dens-

ity ρ, kinematic viscosity ν and electrical conductivity σ driven by a constant gradient 

of pressure p in the channel of the width 2h between two parallel walls in the presence 

of a transverse homogeneous magnetic feld B . The velocity distribution of the fow, 

59 
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v(r , t), is governed by the Navier-Stokes equation 

∂tv + (v · ∇)v = −ρ−1
∇p + ν∇2 v + ρ−1f , (5.1) 

where f = j × B is the electromagnetic body force containing the induced electric 

current j , which is governed by Ohm’s law for a moving medium 

j = σ(E + v × B). (5.2) 

The fow is assumed to be suÿciently slow that the induced magnetic feld is negligible 

relative to the imposed one. This supposes a small magnetic Reynolds number Rm = 

µ0σv0d ≪ 1, where µ0 is the permeability of vacuum and v0 is the characteristic velocity 

of the fow. In addition, we assume that the characteristic time of velocity variation 

is much longer than the magnetic di˙usion time τm = µ0σh
2 . This allows use of the 

quasi-stationary approximation leading to E = −∇φ, where φ is the electrostatic 

potential [61]. By assuming the magnetic Reynolds number is small, the Lorentz force 

and Ohm’s law can be simplifed to f = j × B and Eq. (5.2) respectively [5, 61]. The 

velocity and current satisfy mass and charge conservation ∇ · v = ∇ · j = 0. Applying 

the latter to Ohm’s law (5.2) yields 

∇
2φ = B · !, (5.3) 

where ! = ∇ × v is the vorticity. At the channel walls S, the normal (n) and 

tangential (τ) velocity components satisfy the impermeability and no-slip boundary 

conditions vn| = 0 and v˝ | = 0. For a fxed pressure gradient, electrical conductivity s s 

of the walls a˙ects only the magnitude of the base fow but not its profle. Moreover, 

the conductivity of the walls does not a˙ect the electric current which is induced 

tangentially to the boundaries by the 2D disturbances considered in this study. Thus, 

the stability of the fow, which is determined by the centreline velocity, is not a˙ected 

by the electrical conductivity of the walls. 
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Figure 5.1: Streamwise base fow velocity ū(z) for increasing Hartmann number. 

Right-handed Cartesian coordinates are employed with the origin set at the mid-

height of the channel, the x- and the z-axes directed, respectively, against the applied 

pressure gradient ∇p0 = P ex and along the magnetic feld B = Bez so that the 

channel walls are located at z = ±h, as shown in fgure 1.1, and the velocity is defned 

as v = (u, v, w). Subsequently, all variables are non-dimensionalised by using h, h2/ν 

and Bν as the length, time and electric potential scales, respectively. The velocity 

is scaled by the viscous di˙usion speed ν/h, which is employed as the characteristic 

velocity instead of the commonly used centreline velocity. The problem admits a 

rectilinear base fow 

v 0(z) = ū0(z)ex = Reū(z)ex (5.4) 

for which Eq. (5.1) reduces to 

u
(z

) 

Ha=0 
Ha=2 
Ha=5 
Ha=10 
Ha=25 

−1 −0.5 0 0.5 1 

′′ ¯ū − Ha2ū = P, (5.5) 
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where Re = Uh/ν is the Reynolds number based on the centreline velocity U, Ha = 
p

hB σ/ρν is the Hartmann number, and P̄ is a dimensionless pressure gradient sat-

isfying the normalization condition ū(0) = 1. This equation defnes the well-known 

Hartmann fow profle 
cosh(Ha)− cosh(zHa) 

ū(z) = (5.6) 
cosh(Ha)− 1 

−Ha
2 cosh(Ha)with P̄ = , which relates the centreline velocity with the applied pressure 

cosh(Ha)−1 

¯gradient P = P Uνρ/h2 . In the weak magnetic feld (Ha ≪ 1), the Hartman fow 

reduces to the classic plane Poiseuille fow ū(z) = 1 − z2 . Fig. 5.1 shows visually the 

e˙ect of an increased Hartmann number on the velocity profle of the base fow. 

5.2 Theoretical background 

5.2.1 Linear stability analysis 

The present study is concerned with two-dimensional travelling waves that are expec-

ted to bifurcate from the Hartmann fow as a result of linear instability. Therefore, 

start with determining the linear stability of the Hartmann fow with respect to infn-

itesimal perturbations v 1(x , t) and search for the velocity as v = v 0 + v 1. Since the 

base fow is invariant in both t and x = (x, y), perturbation can be sought as a Fourier 

mode 

v (z)e�t+ik ·x v 1(r , t) = ˆ + c.c., (5.7) 

which is defned by a complex amplitude distribution v̂(z), temporal growth rate λ 

and the wave vector k = (α, β). The incompressibility constraint, which takes the form 

Dk · v̂ = 0, where Dk ≡ ez
d + ik is a spectral counterpart of the nabla operator, is 
dz 

satisfed by expressing the component of the velocity perturbation in the direction of 

the wave vector as û
q = e q · v̂ = ik−1ŵ′ , where e q = k/k and k = |k |. Taking the curl 

of the linearised counterpart of Eq. (5.1) to eliminate the pressure gradient and then 

projecting it onto ez ×e q, after some transformations a modifed Orr-Sommerfeld type 
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equation is obtained which includes a magnetic term 

� 
′′ 

� 
λD2 

kŵ = D4 
k − Ha2 u − ūD2 

k) ˆ (5.8) (ez · Dk)
2 + ikRe(¯ w. 

The no-slip and impermeability boundary conditions require 

ŵ = ŵ′ = 0 at z = ±1. (5.9) 

The equation (5.8) is written in a non-standard form corresponding to the choice of 

the characteristic velocity. Note that the Reynolds number appears in this equation as 

a factor at the convective term rather than its reciprocal at the viscous term as in the 

standard form. As a result, the growth rate λ di˙ers by a factor Re from its standard 

defnition. 

Since the equation above, similarly to its non-magnetic counterpart, admits Squire’s 

transformation [104], in the following we consider only two-dimensional perturbations 

(k = α), which are the most unstable [59]. The linear stability problem is solved 

numerically using a Chebyshev collocation method which is described in detail in Sec. 

(3.2) and Hagan & Priede [90]. 

5.2.2 Nonlinear 2D travelling waves 

Two-dimensional travelling waves emerge as follows. The neutrally stable mode (5.7) 

with a purely real frequency ω = −iλ interacting with itself through the quadratically 

nonlinear term in Eq. (5.1) gives rise to a steady streamwise invariant perturbation 

2i(!t+�x)of the mean fow as well as to a second harmonic ∼ e . Subsequent nonlinear 

interactions produce higher harmonics, which behave similarly to the fundamental and 

second harmonic travel with the same phase speed c = −ω/α. Thus, the solution can 

be sought in the form 
∞ 
X 

v (r , t) = Env̂n(z), (5.10) 
n=−∞ 
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where E = ei(!t+�x) contains ω, which, in general, needs to determined together v̂n by 

solving a non-linear eigenvalue problem. The reality of solution requires v̂−n = v̂ ∗ 
n, 

where the asterisk stands for the complex conjugate. The incompressibility constraint 

applied to the nth velocity harmonic results in D�n ·v̂n = 0, where D�n ≡ ez
d +iexαndz 

with αn = αn stands for the spectral counterpart of the nabla operator. This constraint 

can be satisfed by expressing the streamwise velocity component 

iα−1 ′ ûn = ex · v̂n = n ŵn (5.11) 

in terms of the transverse component ŵn = ez · v̂n, which is employed instead of the 

commonly used stream function. Henceforth, the prime is used as a shorthand for 

d/dz. Note that Eq. (5.11) is not applicable to the zeroth harmonic, for which it yields 

ŵ0 ≡ 0. Thus, û0 needs to be considered separately in this velocity-based formulation. 

Taking the curl of Eq. (5.1) to eliminate the pressure gradient and then projecting 

it onto ey, the result is 

[D�
2 
n 
− iωn]ζ̂n − Ha2ûn 

′ = ĥn, (5.12) 

where 
 

ζ̂n = ey · D�n 

 
 
iα−1D2 ŵn,n �n × v̂n = 

n 6= 0; 
(5.13) 

 
 ′ 
û0, n = 0. 

and 
X 

ĥn = v̂n−m · D�m ζ̂m (5.14) 
m 

are the y-components of the nth harmonic of the vorticity � = ∇ × v and that of the 

curl of the nonlinear term h = ∇ × (v · ∇)v . Henceforth, the omitted summation 

limits are assumed to be infnite. Separating the terms involving û0 in sum (5.14), it 

can be rewritten as ĥn = iα−1(ĥw + ĥu), where n n n

X 
ĥw D2 ′ ′ D2 
n = n m −1(ŵn−m �m 

ŵm − ŵm �n−m 
ŵn−m), (5.15) 

m6=0 

ĥu
n = iαn[û0 − û′′ 

0D
2 
�n 
]ŵn ≡ Nn(û0)ŵn. (5.16) 
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Eventually, using the expressions above, Eq. (5.12) can be expressed as 

ĥwLn(iω, û0)ŵn = n , (5.17) 

with the operator 

Ln(iω, û0) = [D2 − iωn]D2 − Ha2(ez · D�n )
2 −Nn(û0). (5.18) �n �n 

The equation above governs all harmonics except the zeroth one, for which it implies 

ŵ0 ≡ 0 in accordance with the incompressibility constraint (5.11). The zeroth velocity 

harmonic, which has only the streamwise component û0, is governed directly by the 

x-component of the Navier-Stokes equation (5.1): 

û′′ 
0 − Ha2û0 = P̂0 + ĝ0, (5.19) 

¯where P̂0 = P Re is a dimensionless mean pressure gradient and 

X 
α−1 ∗ ′′ ĝ0 = i ŵ ŵ (5.20) m m m 

m6=0 

is the x-component of the zeroth harmonic of the nonlinear term g = (v ·∇)v . Velocity 

harmonics are subject to the usual no-slip and impermeability boundary conditions 

ŵn = ŵn 
′ = û0 = 0 at z = ±1. (5.21) 

5.2.3 Weakly nonlinear analysis 

The equations obtained in the previous section govern the equilibrium states of two-

dimensional travelling waves of arbitrary amplitude. In the vicinity of the linear sta-

bility threshold, solution can be simplifed by expanding it in a small perturbation 

amplitude. As discussed above, the basic harmonic (5.7) with amplitude O(ǫ) inter-

acting with itself through the quadratically nonlinear term in Eq. (5.1) produces a 

http:constraint(5.11
http:above,Eq.(5.12


66 CHAPTER 5. 2-D TRAVELLING WAVES IN HARTMANN FLOW 

zeroth harmonic, which modifes the mean fow, and a second harmonic, both of which 

have amplitude O(ǫ2). These two harmonics further interacting with the basic one 

produce an O(ǫ3) correction to the latter. The second harmonic interacting with the 

basic one also gives rise to a third harmonic with amplitude O(ǫ3). This perturbation 

series is represented by the following expansion: 

∞ 
X 

ǫ|n|+2m ˜ŵn = A|n||Ã|2m ŵn,|n|+2m, (5.22) 
m=0 

where ǫÃ = A is an unknown equilibrium amplitude of the basic harmonic and Ã = 

O(1) is its normalized counterpart. The mean fow, which needs to be considered 

separately, is expanded as 

û0 = û0,0 + ǫ2|Ã|2û0,2 + . . . . (5.23) 

Similarly, the Reynolds number and the frequency are expanded as 

Re = Re2 + . . . , (5.24) Re0 + ǫ2 ˜

ω = ω0 + ǫ2ω̃2 + . . . , (5.25) 

where Re0 is the marginal Reynolds number satisfying ℜ[λ0] = 0 for the mode ŵ1,1 

with the frequency ω0 = ℑ[λ0] and the wavenumber α; ǫ2Rẽ2 = Re2 and ǫ2ω̃2 = ω2 

are deviations of the respective quantities from their linear stability threshold values. 

Substituting these expansions into Eqs. (5.17) and (5.19), collecting terms at equal 

powers of ǫ and applying the solvability condition to the equation for ŵn,|n|+2m we 

eventually obtain 

iω2 = µ1Re2 + µ2|A|2 . (5.26) 

http:5.17)and(5.19
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The coeÿcients of this equation are defned as 

� 
µ1 = − ŵ1

+ 
,1, N1(ū)ŵ1,1 , (5.27) 

D E 
µ2 = − ŵ1

+ 
,1, N1(û0,2)ŵ1,1 + ĥw , (5.28) 1,3 

where the angle brackets denote the inner product and the expressions are written 
� 

for the adjoint eigenfunction normalized as ŵ1
+ 
,1, D1

2 ŵ1,1 = 1. The eigenfunction ŵ1,1 

can be normalized in several di˙erent ways which will be specifed later on. Equation 

(5.26) represents a reduced Landau equation for the case of equilibrium solution, which 

requires ω2 to be real and, thus, yields the sought equilibrium amplitude 

|A|2 = −Re2ℜ[µ1]/ℜ[µ2]. (5.29) 

The type of instability is determined by the sign of ℜ[µ2]. Namely, ℜ[µ2] > 0 cor-

responds to a subcritical instability, which means that an equilibrium solution with 

|A|2 > 0 is possible at negative linear growth rates Re2ℜ[µ1] < 0. Otherwise, instabil-

ity is supercritical. The coeÿcients (5.27 and 5.28) are calculated using an eÿcient 

numerical approach based on the application of the solvability condition directly to 

the discretized problem [90]. This allows both the solution of the adjoint problem to 

be bypassed, as well as the subsequent evaluation of the integrals defning the inner 

products. 

5.2.4 Linear stability of 2-D travelling waves 

Weakly nonlinear subcritical equilibrium states considered in the previous section can 

easily be shown to be linearly unstable [4]. Instability straightforwardly follows from 

the fact the growth rate of these perturbations increases with their amplitude. Thus, 

perturbations with an amplitude slightly lower or higher than the equilibrium one 

will respectively decay or grow so moving away from the equilibrium state. Stability 

of strongly subcritical equilibrium states is not that obvious. Orszag & Patera [31] 

originally suggested that the subcritical equilibrium state emanating at the linear 

http:coe�cients(5.27
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stability threshold remain linearly unstable down the lowest possible Reynolds number 

admitting such states. At this critical Reynolds number, which will be the main 

concern of the present study, the unstable subcritical state disappears by merging 

with another equilibrium state of a higher amplitude which was thought to be linearly 

stable. This simple picture was amended by Pugh & Sa˙man [99] who showed it 

to hold for the Reynolds number based on the fow rate but not on the pressure 

gradient. It is important to notice that these two Reynolds numbers are just alternative 

parametrisations of the same physical problem, i.e. plane Poiseuille fow [71]. 

Linear stability of travelling-wave states, which in contrast to the rectilinear base 

state are periodic rather than invariant in both in time and the streamwise direction, 

can be analysed using Floquet theory according to which small-amplitude velocity 

disturbance can be sought similarly to (5.10) as 

∞ 
˜

X 
En�t+i�̃x v 1(r , t) = e ṽn(z) + c.c., (5.30) 

n=−∞ 

where λ̃ is generally a complex growth rate and |α̃| ≤ α/2 is the subharmonic wavenum-

ber [41]. Adding this disturbance to the travelling wave base state (5.10), a linearised 

counterpart of Eq. (5.12) for transverse velocity harmonics w̃n is obtained: 

h i 
X 

′′ D2 
�̃n 
− λ̃− iωn D2 

�̃n 
w̃n − Ha2 w̃n = −iα̃n D �̃n · (v̂n−mζ̃m + ṽmζ̂n−m), (5.31) 

m 

where α̃n = αn + α̃ is a modifed wavenumber for the nth harmonic, ũn = ex · ṽn = 

α−1 ′ α−1D2i˜ w̃ is the streamwise velocity and ζ̃n = i˜ w̃n is the spanwise vorticity of the n n n �̃n 

disturbance. The boundary conditions, as usual, are w̃n(1) = w̃n
′ (1) = 0. 

Cutting the series (5.30) o˙ at n = ±N , a linear eigenvalue problem represented by 

2N +1 complex equations is obtained (5.31) for the eigenvector consisting of the same 

number of harmonics w̃n with the eigenvalue λ̃, which depends on the subharmonic 

wavenumber α̃. This eigenvalue problem is solved in the same as that for the linear 

stability of the rectilinear base fow. To avoid the division by zero in the expressions 

for ũ0 and ζ̃0 above, which occurs for superharmonic disturbances corresponding to 

http:state(5.10
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α̃ = 0, we use the substitution as w̃n = −iα̃nψ̃n, where ψ̃n is the stream function. This 

makes superharmonic disturbances treatable in the same way as subharmonic ones. 

In the following, we consider only the superharmonic disturbances corresponding to 

α̃→ 0. 

Note that subharmonic disturbances with α̃ 6= 0 a˙ect neither the mean pressure 

gradient nor the fow rate. Both of these quantities are associated with the zero 

wavenumber mode, which occurs only for superharmonic disturbances. α̃0 = 0. In 

the limit α̃ → 0, the growth rate of subharmonic disturbances is expected to tend 

to that of superharmonic ones. This is obviously the case for the formulation above 

based on the fxed fow rate but not so when the condition of constant mean pressure 

gradient is applied to superharmonic disturbances in the form which was originally 

suggested by Pugh & Sa˙man [99] and later amended by Soibelman and Merion [71]. 

This condition results in the stability characteristics of superharmonic disturbances 

which substantially di˙er from those in the cases of fxed fow rate. Thus, the growth 

rate, in this case, varies discontinuously as α̃→ 0 which is obviously unphysical. This 

inconsistency seems to be due to the incorrect assumption of constant fux Reynolds 

number when fxed mean pressure gradient is considered. Taking into account the 

variation of the fux Reynolds number caused by the fow disturbance when the mean 

pressure gradient is fxed eliminates the unphysical di˙erence between the stability 

characteristics of superharmonic disturbances for the fxed fow rate and the fxed 

mean pressure cases. 

5.3 Numerical approach 

The problem is solved numerically using a Chebyshev collocation method with the 

Chebyshev-Lobatto nodes 

zi = cos (iπ/2M) , i = 0, · · · , M, (5.32) 
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at which the discretized solution (ŵn, û0)(zi) = (wn, u0)i is sought in the upper half of 

the layer. The reduction to the half layer is due to the following symmetries implied by 

Eq. (5.15). Harmonics of the transverse velocity ŵn with even indices are odd functions 

of z, whereas those with odd indices have the same parity as the fundamental mode 

(n = 1). The latter may be either odd or even, which gives rise to two types of possible 

2D solutions. The same two symmetries apply also to the perturbations of the even 

travelling wave mode. The deformed base fow û0(z) according to Eq. (5.20) is an 

even function. 

The equations above are approximated at the internal collocation points 1 ≤ i ≤ 

M by using the di˙erentiation matrices which express the derivatives in terms of 

the collocation variables (wn, u0)i. The boundary conditions (5.9) are imposed at the 

boundary point i = 0 [93]. Cutting series (5.10) o˙ at n = ±N, Eqs. (5.17) give rise 

to N × M complex algebraic equations with respect to the same number of complex 

unknowns wn for n = 1, 2, . . . , N. Note that w0 ≡ 0 and w−n = wn
∗ . These equations 

contain also M real unknowns ũ0, which are governed by the same number of real 

equations resulting from the collocation approximation of Eq. (5.19). These linear 

equations can be solved for ũ0 in terms of wn. This results in a system of N × M 

nonlinear complex equations for the same number of complex unknowns wn. Since 

the equations contain also w ∗ 
n, the actual unknowns are the real and imaginary parts 

of wn, which need to be determined by solving the same number, i.e. 2N × M, real 

equations given by the real and imaginary parts of the original complex equations. 

There is one more unknown: the frequency ω, which represents an eigenvalue of 

this non-linear problem, and needs to be determined along with wn. There are two 

ways to balance the number of unknowns and equations. First, as the problem is 

homogeneous, a non-trivial solution requires a certain nonlinear solvability condition 

to be satisfed, which provides an additional equation analogous to the characteristic 

determinant in the case of linear eigenvalue problem. The second possibility, which is 

used in this study, follows from the fact that wn is defned up to an arbitrary phase due 

to the translational invariance of the problem. The phase, which defnes the x-o˙set 

http:series(5.10
http:Eq.(5.15
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of solution, can be fxed by imposing the condition ℑ[w1,i] = 0 at some collocation 

point i where the solution is not already fxed. This is equivalent to setting w1,i = A, 

where A is a real parameter defning the amplitude of velocity. Thus, the number of 

unknowns is reduced by one and the system of 2N × M nonlinear algebraic equations 

can be written in general form as 

F(w, A, ω;α, Re)w = 0, (5.33) 

where w are the real and imaginary parts of wn normalized with the real amplitude 

A and F is a real square matrix of size 2N × M depending on the listed parameters. 

For given α and Re, this problem can be solved by the Newton-Raphson method with 

respect to A, ω and 2N × M − 2 unknown w. In some cases, instead of Re, it is more 

convenient to fx A and then to solve for Re depending on A and α. 

The solution is traced using a quadratic extrapolation along arc length in logar-

ithmic coordinates. For a general function f of an argument p the scale-independent 

�f �p arc length element is defned as δs2 = ln2(1 +
f 
) + ln2(1 +

p 
). Using a reference arc 

length based on the solution at the chosen frst three parameter values, a subsequent 

parameter value and an initial guess for the Newton-Raphson method are extrapolated 

from the previous three parameter values and respective solutions. When the Newton-

Raphson iterations fail, the step along the arc length is reduced until the solution is 

recovered. 

5.4 Results 

5.4.1 Linear stability of Hartmann fow 

The linear stability analysis of the Hartmann fow is considered frst. The marginal 

Reynolds number defnes the threshold at which perturbations with positive temporal 

growth rate ℜ[λ] appear. Numerically calculated marginal Reynolds numbers and the 

associated phase velocities of neutrally stable modes are plotted in Fig. 5.2 (a) and 
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(b) respectively versus the wavenumber α for several Hartmann numbers. The non-

magnetic case (Ha = 0) corresponds to the classic plane Poiseuille fow. First, it is 

seen that only the modes with suÿciently small wavenumbers, i.e. suÿciently long 

waves, can become linearly unstable. Second, each such mode can be linearly unstable 

only in a limited range of Reynolds numbers. Namely, besides the lower marginal 

Reynolds number by exceeding which mode of a given wavenumber turns linearly 

unstable, there is also an upper marginal Reynolds number by exceeding which it 

becomes linearly stable. Linear stability threshold corresponds to the lowest marginal 

Reynolds number which is referred to as the critical Reynolds number. For the non-

magnetic case, (Ha = 0), the critical Reynolds number is Rel = 5772.22, and it occurs 

at the critical wavenumber αl = 1.02055 [17]. The former is seen in Fig. 5.2 to rise 

with the Hartmann number, which means that the fow is stabilized with the increase 

in the magnetic feld. The critical wavenumber frst decreases and then starts to rise 

at Ha & 2. 

As seen in Figures 5.3 (a) - (c), the critical Reynolds number Rel and the associated 

wavenumber αl both increase in a suÿciently strong magnetic feld (Ha & 10) directly 

with the Hartmann number while the relative phase speed c = −ω/Reα tends to a 

constant. The best ft of the numerical results yields 

Rel ∼ 4.83× 104Ha, (5.34) 

αl ∼ 0.162Ha, (5.35) 

cl ∼ 0.155, (5.36) 

These asymptotics agree well with the highly accurate results of Takashima [60]. Note 

that besides the original instability mode, which develops from the non-magnetic one, 

another linearly unstable mode appears at Ha & 6.5. At higher Hartmann numbers, 

the second mode closely approaches the original one. Both modes di˙er by their z-

parity; the transverse velocity distribution is an even function of z for the former and 

an odd function for the latter. This di˙erence becomes unimportant in a suÿciently 
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strong magnetic feld when Ha & 20. In such a magnetic feld the instability becomes 

localized in the so-called Hartmann boundary layers of characteristic thickness 

δ ∼ h/Ha. (5.37) 

First, this is implied by the above variations of Rel and αl, which both become inde-

pendent of Ha when δ is used instead of h as the characteristic length scale. Second, 

it is also confrmed by the streamline patterns of the critical perturbations for both 

modes which are seen in Fig. 5.4 to be very similar to each other. The perturbations 

di˙er by the direction of circulation in the vortices at the opposite walls, which is the 

same for the even mode and opposite for the odd mode. The co-rotating vortices in 

the even mode are connected through the mid-plane and, thus, enhance each other, 

whereas the counter-rotating vortices in the odd mode tend to suppress each other. 

The interaction of the vortices at the opposite walls becomes insignifcant in strong 

magnetic feld where the vortices are e˙ectively separated by a stagnant liquid core. 

This e˙ect has implications for the subsequent weakly nonlinear analysis. 

5.4.2 Weakly nonlinear subcritical equilibrium states 

As noted previously, the coeÿcients (5.27, 5.28) and, thus, the equilibrium amplitude 

(5.29) determined by them depend on the normalization of the linear eigenfunction. 

This is because the equilibrium perturbation (5.22), which is supposed to be independ-

ent of normalization, is given by the product of both quantities. For the classic plane 

Poiseuille fow, Landau coeÿcients are usually calculated by normalizing the linear 

eigenfunction at the middle of the layer as ŵ1,1(0) = 1. This standard normalization, 

however, is not suitable for the Hartmann fow. First, it is not compatible with the 

odd mode, which satisfes the symmetry condition ŵ1,1(0) = 0. Second, as discussed 

above, the same condition is e˙ectively satisfed also by the even mode when it be-

comes suppressed in the core of the layer by a suÿciently strong magnetic feld. Thus, 

instead of the standard normalization condition, it is necessary to use ŵ1
′′ 
,1(0) = 1, 

http:equilibriumperturbation(5.22
http:Asnotedpreviously,thecoe�cients(5.27,5.28
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which can related by Eq. (5.13) to the vorticity at the wall. This normalization con-

dition is straightforwardly applicable to both even and odd modes regardless of the 

feld strength. 

The linear growth rate coeÿcient µ1 and the frst Landau coeÿcient µ2 computed 

with this normalization condition for both critical modes are plotted in Fig. 5.5, 

against the Hartmann number. As seen from Eq. (5.26) these coeÿcients defne the 

variation of the complex growth rate λ2 = iω2. The coeÿcient µ1 is associated with 

the deviation of the Reynolds number from its linear stability threshold Re2, while 

µ2 accounts for the e˙ect of amplitude A. The real part of µ1 is positive because 

the critical mode becomes linearly unstable as Re exceeds Rel. The positive ℜ[µ2], 

which is seen in Fig. 5.5(b) to be the case for all Hartmann numbers, means that the 

perturbation amplitude has a positive feedback on its growth rate. Consequently, the 

Hartmann fow is sub-critically unstable regardless of the magnetic feld strength. In 

suÿciently strong magnetic felds, the best ft of numerical results yields 

µ1 ∼ (0.814− i19.8)× 10−3Ha, (5.38) 

µ2 ∼ (2.73− i1.50)× 10−5Ha−4 , (5.39) 

which substituted into Eq. (5.29) results in 

|A|2 ∼ 29.8Ha6(Rl − R), (5.40) 

where R = Re/Ha is a Reynolds number based on the the Hartmann layer thickness 

(5.37). The scaling above is consistent with the relevant length scale of instability 

determined by Eq. (5.37) which for the choice of the characteristic velocity v� = ν/δ 

′′ leads to A ∼ w ∼ Ha3 . This last result implies that the velocity of equilibrium 

perturbation increases asymptotically as w ∼ Ha, which is similar to the variation of 

Rel. 

The perturbation of the mean fow û0,2(z) and the complex amplitude distribution 

of the second harmonic ŵ2,2, which both are produced by the nonlinear self-interaction 

http:substitutedintoEq.(5.29
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M × N Ren αn cn = −ω/Renα A2 (×103)E A = ŵ1(0) 

32× 1 2825.56 1.22223 0.345828 6.14777 131.655 
32× 2 2701.72 1.31294 0.366290 4.92982 118.206 
32× 3 2911.36 1.31824 0.364025 4.33693 119.120 
32× 4 2933.53 1.32425 0.364470 4.50019 121.571 
32× 6 2940.08 1.31701 0.363147 4.26584 119.171 
32× 8 2939.05 1.31752 0.363251 4.28277 119.330 
32× 10 2939.04 1.31751 0.363250 4.28224 119.324 
40× 10 2939.04 1.31750 0.363249 4.28224 119.320 

Table 5.1: Critical parameters for the appearance of 2D travelling waves in plane 
Poiseuille fow computed with various number of collocation points M and harmonics 
N. 

of the basic harmonic, are plotted in Fig. 5.6. The perturbation of the fow rate is 
´ 

defned by the stream function ψ̂0,2(z) = 
0 
û0,2(z) dz. For a strong magnetic feld, the 

best ft yields 

ψ̂0,2(1) ∼ −4.45× 10−5Ha−6 , (5.41) 

which according to Eq. (5.23) needs to be multiplied with the |A|2 given by Eq. (5.40) 

to obtain the dimensionless perturbation of the fow rate over the half channel. Note 

that Ha cancels out in this product which is consistent with the dimensional arguments 

considered in the paragraph above. Similarly, we can introduce stream functions for 

higher harmonics which satisfy wn = −∂xψn and, thus, lead to the following simple 

expressions for the complex amplitudes ψ̂n = iαn 
−1ŵn. The streamlines of the combined 

second-order perturbation given by ψ̂0,2(z) + 2ℜ[ŵ2,2(z)e
i2�c x] are shown in Fig. 5.7 

for the even mode near the upper wall at Ha = 20. 

5.4.3 Nonlinear 2D travelling waves 

The goal of this section is to fnd out how far the subcritical for equilibrium states 

extend below the linear stability threshold of the Hartmann fow. It means that it is no 

longer assumed that the perturbation amplitude is small and a travelling wave solution 

is searched for as described in Sec. 5.2.2. This method is frst validated by computing 

the critical Reynolds number for 2D travelling waves in the plane Poiseuille fow which 

corresponds to Ha = 0. It means that Eq. (5.33) is solved for Re as a function of A 

http:givenbyEq.(5.40
http:accordingtoEq.(5.23
http:��0,2(1)��4.45
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and α and then the solution is minimised over both variables. This yields the critical 

values which are shown in Table 5.1 for various number of collocation points M and 

harmonics N. The critical parameters for the frst three resolutions perfectly agree with 

those found by [71], whereas for the last three resolutions both Re and α agree up to 

5 dp with the accurate results obtained by [72] using 2M = 70 Chebyshev polynomials 

and N = 22 Fourier modes. To characterise the deviation of velocity distribution (5.10) 

from the base state (5.4), besides the transverse velocity normalization amplitude A 

introduced in Eq. (5.33) the amplitude associated with the energy of perturbation 

scaled by energy of the basic fow is used 

ˆˆ 1 1 

A2 
E = |v(x, z)− v 0(z)|2dz/ |v 0(z)|2dz, (5.42) 

0 0 

where the overbar stands for streamwise average. This quantity slightly di˙ers from 

that used by [71] which neglects the contribution of the mean fow perturbation. 

By starting with a relatively low Hartmann number Ha = 1 for which the fow 

becomes linearly unstable at Ren = 10016.3 with αn = 0.971827 (see Fig. 5.2). Energy 

amplitude of equilibrium states versus the wavenumber is plotted in Fig. 5.8 for various 

subcritical values of Re. As for plane Poiseuille fow, equilibrium states form closed 

contours, which shrink as Re is reduced and collapse to a point at the critical Ren = 

3961.36 where 2D travelling waves vanish. It means that for subcritical Reynolds 

numbers there is not only an equilibrium perturbation with a minimum amplitude but 

also one with maximum amplitude. Both these amplitude extremes are plotted in Fig. 

5.8 together with the respective value of ŵ1
′′ (1). The latter can be compared with the 

weakly nonlinear equilibrium amplitude (5.29). As seen, the lower branch of ŵ1
′′ (1) is 

predicted well by weakly nonlinear solution for subcritical Reynolds numbers down to 

Re ≈ 7000. 

A similar structure of subcritical equilibrium states is seen also in Fig. 5.9 for 

Ha = 5 and Ren = 43 8302. At this large Re, it becomes diÿcult to compute accurately 

the upper equilibrium states which require a numerical resolution of at least 48× 16. 

The strongly subcritical states, which in this case extend down to Ren ≈ 32860, can 

http:amplitude(5.29
http:ofvelocitydistribution(5.10
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reliably be computed with a substantially lower resolution of 48× 10. In the following, 

the focus is on such strongly subcritical Reynolds numbers at which two-dimensional 

travelling waves emerge. The respective Reynolds number defnes what is subsequently 

referred to as the two dimensional nonlinear stability threshold. 

The critical Reynolds number and the wavenumber for the 2D nonlinear stability 

threshold are shown in Fig. 5.3 together with the critical parameters for the linear 

stability versus the Hartmann number. At small Hartmann numbers, instability is 

associated with the even mode for which 2D travelling waves appear at Ren = 2939, 

which is the 2D nonlinear stability threshold of plane Poiseuille fow shown in Table 

5.1. As the Hartmann number exceeds Ha ≈ 2.8, which is about half of the respective 

value for the linear instability, an odd equilibrium mode appears with a large Reynolds 

number and a small wavenumber. This long-wave odd mode exists only within a 

limited range of Hartmann numbers up to Ha ≈ 20. At Ha ≈ 10 another odd mode 

appears with a slightly higher Reynolds number and much shorter wavelength. At 

Ha ≈ 15 the Reynolds number of the latter mode becomes smaller than that for 

the long-wave mode while the characteristics of this short-wave odd mode closely 

approach those of the original even mode. In suÿciently strong magnetic feld, the 

critical Reynolds number and wavenumber for both nonlinear modes increase with 

the Hartmann number similarly to the respective threshold parameters for the linear 

instability. Namely, for Ha & 20 the best ft yields 

Ren ∼ 6.50× 103Ha, (5.43) 

αn ∼ 0.223Ha, (5.44) 

cn ∼ 0.293. (5.45) 

It is important to notice that the critical Reynolds number above is almost by an 

order of magnitude lower than that for the linear instability given by Eq. (5.34). In the 

mean-feld approximation using only one harmonic, it is found that Ren ∼ 12.3×103Ha, 

which is almost by a factor of two higher than the accurate result above and coincides 

http:magnitudelowerthanthatforthelinearinstabilitygivenbyEq.(5.34


86 CHAPTER 5. 2-D TRAVELLING WAVES IN HARTMANN FLOW 

with the result of Lifshits and Shtern [63]. 

Besides the threshold parameters above the critical two-dimensional travelling wave 

is characterised also by its energy amplitude AE and the fow rate perturbation 

ˆ 1 
ψ̂0(1) = (û0(z)− ū0(z)) dz (5.46) 

0 

which are plotted in Fig. 5.10 versus the Hartmann number. At large Ha the latter is 

seen to approach a constant value ψ̂0(1) ∼ −242, which means that in strong magnetic 

feld critical fow rate perturbation becomes independent of the magnetic feld strength. 

This is because the fow rate is determined by the product of the characteristic length 

and velocity scales where the latter varies inversely with the former. Thus, as the 

Hartmann layer thickness represents the characteristic length scale in a strong magnetic 

feld, this cancels out the fow rate perturbation. The same arguments also explain 

the scaling of the energy perturbation (5.42) inversely with Ha which leads to AE ∼ 

0.0317Ha−1/2 for the even mode as well as for the odd short-wave mode (see Fig. 5.10). 

The same relation for both instability modes again implies that the perturbations 

originating in the Hartmann layers at the opposite walls do not a˙ect each other in 

strong enough magnetic feld. 

Streamlines of the critical fnite-amplitude perturbations of both symmetries are 

plotted in Fig. 5.11 for Ha = 10 and Fig. 5.12 for Ha = 20. Note that the streamlines 

of the odd mode are mirror-symmetric with respect to the mid-plane z = 0 whereas 

those of the even mode possess a central rather than a z−refection symmetry. As 

discussed in the description of the numerical method, this is because all stream function 

harmonics of the odd mode are odd functions of z while those of the even mode have 

alternating z parities. It is interesting to note that the long-wave odd mode at Ha = 10 

represents a localized disturbance consisting of a pair of mirror-symmetric vortices. As 

discussed above, this long-wave equilibrium state disappears at Ha & 20. The short-

wave state, which replaces the former at higher Hartmann numbers, is seen in Fig. 

5.11 and Fig. 5.12 to di˙er from that of the even mode only by a half wave length 

shift between the top and bottom parts of the layer. 

http:energyperturbation(5.42
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5.4.4 2D superharmonic stability of travelling waves 

Growth rates of even and odd superharmonic disturbances of the even travelling wave 

mode are plotted in Fig. 5.13 for Ha = 1 and Ha = 5. As discussed in Sec. 5.2.2, 

the subcritical equilibrium states bifurcating from the base fow are unconditionally 

unstable. This is confrmed by the positive growth rate of the even disturbance, which 

is seen in Fig. 5.13 (top) to persist down the lowest possible Reynolds number Req 

based on the fow rate. The latter is linked to the original Reynolds number Re based 

on the mean pressure gradient as 

Req = Re + ψ̂0(1)/ψ̄(1), 

´

¯where ψ(1) = 
0

1 
ū(z) dz = (cosh(Ha) − Ha−1 sinh(Ha))/(cosh(Ha) − 1) is the fow 

rate of the unperturbed Hartmann fow (5.6) and ψ̂0(1) is the fow rate perturbation 

defned by Eq. (5.46) and plotted in Fig. 5.10 (bottom). The change of stability 

of the even mode coincides with the lowest value of Req because the superharmonic 

disturbance, like the subharmonic ones, limiting case of which the former represents, 

preserves the fow rate and, thus, also Req. Consequently, the solution at the lowest 

value of Req, where two di˙erent equilibrium solutions merge, is invariant and, thus, 

neutrally stable with respect to the small-amplitude superharmonic perturbation given 

by the di˙erence between these two solution branches. Note that owing to the phase 

invariance of the travelling wave solution there is another neutrally stable disturbance 

corresponding to a small phase shift of the original solution which is present at all 

possible Re. 

The growth rate of the even disturbance, which was positive and purely real for 

the unstable lower solution branch turns negative as the solution passes through the 

turning point at the critical Req and proceeds to the upper branch. For Ha = 1 the ori-

ginal purely negative eigenvalue subsequently merges with another similar eigenvalue 

which results in two complex conjugate eigenvalues with negative real part. Note that 

a purely real growth rate describes disturbances that travel synchronously with the 
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the fux Reynolds number for the even travelling wave mode at Ha = 1 (top) and 
Ha = 5 (bottom). The original Reynolds number based on the mean pressure gradient 
is shown on the right hand side axis. 
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same phase speed as the background wave whereas the complex growth rate describes 

asynchronous disturbances which lead to the solutions which are quasiperiodic in the 

laboratory frame of reference and periodic in the frame of reference moving with the 

phase speed of travelling wave. Several strongly unstable asynchronous disturbances 

of the odd symmetry are seen in Fig. 5.13 (top) to emerge shortly after the turning 

point. More such type of disturbances of both symmetries are present at Ha = 5. 

Some of these quasiperiodic solutions may extend to the subcritical Reynolds num-

bers below the limit point for travelling waves, which, however, is outside the scope 

of the present study. For the non-magnetic case, this problem has been considered 

by Barkley [106] using a generalization of the fxed pressure gradient condition whose 

physical consistency was discussed in Sec. 5.2.4. 



Chapter 6 

Conclusions and Summary 

The present study was concerned with the stability of MHD channel fow in a transverse 

magnetic feld. First, linear stability of this fow was revisited and its critical Reynolds 

number Rel reproduced. As the magnetic feld increases, Rel was found to rise in 

agreement with the previous results from its hydrodynamic limit Rel = 5772 to Rel ∼ 

4.83 × 104Ha in strong magnetic feld. Two di˙erent instability modes were found 

to become linearly unstable when Reynolds number exceeds the latter limit. The 

frst mode, which is related to the original hydrodynamic instability, has a symmetric 

(even) transverse velocity distribution over the channel depth. The second mode, 

which emerges at Ha ≈ 6, has an anti-symmetric (odd) transverse velocity distribution. 

Physically, the two instability modes di˙er by the direction in which vortices at the 

opposite walls rotate. For the even mode, the vortices at the opposite walls rotate 

in the same sense, whereas for the odd mode they do it in the opposite senses. The 

vortices at opposite walls enhance each other in the frst case, and hinder in the 

second case. This results in the stability threshold for the even mode being slightly 

lower than that for the odd mode. Note that the interaction of the vortices occurs 

mostly through their circulation which adds up for the co-rotating vortices and cancels 

out for counter-rotating ones. Namely, co-rotating vortices are weakly connected by 

common streamlines along which they share some fow rate, which is not the case 

for the counter-rotating vortices. As the magnetic feld increases, the interaction of 
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vortices at opposite walls weakens and becomes virtually negligible in strong magnetic 

felds, where the critical Reynolds numbers for the two instability modes converge. 

This is because the size of unstable vortices shrinks directly with the thickness of the 

Hartmann boundary layer, which represents the essential length scale of this instability 

and is roughly Ha times smaller than the channel width. Therefore, both the critical 

Reynolds number and the wavenumber in a strong magnetic feld scale directly with 

the Hartmann number. 

Next, using an eÿcient numerical approach, which was developed for the purpose 

of this study, the frst Landau coeÿcient and the linear growth rate correction were 

computed. These coeÿcients determine weakly nonlinear evolution of fnite small-

amplitude disturbances in the vicinity of linear stability threshold. Hartmann fow was 

found to be subcritically unstable regardless of the magnetic feld strength. Namely, 

fnite amplitude disturbances can be become unstable at Reynolds numbers below 

the linear stability threshold of Hartmann fow. Equilibrium amplitude of subcritical 

transverse velocity disturbances, which are inherently unstable, were found to vary as 

A ∼ Ha(Rl − R)1/2 , where R = Re/Ha is a Reynolds based on the Hartmann layer 

thickness. 

Finally, using the Newton-Raphson method the fully nonlinear 2D travelling wave 

solutions were traced. These solutions emanate at the linear stability threshold as a 

result of subcritical bifurcation. Such equilibrium states, which without the magnetic 

feld extended down to Ren = 2939, were found in strong magnetic feld down to 

Ren ∼ 6.50 × 103Ha. Although this critical Reynolds number is almost an order of 

magnitude lower than the linear stability threshold of Hartmann fow, it is still more 

than an order of magnitude greater than that at which turbulence is observed in this 

type of fow. Subcritical equilibrium states in the Hartmann fow, as those in plane 

Poiseuille fow, are likely to be unstable not only with respect to 2D superharmonic 

disturbances considered in this study but also to more general 3D disturbances like 

those considered originally by Orszag and Patera [31]. Three-dimensional equilibrium 

states bifurcating either from the 2D travelling waves [98] or infnity [87], as in plane 
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Poiseuille fow, may extend to lower subcritical Reynolds numbers and thus provide 

a more adequate threshold for the onset of turbulence in Hartmann fow. Such a 

possibility is supported by a very simple model involving interaction of just two mirror-

symmetric oblique waves with the 2D second harmonic they produce, which yields for 

the Hartmann layer Rn ≈ 4670 [107]. As for the 2D waves considered in this study, it 

is likely that a more accurate model including a suÿcient number of higher harmonics 

would result in a substantially lower Rn. 

The by-product of this study are two developments of numerical techniques for 

linear and weakly nonlinear stability analysis. Firstly, a simple technique for avoiding 

physically spurious eigenmodes in the solution of hydrodynamic stability problems 

was developed. The method was demonstrated on the Orr-Sommerfeld equation for 

plane Poiseuille fow, but then also used for Hartmann fow. The original fourth 

order di˙erential equation was factorised into two second order di˙erential equations 

using a vorticity-type auxiliary variable which has no explicit boundary conditions. 

The elimination of the vorticity boundary values using a capacitance matrix approach 

results in a standard eigenvalue problem. It was demonstrated that this can be achieved 

in two di˙erent ways. Apart from its simplicity, the main advantage of this method 

of eliminating spurious eigenmodes is that it can be applied to more general stability 

problems with more complex boundary conditions. 

Secondly, an eÿcient method for evaluating Landau coeÿcients was developed. 

By applying the solvability condition to the discretised problem as opposed to the 

continuous problem, by using the left eigenvectors, was the main novelty. By not 

having to solve the adjoint problem the method was greatly simplifed. 
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