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Abstract 
 

Nowadays, more people tend to use the Internet to search, listen, purchase, download and 

share music. Existing Music Information Retrieval (MIR) systems were either audio-

based or symbolic-based. Audio-based MIR systems were based on various audio formats, 

for example, MP3. These formats can represent continuous sound waves well but are 

limited in illustrating the content flow of the music melody and generating large files for 

high fidelity music. In addition, audio-based MIR systems use the audio fingerprints to 

find the exact music pieces, but they have difficulty in finding variances. On the other 

hand, symbolic-based formats have advantages in effectively representing the content of 

the music with small files, and in facilitating music pattern identifications, but they are 

not suitable for Electronic Music (EM), which considers a continuous sound wave set. 

This is because the symbolic-based representions limit themselves to discrete set 

modelling so that they may introduce extra dummy notes to EM, which can affect the 

main melody flow and lead to the increase of errors in symbolic-based retrieving 

including identifying the origins from its variations. As a consequence of these, people 

have been getting unsatisfied results from both audio and symbolic based music search 

engines, as well as find it difficult to carry out music plagiarism checks. Therefore, we 

need to find a new way to describe, model and analyse music. 

In this project, we aim to retain those advantages from both audio and symbolic sides 

while address their shortcomings, as briefly described above, by proposing a new 

architecture named E3MSD (Expressive, Efficient, and Extendable Music Similarity 

Detection). There are two contributions for E3MSD.  

The first contribution is a new data model that describes the music information using both 

the Music Definition Language (MDL) and the Music Manipulation Language (MML), 

which can effectively and efficiently encode and represent the music. For evaluation, we 

have tested the MDL&MML from the perspectives of music storage and music 

representation. In terms of storage efficiency, the required storage of a sampled audio 

encoded by the proposed coding scheme is smaller than other popular audio-based forms. 

More precisely, a melody, with approximately 316 KB of the file size using the MP3 

format, only requires 9 KB disk space when using the MDL&MML format. In terms of 
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music expressiveness, the proposed symbolic-based representation can model various 

timbre using less storage space without sacrificing the quality. Finally, E3MSD includes 

the automatic generation of MDL&MML file from the audio soundwaves. The derived 

MDL&MML file shares around 94% melodic and 100% rhythmic accuracy with 

manually generated one. 

The second contribution is the development of a hybrid mechanism on the proposed 

musical data model, named MUsic Classification And Similarity Measurement 

(MUCASM), which combines contour, rhythm and audio fingerprints. This method 

features a modified reinforcement-based ensemble learning classification mechanism, 

which includes a decision tree that maps variations of music pieces to their corresponding 

originals, with variation types as their attributes, for example, rhythm variation. The 

experimental results show a stable accuracy of 84% without taking into account the types 

of variations, and 96% by using our proposed ensemble learning.  

E3MSD can be extended to study its potentials in improving the performance of existing 

music search engines, building music version of plagiarism tools, and even generating 

remixes automatically based on the similarity scores. 
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(if applicable) 

Accent The note or chord is to be 

played with slightly more 

power, compare to unmarked 

notes. This is one example of an 

articulation marks.  

Articulation marks This is a group of symbols used 

to indicate how a note or chord 

is played, alone or in relation to 

other notes and chords. 

n/a 

Crotchet / Quarter note 

(rest) 

A note played for one quarter of 

the duration of a whole note 

(semibreve) or rest. &  

Dynamics Indicates the varying degree of 

volume or intensity of a note, 

phrase or section of music. 

 

Flat Lower a note by one semitone. 

 
Glissando Indicate the beginning and 

ending notes of the glissando, 

can be ascending or descending. 

 
Key Scale: A-G, sharp or flat, major 
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Details were in 

Figure 2.5-5. 
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in. The correponding note will 

be raised higher or lower 

accordingly.  
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2.1.1.2. Literature Critiques 

In this section, we have chosen five papers to write a short critique about. These papers 

were collected so that some of them are highly cited but older papers while others are 

more recent ones that are less cited. Here are short critiques for those five papers, 

including features and limitations of the audio-based method claimed by those papers: 

Casey el al. (2008) have introduced that the current retrieval systems can handle millions 

of music tracks. However, the systems need to aim at even larger online music collections. 

It outlines the problems of content-based MIR, and explores the state-of-the-art methods 

using audio cues (e.g., query by humming) and other cues (e.g., music notation and 

symbolic representation). Moreoever, it identifies some of the major challenges in MIR 

systems. However, this paper does not provide the resolving methods. 

Typke el al. (2005) summarized all the existing content-based MIR systems, i.e., several 

music search engines. This paper includes three methods for searching symbolic data and 

four methods for searching the audio data from seventeen existing MIR systems. 

Furthermore, it contains a summary table to show the type of input (audio/ symbolic), the 

type (audio/ symbolic) and level of matching (exact/ approximate/ polyphonic), and 

certain features each MIR system involves. We have quoted the summary table and shown 

them in Table 2.1-2 and highlighted MIR systems in blue for audio-based, red for 

symbolic-based, green for audio input with symbolic matching, and yellow when both 

inputs are accepted. 

From Table 2.1-2, only three MIR systems allow the input to be both audio and symbolic. 

However, all of these three MIR systems can only apply to the monophonic approximate 

matching. As a result of this, it is difficult for the system to search the exact polyphonic 

music tracks.  

One of the systems among the rest of the fourteen MIR systems can do polyphonic, exact 

and approximate matching and is provided with nine algorithms. However, this MIR 

system, C-Brahams, is not an audio-based MIR system. As a drawback, people who do 

not know the symbolic version of the rhythm cannot find the exact songs. Hence, there is 

a need to represent the music in a such a way that we can extract features from the audio 

files directly with various matching methods. 
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Furthermore, this paper (Typke, et al., 2005) has introduced one typical example of audio-

based MIR systems, naming Shazam. Shazam uses an audio fingerprint method to find 

the matching. This method generates reproducible landmarks and extracts features which 

describe the short segments of recordings as fingerprint tags which also characterize its 

location. However, as the landmarks and tags can be affected by low quality speakers, 

microphones or background noise, thus, the accuracy would sometimes not be that high. 

For some of the other audio-based MIR systems, this paper has mentioned that they use 

either set-based or string-based methods for finding matchings in polyphonic music from 

the audio input. One of the features for the set-based method is that the music is viewed 

as an unordered set of events where each has its own properties described. However, an 

unordered set will lead to a low accuracy search, as music is a sound sequence over time 

and a set loses information from a sequence. On the other hand, the string-based method 

treats musical notes as a string-based sequence, but only for monophonic melodies. 

Thus, Sri Ranjani, et al. (2015) have tested audio-based MIR system: Shazam, with Indian 

songs, and obtained a retrieval accuracy of 85% in their paper. 

Duong & Duong (2015) have provided the architecture for the existing audio 

fingerprinting method. The whole architecture consists of a feature extraction stage, 

feature modeling stage and feature matching stage, as shown in Figure 2.1-2. For the 

feature extraction stage, the paper introduced several audio-based features using various 

methods from signal processing, whereas for the feature modeling stage, the paper 

introduced several statistical models. Furthermore, the paper claimed that by combining 

several features will benefit the system: obtaining a robust and compact audio signature. 

On the other hand, the paper mentioned that, to use those statistical models, will reduce 

the global statistical redundancy of feature vectors, which decreases the size of the 

fingerprint. However, this paper does not comment on whether the reduction of 

fingerprint size will affect the matching accuracy or not, i.e., the searching result for an 

audio-based music search engine, as this paper concentrates on the audio fingerprint 

design only. 
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Figure 2.1-2. Architecutre of audio fingerprinting system with the fingerprint design 
(Duong & Duong, 2015). 

 

Figure 2.1-3. Work flow for an audio-based music recognition system (Fan & Feng, 
2016). 

Finally, Fan & Feng (2016) have actually construct the work flow for an audio-based 

music identification/recognition system, as shown in Figure 2.1-3. Furthermore, they 

described the steps of fingerprint generation in detail: start with FFT transformation; 

followed by peak extraction from frequency spectrogram; next, extract the time difference, 

the starting frequency and the "fingerprint" data; and finally, ends with fingerprint 

generation using hash algorithm. After comparing with the fingerprint database by 

computing the similarity scores between two fingerprints, it outputs the songs with the 

highest similarity scores. From their experiment and analysis, their music identification 

system has strong robustness, fast identification with high recognition accuracy of 45 

songs. However, they have pointed out that the longer the audio, the longer the time taken 

for recognition. 
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Figure 2.2-1. (8a-8d) Spectrum Analyzer for the intro of [45] 1. 

 

Figure 2.2-2. (9a-9c) Spectrum Analyzer for the intro of [45a]1. 
  

                                                           
1 https://academo.org/demos/spectrum-analyzer/ 
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