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Research paper 

Generalised diagnostic framework for rapid battery degradation 
quantification with deep learning 
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H I G H L I G H T S  G R A P H I C A L  A B S T R A C T  

• A generalised and rapid diagnostic 
approach with almost all the aging paths 
presented. 

• Lower training cost/time via syntheti
cally generated aging datasets. 

• Systematically explored battery degra
dation theory. 

• Validated with three leading battery 
chemistries aged under different 
conditions. 

• Online real-world application potential 
highlighted with partial (dis)charge 
data.  
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A B S T R A C T   

Diagnosing lithium-ion battery degradation is challenging due to the complex, nonlinear, and path-dependent 
nature of the problem. Here, we develop a generalised and rapid degradation diagnostic method with a deep 
learning-convolutional neural network that quantifies degradation modes of batteries aged under various con
ditions in 0.012 s without feature engineering. Rather than performing extensive aging experiments, synthetic 
aging datasets for network training are generated. This dramatically lowers training cost/time, with these 
datasets covering almost all the aging paths, enabling a generalised degradation diagnostic framework. We show 
that the five thermodynamic degradation modes are correlated, and systematically elucidate their correlations. 
We thus propose a non-invasive comprehensive evaluation method and find the degradation diagnostic errors to 
be less than 1.22% for three leading commercial battery chemistries. The comparison with the traditional 
diagnostic methods confirms the high accuracy and fast nature of the proposed approach. Quantification of 
degradation modes with the partial discharge/charge data using the proposed diagnostic framework validates 
the real-world feasibility of this approach. This work, therefore, enables the promise of online identification of 
battery degradation and efficient analysis of large-data sets, unlocking potential for long lifetime energy storage 
systems.   

1. Introduction 

Lithium-ion batteries are currently used in a wide range of 

applications including portable electronics, electric vehicles and grid- 
scale electrical storage due to their ideal energy/power density, 
decreasing cost and acceptable lifetime [1,2]. However, whilst advances 
in extending battery lifetime have been made, improvements are still 
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needed especially under high current and temperature operating con
ditions [3,4]. Understanding battery degradation is thus of great 
importance yet challenged by the fact that the underpinning processes 
are generally complex, non-linear and path-dependent, with different 
potential causes including lithium plating, particle cracking and growth 
of the solid electrolyte interphase (SEI) just being a few potential causes 
[2-3,5-7]. Therefore, decoupling the degradation mechanism and diag
nosing battery health is critical for intelligent control to achieve a long 
lifetime battery system. 

In order to investigate battery degradation, many studies have con
ducted postmortem characterization, which uses spectroscopic tech
niques such as X-ray diffraction [8,9], and imaging techniques such as 
scanning electron microscopy (SEM) [10,11]. These tools are extremely 
useful, however they generally involve the disassembly of the batteries 
and rely on expensive equipment. Non-invasive diagnostic methods use 
easy to measure variables, such as voltage/current, and thus are 
attractive for deployment on real-world battery management systems 
(BMS) [12]. Various metrics can be inferred from the voltage-current 
data with the simplest description of battery degradation being capac
ity fade, which is the ratio of the accessible capacity to the original ca
pacity [5,7,12]. However, whilst this metric is easy to calculate, it overly 
simplifies the coupled contributions of the negative electrode (NE) and 
the positive electrode (PE). A more accurate description of these 
degradation modes (DM) is thus: the loss of lithium inventory (LLI), loss 
of active material (LAM) of the (de)lithiated NE (LAMdeNE, LAMliNE), 
LAM of the (de)lithiated PE (LAMdePE, LAMliPE), and resistance increase 
(RI) [13–15]. 

These states can be inferred from the measurement of the full cell 
(FC) open circuit voltage (OCV) and with knowledge of the half-cell 
OCVs [13–16]. However, parameterization of the FC OCV can involve 
expensive computation due to the non-convex optimization problem and 
need to iterate calculations when fitting models, which limits its po
tential deployment on embedded systems and for the analysis of large 
datasets. In lab-based environments, transformations of the OCV and 
temperature data, have been proven to be a useful diagnostic tool. This 
includes incremental capacity (IC) [7,14,17,18], differential voltage 
(DV) [19,20], and differential thermal voltammetry (DTV) [21, 22] 
analysis, which can decouple DMs. However, numerical differentiation 
can decrease the signal-to-noise ratio, and subsequently, a high level of 
filtering is usually required, highlighting the challenge with the use of 
these tools in real-world applications. On the other hand, previous 
studies [15,23] highlighted that some combinations of DMs could lead 
to the same OCV signals, but did not explore the underlying aspects of 

this in detail. 
Recently, machine learning (ML) has attracted significant attention 

for battery applications [24,25]. Gaussian process regression (GPR) 
[26], neural networks (NN) [27], convolutional NNs (CNN) [28], and 
long short-term memory network (LSTM) [29] are just a few examples of 
techniques employed for battery state-estimation and forecasting. In 
many of the previous works, capacity measurements have been used to 
train various approaches with reasonable accuracy, however, deeper 
mechanistic understanding is lacking. Previous work has shown that 
synthetic DMs can be identified through the use of the ML techniques 
such as NNs [30], and random forest [31], however, these approaches 
often require manual feature selection and accurate quantification of the 
DMs over the lifetime of the cells remains challenging. Tian et al. [32] 
demonstrated this approach by estimating LAM using a CNN approach, 
however this method was developed with batteries degraded under the 
same cycling conditions and thus it is uncertain whether the technique is 
equally applicable over a range of different conditions. Given the diverse 
degradation paths, a major challenge in ML-based diagnostics is the 
large number of aging experiments required for training, resulting in 
significant time/experiment needs. Synthetic data generation has 
therefore been proposed as a means of addressing this issue [33,34], 
however only a limited number of involved aging paths have so far been 
investigated. 

In this work, we propose a rapid and generalised ML-based degra
dation diagnostic method that can quantify DMs of leading commercial 
battery chemistries cycled under different conditions in 0.012 s without 
feature engineering. The capacity difference (ΔQ) of OCVs is used to 
decouple degradation modes because it does not require numerical 
differentiation and relevant filtering. Training data is generated syn
thetically from an OCV model which covers billions of possible DM 
combinations, thus addressing the time-consuming and experiment- 
intensive issues for training dataset generation. Furthermore, we 
prove that any four thermodynamic DMs are not independent, and 
systematically explore their interdependencies; extending battery 
degradation theory. To the best of the authors’ knowledge, this is the 
first time these interdependencies have been comprehensively eluci
dated. We have thus formulated a non-invasive comprehensive evalua
tion method capable of assessing the diagnostic accuracy of individual 
DMs, and find the quantification errors of all the thermodynamic DMs 
for the three main battery chemistries are less than 1.22%. The proposed 
method exhibits a promising potential of real-world applications as it 
quantifies the DMs accurately with partial discharge/charge data, with 
the computational efficiency needed to analyze large datasets. 

Nomenclature 

BMS Battery management system 
CNN Convolutional neural network 
CC Constant current 
DM Degradation mode 
DMQ Degradation mode quantification 
DTV Differential thermal voltammetry 
DV Differential voltage 
EIS Electrochemical impedance spectroscopy 
FC Full cell 
GPR Gaussian process regression 
IC Incremental capacity 
LAM Loss of active material 
LAMdeNE LAM of the delithiated NE 
LAMdePE LAM of the delithiated PE 
LAMliNE LAM of the lithiated NE 
LAMliPE LAM of the lithiated PE 
LLI Loss of lithium inventory 

LSTM Long short-term memory network 
MAD Maximum absolute deviation 
MAE Maximum absolute error 
ML Machine learning 
NE Negative electrode 
NMC LiNixMnyCo1-x-yO2 
NN Neural network 
OCV Open circuit voltage 
PE Positive electrode 
pOCV pseudo-OCV 
pR pseudo reference 
ΔQ Capacity difference 
RI Resistance increase 
RMSD Root mean square deviation 
RMSE Root mean square error 
SEI Solid electrolyte interphase 
SEM Scanning electron microscopy 
SOC State of charge  
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The remaining part of this paper is organized as follows. Battery 
degradation theory is explored in Section 2 and the generalised degra
dation diagnostic framework for rapid battery degradation quantifica
tion is developed in Section 3. Section 4 gives the quantification results 
of battery degradation modes and Section 5 discusses the comparison 
and real-world application potential of the proposed method, followed 
by conclusions summarized in Section 6. All the details about the pro
posed approach are elaborated in Methods Section 7. 

2. Battery degradation theory 

2.1. Independence and correlation of degradation modes 

The six common DMs can generally be categorized as either ther
modynamic metrics: LLI, LAMliNE, LAMdeNE, LAMliPE, LAMdePE, or a 

kinetic metric: RI [13-14,16], with all these having a measurable effect 
on the FC pseudo-OCV (pOCV, Supplementary Fig. 1). However, these 
are not independent, particularly for the five thermodynamic DMs; with 
certain combinations creating the same pOCVs. This indicates that the 
five thermodynamic DMs are correlated and some of them can be 
identical to others, from the perspective of their pOCVs. The identical 
pOCVs can thus be expressed as: 

OCVξLLI+ξLAMdeNE
= OCVξLAMliNE

, s.t.ξLAMdeNE
= ξLAMliNE

= ξLLI (1)  

OCVξLLI+ξLAMdePE
= OCVξLAMliPE

, s.t. ξLAMdePE
= ξLAMliPE

= ξLLI (2)   

Here ξ represents the amount of each DM. When the amounts of 
LAMdeNE, LLI, and LAMliNE are identical, any combination of LLI and 

Fig. 1. Correlation of basic DMs**. A typical illustration of FC pOCVs created by a combination of LLI and LAMdeNE, and LAMliNE for a representative LiNixMnyCo1-x- 

yO2/Graphite battery (termed as NMC). a, FC pOCV caused by 20.0% LAMdeNE and 20.0% LLI. b, FC pOCV caused by 20.0% LAMliNE. c, The comparison of these two 
FC pOCVs under different states of charge (SOCs). The root mean square deviation (RMSD) and maximum absolute deviation (MAD) between them are 0.08 mV and 
0.32 mV, respectively. A typical illustration of FC pOCVs created by a combination of LAMliNE and LAMdePE, and a combination of LAMdeNE, and LAMliPE for a 
representative NMC battery. d, FC pOCV caused by 20.0% LAMliNE and 20.0% LAMdePE. e, FC pOCV caused by 20.0% LAMdeNE and 20.0% LAMliPE. f, The comparison 
of these two FC pOCVs, where the FC pOCV in Fig. 1d is shifted to the same start SOC point as that in Fig. 1e. The RMSD and MAD between the two pOCVs are 0.31 
mV and 3.71 mV, respectively. In Fig. 1a, ① represents the first step that there is 20.0% LAMdeNE, and the FC pOCV caused by 20.0% LAMdeNE is created. ② 
represents the second step that there is 20.0% LLI after 20.0% LAMdeNE, and the FC pOCV caused by 20.0% LAMdeNE and 20.0% LLI is created. The half-cell pOCVs of 
PE and NE are displayed to understand the creation of FC pOCVs through their scaling and/or shifting. 

OCVξLAMdeNE +ξLAMliPE
= OCVξLAMliNE +ξLAMdePE

, s.t. ξLAMdeNE
= ξLAMliNE

= ξLAMdePE
= ξLAMliPE

(3)   
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LAMdeNE creates the same pOCV as LAMliNE (Eq. (1), Fig 1a-c, and 
Supplementary Fig. 3). The same holds true for any combination of LLI 
and LAMdePE, and LAMliPE (Eq. (2), and Supplementary Figs. 2–3). This 
is fundamentally because the aged FC pOCV, caused by lithiated LAM, 
can also be obtained by superposing the same LLI and delithiated LAM 
(Supplementary Note 1). Furthermore, any combination of LAMdeNE, 
and LAMliPE can create the same pOCV as that of LAMliNE, and LAMdePE 
(Eq. (3), Fig. 1d-f), when the loss of these four DMs are identical, which 
can be deduced by combining Eq. (1) and Eq. (2). Ultimately, there are 
many other combinations of thermodynamic DMs that can create the 
same pOCVs by transforming Eq. (1), Eq. (2) and Eq. (3) (Supplementary 
Note 2). Therefore, we can conclude that any four thermodynamic DMs 
are not independent. 

2.2. Correlation of the combinations of independent degradation modes 

The maximum number of thermodynamic DMs to ensure indepen
dence is thus three. To investigate this further, combinations of three 
independent thermodynamic DMs and one kinetic DM are used to create 
four scenarios (Sc1, Sc2, Sc3 and Sc4, See Fig. 2a), with the four DMs in 
each scenario creating unique pOCVs. The LLI is considered in each 
scenario because it often occurs during battery aging [2-3,5,7-17, 
20-23]. With this, any battery can be diagnosed with the four inde
pendent DMs in each scenario (Fig. 2b). If Sc1 is taken as an example, 
LLI, LAMdeNE, LAMdePE, and RI can be directly identified, and LAMliNE 
and LAMliPE would be taken as a combination of LLI and LAMdeNE, and a 
combination of LLI and LAMdePE, respectively (Fig. 2b). Thus, the 
identified LLI does not generally represent pure LLI. The amounts of 

quantified LAMdeNE and LAMdePE could be identical as the sum of 
LAMdeNE and LAMliNE, and the sum of LAMdePE and LAMliPE, respec
tively. This illustrates that the identification of LLI, LAMdeNE, and 
LAMdePE is generally a pseudo quantification. The same holds true for 
the DM quantification (DMQ) in Sc2, Sc3, and Sc4 (Fig. 2). Conse
quently, a corollary can be obtained as: 
⎧
⎨

⎩

ξLAMNE = ξLAMNE1
= ξLAMNE2

= ξLAMNE3
= ξLAMNE4

ξLAMPE = ξLAMPE1
= ξLAMPE2

= ξLAMPE3
= ξLAMPE4

ξRI = ξRI1
= ξRI2

= ξRI3
= ξRI4

(4)  

where subscript 1, 2, 3, and 4 represent Sc1, Sc2, Sc3, and Sc4, 
respectively. This suggests that the amounts of quantified LAMNE, 
LAMPE and RI in the four scenarios would be the same (Fig. 2a), 
respectively. The identified LLI in the four scenarios would generally be 
different and a corollary for the quantified LLI can be deduced as: 
⎧
⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎩

ξLLI1 − ξLLI3 = ξLLI4 − ξLLI2 = ξLAMNE

ξLLI1
− ξLLI4

= ξLLI3
− ξLLI2

= ξLAMPE

ξLLI1
− ξLLI2

= ξLAMNE + ξLAMPE

ξLLI1 + ξLLI2 = ξLLI3 + ξLLI4

ξLLI1 ≥ ξLLI3 ≥ ξLLI2 , ξLLI1 ≥ ξLLI4 ≥ ξLLI2

ξLLI1
≥ ξLLIpure ≥ ξLLI2

(5) 

This indicates that the identified LLI in the four scenarios are 
correlated, and they are also related to the identified LAM. These cor
relations are primarily because the identified LLI in each scenario is 
generally not pure LLI but usually involves the contribution from the 
LAM. 

The quantified LLI1 would be the maximum, generally higher than 

Fig. 2. Combinations of independent DMs and their correlations. a, Combinations of independent DMs in four scenarios: Sc1, Sc2, Sc3 and Sc4. In each scenario, to 
simplify the nomenclature, the DMs are directly written as LLIi, LAMNEi, LAMPEi, and RIi, where i represents Sc1, Sc2, Sc3, or Sc4. b, The illustration of battery 
degradation diagnostics with four independent DMs in each scenario. The solid lines represent the direct identification, while the dash lines represent the indirect 
identification with the transformation from lithiated LAM (delithiated LAM) into delithiated LAM and LLI (lithiated LAM and LLI). It is assumed that there are x LLI, 
y1 LAMdeNE, y2 LAMliNE, z1 LAMdePE, z2 LAMliPE, and m RI in one battery. In the Sc1, as an example, x LLI, y1 LAMdeNE, z1 LAMdePE, and m RI in the battery can be 
directly quantified (shown with solid lines), while y2 LAMliNE and z2 LAMliPE would be taken as y2 LLI and y2 LAMdeNE, and z2 LLI and z2 LAMdePE, respectively (shown 
with dash lines). There would be x + y2+ z2 LLI, y1+y2 LAMdeNE, z1+ z2 LAMdePE, and m RI in the Sc1. 
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the pure LLI, and represents the total LLI within the battery, including 
both the lithium lost through pure LLI and the lithium lost in lithiated 
active materials. Therefore, the DMs in Sc1 represent the finalized DMQ 
result for battery diagnostics, i.e. LLI, LAMNE, LAMPE, and RI. 

3. Generalised degradation diagnostic framework 

In order to quantify the four independent DMs (LLI, LAMNE, LAMPE, 
and RI), a deep learning, CNN approach was adopted (Fig. 3a). The CNN 
can extract features automatically by learning from the raw data, instead 
of relying on the manual extraction of degradation features. Here, the 
capacity differences (ΔQ(V)) between the aged pOCVs and the fresh 
pOCV as a function of voltage were taken as the CNN input, where the 
ΔQ(V) data was transformed into a 2D matrix, equivalent to a 2D image 
(see Methods and Supplementary Fig. 4). ΔQ(V) is a relatively reliable 
signal to manifest the evolution of aged pOCVs, because it does not 
require the numerical differentiation that usually amplifies noise, and 
which suffers from the need for a high level of filtering, reducing po
tential information loss due to overfitting/underfiting [24,35]. All the 
training data for the CNN are synthesized based on an OCV model using 
the half-cell potential of the NE and PE with different DMs (see Methods 
and Supplementary Fig. 4). This removes the need to conduct 
time-consuming degradation experiments (generally taking many 
months or even several years [4, 24]) for training the CNN. Conse
quently, the experimental cost and training time is extremely low and 
the development time of the CNN-based diagnostic method is short 
(Several hours), when training the CNN with the synthetic data. Here, 
the key element is the high-fidelity OCV model, which is parameterized 

by considering not only the OCV error but also the IC and DV errors (see 
Methods). This aids accuracy by focusing on spectra that are more 
sensitive to PE and NE processes, respectively. Furthermore, the syn
thesized training datasets can include almost all potential aging paths, 
representing more than 1 billion possibilities (Supplementary Note 3). 
This enables the formulation of a generic CNN-based diagnostic method 
that can quantify DMs of batteries aged under various conditions. 

4. Results 

4.1. Degradation diagnostics and comprehensive evaluation with synthetic 
aging data 

Fig. 3b-e presents the testing results of the trained CNN in Sc1 using a 
random 20% sample of the synthetic data for a representative NMC 
battery. The predicted DMs match well with the target DMs, with a root 
mean square error (RMSE) and maximum absolute error (MAE) of less 
than 0.16% and 0.61%, respectively (Supplementary Table 1). Further 
testing results for the trained CNNs in different scenarios for different 
battery chemistries (LiFePO4/Graphite, termed as LFP; LiNixCoyAl1-x- 

yO2 /Graphite, termed as NCA) show that the RMSEs are less than 0.20% 
for the thermodynamic DMs (Supplementary Table 1, and Supplemen
tary Fig. 5). The excellent testing results demonstrate that the trained 
CNN can accurately capture target DMs. 

To further validate the CNN model, we assumed an NMC battery 
degrades with aging path I (Supplementary Fig. 6 and Supplementary 
Note 3), and then generated the corresponding pOCVs (Supplementary 
Fig. 7). Using the trained CNN, we can quantify the DMs of this battery, 

Fig. 3. Convolutional neural network for degradation mode quantification**. a, The network architecture of the CNN for DMQ. Capacity differences of pOCVs as a 
function of voltage, ΔQ(V), are transformed to 2D images and used as the CNN input. When drawing input figures, the values of the second and third channels are set 
as 0.5 and 1, respectively. The four outputs correspond to four independent DMs with different quantified values. More details of the CNN are exhibited in the 
‘Methods’ section. The testing results of CNN using randomly 20% of synthetic dataset in the Sc1 for a representative NMC battery, i.e. the predicated and target 
values of b, LLI c, LAMNE d, LAMPE e, RI. The inset shows the histogram of residuals (predicted - target) for the testing dataset (5304 data points). 
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as presented in Fig. 4a, with inferred DMs matching well and having a 
RMSE of less than 0.22%. Further quantification for LFP and NCA bat
teries under the aging path II and III (Supplementary Fig. 6, and Sup
plementary Note 3) are presented in Supplementary Fig. 8. Again, the 
excellent quantification results (RMSE<0.56%, Table 1) illustrate that 
the trained CNN can accurately and robustly quantify DMs of batteries 
degraded under different aging paths, due to the richness of the syn
thetic training data. 

For batteries cycled in real-world conditions, it is challenging to 
know what the actual contributions from the DMs are. Only using the 
OCV simulation error is not sufficient to evaluate the accuracy of 
quantified DMs in some cases (Supplementary Note 4). We thus propose 
a non-invasive comprehensive evaluation method that can 

systematically assess the DMQ results (Fig. 4b-c, Methods), based on the 
developed DM corollary (proved in Supplementary Note 5). This not 
only adopts the measurement pOCV and capacity but also the pseudo 
reference (pR) DMs, which are calculated from the identified DMs in the 
other three scenarios (see Methods, e.g. LAMPE_pR is the mean of LAMPE2, 
LAMPE3, and LAMPE4). First, the pOCV and capacity simulation accuracy 
of the NMC battery is checked, and we find that their RMSEs are less 
than 0.07% (Table 1, and Supplementary Fig. 12). The quantified LLI, 
LAMNE, and LAMPE of the NMC battery show good consistency with 
those corresponding pR DMs (Fig. 4b, Table 1, RMSE<0.45%). Further 
comprehensive evaluation of the DMQ results for the LFP and NCA 
batteries was performed, with all the RMSEs less than 0.99% (Table 1, 
and Supplementary Fig. 12). The comprehensive evaluation results (LLI: 

Fig. 4. Degradation diagnostics and comprehensive evaluation with synthetic aging data**. a, The quantified DMs, LLI, LAMNE, LAMPE, and RI, with synthetic NMC 
battery data using the CNN in Sc1 and target DMs. The solid and dot lines represent the predicted and target DMs, respectively. b, The quantified DMs, LLI, LAMNE, 
LAMPE, and the pseudo reference (pR) DMs, LLIpR, LAMNE_pR, LAMPE_pR. The dot lines represent the pR DMs. c, Illustration of the DMQ comprehensive evaluation 
method with five metrics, i.e. LLI, LAMNE, and LAMPE, pOCV, and capacity (Q). The pOCV and Q metrics are represented by the pOCV and Q simulation errors, while 
the quantified LLI, LAMNE, and LAMPE would be compared with the corresponding pR ones which are calculated from the identified DMs in Sc2, Sc3 and Sc4. More 
details of the comprehensive evaluation method are exhibited in the ‘Methods’ section. 

Table 1 
The DMQ errors for the three batteries compared with the target ones and from the comprehensive evaluation.    

Compared with the target ones From the comprehensive evaluation   
LLI LAMNE LAMPE RI pOCV Q LLI LAMNE LAMPE 

RMSE (%) NMC 0.09 0.09 0.04 0.22 0.07 0.06 0.45 0.11 0.08 
LFP 0.56 0.05 0.07 0.31 0.27 0.25 0.99 0.07 0.06 
NCA 0.21 0.07 0.06 0.23 0.21 0.61 0.79 0.04 0.07  
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RMSE<0.99%; LAMs: RMSE<0.11%) are comparable with the quanti
fication errors (LLI: RMSE<0.56%; LAMs: RMSE<0.09%) for these three 
batteries, indicating effective evaluation. This suggests that the 
comprehensive evaluation method, which leverages the in
terdependencies of DMs, can indicate the accuracy of the individual DMs 
to some extent. 

4.2. Rapid degradation diagnostics for experimentally aged batteries 

The trained CNN can directly quantify the DMs of different battery 
chemistries aged under various cycling conditions within a short time. 
The DMQ time for each pOCV measurement is extremely short and less 
than 0.012 s (Table 2, tested on a single general laptop computer with an 
Intel(R) Core(TM) i5–4300 U CPU). This enables the potential of online 
battery degradation diagnostics to guide battery charging and intelligent 
control for battery lifetime extension. 

Fig. 5 presents the DMQ results for three types of leading commercial 
batteries with different aging paths. Here, there is limited degradation in 
the NE material of the NMC battery relative to the large amount of PE 
degradation. This is primarily attributed to the cycling conditions which 
involved a low charge current (0.3C) and a high discharge current (5C) 
which was done at a high temperature of 45 ◦C. The aggressive and 
repeated intercalation of lithium ions at 5C is likely to cause significant 
mechanical stress in the PE, leading to particle fracture and also struc
tural decay [36–38]. This is evidenced by the SEM micrographs in 
Supplementary Fig. 13. A high LLI does occur, mainly due to the SEI 
growth resulting from the high rate of side reactions associated with the 
high temperature testing (45 ◦C) [13-17, 37-38], and from the formation 
of fresh cathode electrolyte interphase (cathode SEI) as mechanical 
fracture of PE exposes new particle surfaces to the electrolyte [38]. The 
SEI growth on the NE and PE is demonstrated by the significant increase 
of the SEI resistance of the NMC battery [39] (EIS results in Supple
mentary Fig. 14). These three batteries exhibit resistance increase, 
highlighting the kinetic degradation with battery aging (Supplementary 
Figs. 14–16). 

The degradation of the retired LFP battery is related to, not only 
operational conditions during 2nd use, but also the previous aging path, 
and its degradation mechanisms would thus be more complex. The LAM 
in both electrodes and LLI increase linearly with cycling, with LAMPE 
and LLI almost the same. LAMPE of approximately 17% (Supplementary 
Figs. 3 and 23) is observed in the LFP battery during 1st use, possibly 
caused by the isolation of, and cracks in, active material particles due to 
the harsh operation conditions [37-38,40]. The possible mechanical 
degradation would induce increased aging stress during 2nd use [38,41] 
and thus leads to the further degradation of the LFP cathode. The large 
amount of degradation in the graphite electrode happens when cycled at 
a high charge current (0.5C), which is the maximum permissible charge 
current for this cell. Rapid intercalation into the graphite particles likely 
causes crack formation and delamination from the current collector [42, 
43]. Particle cracking on the NE and PE electrodes would lead to the new 
formation of SEI [17, 37,40-43], thus resulting in the LLI. 

Despite the similar decreasing capacity trend (Supplementary Fig. 
20), the degradation path of the NCA battery is different, where the NE/ 
PE and battery resistance exhibit rapid initial degradation, with this 
slowing down in subsequent cycles. The long calendar aging time and 
short cycling time (10 day calendar aging-2 days cycling) is responsible 
for this phenomenon, with the calendar aging at 90% SOC, which fol
lows square root time relationship [44–46]. The rest periods at high SOC 
(high voltage) likely cause increased cathodic and anodic side reactions 

[38,46,47], and this can happen mostly in the initial period. Before 264 
cycles (336 days, Supplementary Fig. 21), the LLI also exhibits a similar 
increasing trend due to the SEI growth [46,47], however, it then in
creases rapidly. The principal reason is that the NE does not have enough 
sites to accommodate lithium ions during charging, and thus lithium 
plating occurs after the severe fade of the NE [32,48]. This diagnostic 
suggests that the charging current and/or the upper cut-off voltage must 
be decreased to prevent lithium deposition, implying the utmost 
importance of battery and electrode health diagnostics to ensure battery 
lifetime and safety. 

Through comprehensive evaluation of the DMQ results for three 
battery chemistries, the estimated pOCVs and capacities agree well with 
the experimental data, with their RMSEs less than 0.63% (Table 3, 
Supplementary Figs. 17–19). The quantified LLI, LAMNE and LAMPE 
match well with those corresponding pR ones (calculated with Eqs. (13)- 
14, see Methods), respectively, and their RMSEs are less than 1.22% 
(Table 3, Supplementary Figs. 17–19). The quantification errors of the 
LAMPE for three batteries are relatively low (less than 0.39%), while 
those of the LAMNE increase a little (less than 0.97%), mainly attributed 
to the relatively low changes of FC pOCVs under the low LAMdeNE 
(Supplementary Fig. 1). The relatively high evaluation error of the 
quantified LLI is likely because the pR LLI involves all the identification 
DM errors in the other three scenarios. The real errors in the quantified 
LLI for the three batteries are thus generally lower than 1.22%, or even 
lower than 1%. The low DMQ errors (generally less than 1%) from the 
non-invasive comprehensive evaluation confirms the high accuracy of 
the proposed deep leaning-based method in quantifying DMs of different 
batteries aged with different paths. 

5. Discussion 

5.1. Comparison with OCV model parameterization-based diagnostic 
method 

We highlight the advantages of the proposed method by comparing 
the CNN approach with an OCV model parameterization-based diag
nostic method. The OCV model parameterization approach is commonly 
carried out with the use of an optimization routine, with methods such 
as: genetic algorithms [14, 16], gradient based methods such as fmincon 
[15] and particle swarm optimization [49]. Whilst searching through 
the various potential solutions space (Fig. 6a), many iterations are 
needed to minimize the objective function, with this process taking 
many minutes (Table 4). Conversely, only one ‘forward mode’ calcula
tion is needed for the proposed CNN method and thus a short diagnostic 
time of <0.012 s (Tables 2 and 4) is achieved. As the optimization results 
may be different with various initial values [15], five optimization 
processes for the OCV model parameterization are tested, with the 
RMSEs of all simulation pOCVs less than 9.45 mV (Supplementary Table 
4). The diagnostic results under different aging conditions are illustrated 
in Fig. 6b, and their average values match well with those from the 
proposed method, having a RMSD less than 0.72%. The comparison 
indicates that the proposed method achieves high accuracy in an 
extremely short time. 

We also recognize the fact that this approach does require training of 
the CNN from synthetic data which can take on the order of minutes to 
hours, however once trained the main benefit of this approach is the 
aforementioned computational efficiency with a single ‘forward mode’ 
calculation, which allows for the efficient analysis of large datasets. 
Furthermore, there is a scope of transfer learning techniques [28,50] to 
lower this training time, by building on already trained CNNs. 

5.2. Real-world application potential 

Full discharge/charge cycling is rare in real-world operations and the 
applicability of techniques with partial discharge/charge data thus ne
cessitates verification. Fig. 7 illustrates the quantified DMs of the NMC 

Table 2 
The average computational time of the trained CNN to quantify DMs as per each 
input for three batteries.   

NMC LFP NCA 

Time (s) 0.0119 0.0118 0.0088  
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and NCA batteries using the CNN, whose training is the same as that 
described in Section 3 and Methods, with the only difference in the ΔQ 
(V) of the partial voltage range as input. With the discharge data from 
3.55 V to 4.05 V at 0.3C, we find the quantification results match well 
with those in Fig. 4a, having a RMSD of less than 1.54% (Table 5). For 
the NCA battery with the charge data from 3.40 V to 4.18 V, the iden
tification results are consistent with those in Fig. 4c, where the RMSD is 
below 1.75% (Table 5). With the identified DMs, the FC pOCV can be 
reconstructed with half-cell OCVs, and the RMSEs of calculated pOCVs 
and capacities of two batteries are less than 1.16% (Table 5, Supple
mentary Fig. 25). This demonstrates that the proposed method 

effectively quantifies the DMs of different aged batteries with partial 
(dis)charge data, yielding a promising candidate for online diagnostics. 
Compared with the existing diagnostic methods, such as Lee et al. [30], 
Mayilvahanan et al. [31], Tian et al. [32], our proposed framework 
adopts synthetic data for the CNN training, dramatically reducing 
training cost/time, with the trained CNN featuring the identification of 
DMs for batteries in different aged conditions. 

Fig. 5. Degradation modes quantification for three experimentally aged batteries using CNN. The prediction results of DMs using the proposed CNN-based 
degradation diagnostic method for three types of leading commercial batteries, a, NMC battery cycled with 5C discharge and 0.3C charge at 45 ◦C; b, the retired 
LFP battery cycled with 1C discharge and 0.5C charge representing the second use; c, NCA battery with cycling aging (0.5C charge/discharge) and calendar aging 
(rest at 90% SOC), mimicking the practical applications with periodically calendar aging and charge/discharge aging. 

Table 3 
The results of the comprehensive evaluation for three types of commercial 
batteries with five metrics.  

RMSE pOCV (mV) Q (%) LLI (%) LAMNE (%) LAMPE (%) 

NMC 11.48 (<0.42%) 0.38 0.96 0.65 0.32 
LFP 11.66 (<0.47%) 0.42 1.22 0.97 0.39 
NCA 14.39 (<0.50%) 0.63 1.21 0.64 0.25  

Fig. 6. Comparison between the OCV model parameterization-based diagnostic method and the proposed CNN method**. a, Illustration of the computation process 
of two diagnostic methods. eth represents the pre-set error threshold for optimization. b, The identification results of the OCV model parameterization-based 
diagnostic method for the five optimization processes. The diagnostic method refers to [14, 15], and the dotted line represents the average value of each ther
modynamic DMs. 

Table 4 
The comparison of diagnostic results for the NMC battery obtained from the OCV 
model parameterization-based diagnostic method and the proposed CNN 
method. The computation time is the average value of five calculations for one 
diagnostic on the same computer (a single general laptop computer with an Intel 
(R) Core(TM) i5–4300 U CPU).  

Computation time (s) RMSD of quantification results 
(%) 

OCV model-based method Proposed method LLI LAMNE LAMPE 

1163.0790 0.0119 0.24 0.72 0.53  
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6. Conclusions 

In this paper, we demonstrate that a generalised CNN-based degra
dation diagnostic method can rapidly and accurately identify DMs and 
aging paths for various battery chemistries with three example leading 
battery types (NMC, LFP, NCA) cycled under different conditions. Our 
method can automatically extract degradation features from the acces
sible and reliable ΔQ signal, and quantify battery DMs in 0.012 s, which 
has significant advantages for the processing of large datasets. Syn
thetically generated OCV curves from half-cell data allows for the cre
ation of a large training database without the need for costly and time- 
consuming lifetime experiments. Thus, the rapid nature of our method 
manifests not only in the high computational efficiency of the CNN but, 
most importantly, in super low training cost/time. Furthermore, we 
reveal and prove the underpinning correlations among the thermody
namic DMs, which fundamentally originates from the fact that creating 
the aged FC OCVs through the scaling and shifting of half-cell OCVs 
conforms to the superposition principle. For the experimentally aged 
batteries, we thus propose a non-invasive comprehensive evaluation 
method for DMQ results. Beyond analysis of the pOCV simulation errors, 
we also assess three thermodynamic DM errors and all the RMSEs were 
found to be less than 1.22%. This level of accuracy is achieved by a 
generic CNN-based diagnostic method which involves almost all aging 
paths, and the parameterisation of OCV considering the IC and DV er
rors, as opposed to only OCV errors. We show that the degradation 
mechanisms of the three batteries are significantly different despite the 
similar capacity decreasing trend, with the CNN approach providing 

deeper insights into the shifting DMs over the lifetime of use. 
We also compare the quantified results with those from traditional 

OCV model parameterization-based diagnostic methods, with the RMSD 
below 0.72%, implying the high accuracy of the proposed method. 
Moreover, the CNN approach, which involves only one forward calcu
lation rather than iterative calculations, features fast computation. To 
demonstrate real-world applicability, we implement the CNN-based 
diagnostic method with partial discharge/charge data, showing a low 
deviation of less than 1.75% compared with the results for the full 
voltage approach. This highlights the promising potential of online 
diagnosing battery health in the real world. 

Overall, this work extends battery degradation theory through a 
detailed elaboration of the correlation of different DMs and leveraged 
this understanding towards developing a generic machine learning- 
based diagnostic method of rapidly quantifying battery degradation. 
The computationally cheap and fast nature of the diagnostic method 
makes it a promising approaching for online battery diagnostics and 
provides a new avenue for intelligent battery control to help prolong 
battery lifetime and decrease application cost. 

7. Methods 

7.1. Battery experiments 

Three types of leading commercial lithium-ion batteries, i.e. high- 
power NMC/graphite Kokam pouch cell, high-energy LFP/graphite 
Wangxiang (A123) pouch cell, and high-energy NCA/graphite Pana
sonic 18,650 cylindrical cell, were utilized in this work. The NMC, LFP 
and NCA batteries have a nominal capacity of 7.5 Ah, 50 Ah, and 3Ah, 
with the cut-off voltage of 2.7 V/4.2 V, 2.5 V/3.65 V, and 2.5 V/4.2 V, 
respectively. The maximum continuous charge/discharge currents of 
these three batteries are 0.3C/4C, 0.5C/1C, and 0.5C/3.3C, respectively. 
The battery testers, Basytec and MACCOR, were employed to conduct 
the cycling and performance experiments for the NMC battery, and LFP 
and NCA batteries, respectively. The NMC and NCA batteries were 
cycled from the fresh state, while the LFP battery was cycled after being 
used in an electric bus, representing the second use. 

The NMC battery was cycled between 2.7 V and 4.2 V with a 

Fig. 7. Degradation mode quantification with partial discharge/charge data using the trained CNN. The diagnostic results of DMs using the proposed CNN-based 
framework for two batteries a, NMC battery with the partial discharge data between 3.55 V and 4.05 V; b, NCA battery with the partial charge data between 
3.40 V and 4.18 V. During training and validation, the partial discharge/charge data with the same voltage range are used for each battery. The inset (blue area) 
shows the used voltage range. 

Table 5 
The comparison of diagnostic results (RMSD) between the full and partial 
discharge/charge data using the CNN. The RMSE shows the comparison of the 
simulation and experimental pOCVs and capacities.   

RMSD RMSE  
LLI (%) LAMNE (%) LAMPE (%) pOCV (mV) Q (%) 

NMC 0.96 1.54 0.46 21.09 (<0.77%) 1.16 
NCA 0.78 1.75 0.40 21.05 (<0.76%) 1.09  
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constant-current (CC) charge/discharge of 0.3C/5C at a constant 
ambient temperature of 45 ◦C inside a thermal chamber with forced air 
cooling. Before the first cycle and after every 20 cycles, the battery was 
soaked at 25 ◦C for more than 3 h and then the performance tests were 
conducted. The battery was charged at 0.3C until 4.2 V and then charged 
with constant voltage until the charge current decreased to 0.01C. It was 
then discharged with 0.3C until 2.7 V. The charge and discharge tests 
were performed twice. Electrochemical impedance spectroscopy (EIS) 
was tested with 200 mA in the frequency range of 5 kHz to 10 mHz, with 
a resolution of 10 points per decade, at 50% SOC and 10 ◦C before 
cycling and after cycling completed. The SEM imaging was carried out 
for the anode and cathode materials harvested by opening the fresh and 
completely aged cells. 

The LFP battery during cycling was charged with 0.5C until 3.65 V 
and then discharged with 1C until 2.5 V at a constant ambient temper
ature of 25 ◦C inside a thermal chamber. The performance tests were 
conducted before the first cycle and after every 100 or 150 cycles. The 
battery was discharged at 0.05C until 2.5 V and then rested for 2 h, 
followed by the 0.05C CC charge until 3.65 V. After resting for 2 h, the 
battery was discharged at 0.05C until 2.5 V. At 50% and 95% SOCs, EIS 
tests was conducted with 2A in the frequency range of 10 kHz to 10 mHz, 
with a resolution of 6 points per decade. 

The cycling data of the NCA battery comes from the Oxford battery 
degradation dataset [51,52]. The NCA battery was subjected to cyclic 
and calendar aging at 24 ◦C, i.e. it was periodically exposed to two days 
of cycling and ten days of calendar aging. During cycling aging, the 
battery was charged and discharged at 0.5C between 2.5 V and 4.2 V, 
while during calendar aging the battery rested at 90% SOC. Before the 
first cycle and after every 48 cycles, the performance test, low current 
cycling of 1/24C, was performed between 2.5 V and 4.2 V at 24 ◦C. EIS 
tests were carried out with 100 mA in the frequency range from 5 kHz to 
10 mHz, with a resolution of 6 points per decade at 80%, 50% and 20% 
SOCs. The capacities of NMC, LFP, and NCA batteries under different 
cycles are displayed in Supplementary Fig. 20. 

The NMC and graphite half cells were assembled using electrode 
materials harvested from a fresh NMC battery. These half cells are 
constructed with lithium foil as the counter electrode, LP30 electrolyte 
consisting of 1.0 M LiPF6 solution in 50/50 ethylene carbonate and 
dimethyl carbonate, and Celgard 2400 separator. Pseudo-OCV (pOCV) 
measurements were conducted on the NMC and graphite half-cells with 
the CC charge and discharge of 1/30C at 25 ◦C. The cut-off voltages for 
NMC and graphite half-cells are 3.0 V/4.4 V and 0.04 V/1.25 V vs. Li+/ 
Li, respectively. Analogously, the NCA pOCV was measured with the 
NCA half-cell collected from the fresh NCA battery [51,52]. The pOCV of 
the LFP half-cell is obtained from the reference [35]. 

7.2. OCV model parameterization 

We use the pseudo-OCVs (pOCV) of the PE and NE half-cells to 
construct the FC pOCV [13–15]. The FC pOCV (Usim) can be expressed 
as: 
⎧
⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎩

Usim = UPE(xPE) − UNE(xNE) − IR

xPE = xPE,0 −

∫ t

0

I
QPE

dτ

xNE = xNE,0 +

∫ t

0

I
QNE

dτ

(6)  

where QPE, QNE, xPE, and xNE are the available capacity of PE and NE, and 
the stoichiometric coefficients of PE and NE changed proportionally to 
the current I, respectively. xPE,0 and xNE,0, stand for the initial values of 
xPE and xNE, respectively. The current I > 0 denotes a discharge process, 
while I < 0 means a charge process. R represents an additional potential 
loss for the FC constructed from the half cells of PE and NE, corre
sponding to the resistance in the FC. UPE and UNE are the pOCVs of the PE 

and NE, respectively. We employ the RMSE between the simulation and 
measurement FC pOCVs to evaluate the simulation accuracy and their 
RMSE (URMSE) can be expressed as: 

URMSE =

̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅
1
T
∑T

t=1

(
Usim(t) − Uexp(t)

)2
√

(7)  

where Uexp(t), and T are the measurement pOCV with the sampling in
terval of 1 s during discharge (charge) and the total time taken in a 
discharge (charge) process, respectively. When Eq. (7) is used to fit the 
FC pOCV, some local regions of the simulation pOCV may not agree well 
with those of the measurement ones. In light of this, to improve the OCV 
simulation accuracy, we consider the accuracy of differential signals of 
FC pOCVs, i.e. IC, DV. The RMSEs of simulation and measurement ICs 
(ICRMSE) and DVs (DVRMSE) deduced from the pOCVs are thus used to 
evaluate the pOCV simulation accuracy, and they can be expressed as: 
⎧
⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎩

ICRMSE =

̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅
1

N1

∑N1

n=1

(
ICUsim (n) − ICUexp (n)

)2
√

DVRMSE =

̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅
1

N2

∑N2

n=1

(
DVUsim (n) − DVUexp (n)

)2
√ (8)  

where ICUsim , ICUexp , DVUsim , DVUexp , N1 and N2 stand for the simulation and 
measurement ICs, the simulation and measurement DVs, and the total 
data number in the IC and DV, respectively. Therefore, the objective 
function to parameterize the OCV model can be described as: 

fobjOCV
= ωU⋅URMSE + ωIC⋅ICRMSE + ωDV ⋅DVRMSE (9)  

where ωU, ωIC, and ωDV stand for the weighting coefficients for the 
RMSEs of pOCV, IC, and DV, respectively, and their values are presented 
in Supplementary Table 3. Eq. (9) is solved using the particle swam 
optimization to obtain the optimal OCV model parameters. The simu
lation and measurement OCVs, ICs, DVs and their errors for three bat
teries are illustrated in Supplementary Figs. 22–24. 

7.3. Synthetic OCV dataset for CNN training 

We assume that the maximum value of every thermodynamic DM 
was 25% because the thermodynamic DMs generally affect battery 
available capacity and the maximum capacity loss is usually about 20% 
at the end of life. The maximum kinetic degradation for the RI was 
assumed as 125% because the resistance may dramatically increase with 
aging. In each scenario in Fig. 2a, every thermodynamic DM varied from 
0% to 25% with 2.5% increment and the RI changed from 0% to 125% 
with 6.25% increment. The sum of the amount of three thermodynamic 
DMs, and the RI amount divided by five was set as less than 75%. As for 
the Sc2, there were the lithiated LAMs of both PE and NE, which means 
that the amount of LLI may be mostly negative, and we thus added a bias 
of -20% to the LLI. Similarly, in Sc3 and Sc4, there were the lithiated 
LAM of NE and PE, respectively, and we added a bias of -10% to the LLI. 
With different values of four independent DMs, the dataset for battery 
degradation included 26,521 independent combinations in each sce
nario, and we can synthesize 26,521 unique OCVs with the half-cell 
potentials of PE and NE using Eq. (6) (Supplementary Fig. 4). The syn
thetic OCV dataset includes almost all aging paths, more than 1 billion 
degradation paths (Supplementary Note. 3), when the battery capacity 
loss and resistance increase are less than 20% and 125%, respectively. 

7.4. Input data transformation 

To highlight the OCV variation with aging, we utilised the capacity 
differences (ΔQ) between the aged OCVs and the fresh OCV as the CNN 
input to quantify battery degradation. We considered the FC pOCV as 
the capacity as a function of voltage. For instance, we considered the 
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capacity change in the charge/discharge capacity-voltage curves under 
10% capacity loss, denoted ΔQ10%(V) = Q10%(V) -Q0%(V), where the 
subscripts indicate cycle number, capacity loss, LAM, LLI or RI. To 
standardize the capacity-voltage data, all FC pOCVs were fitted to a 
spline function and linearly interpolated [24]. The capacity was fitted as 
a function of voltage and evaluated at 506 linearly spaced voltage points 
from maximum discharge (charge) voltage to the discharge (charge) 
cut-off voltage. These uniformly sized capacity vectors enable straight
forward data manipulations, such as subtraction, to obtain ΔQ(V) under 
different cycles. We then transformed the 506 data points into a 22 × 23 
matrix and obtained a 2D image to makes it feasible as CNN input. The 
normalization was applied to process the ΔQ(V) data before feeding it 
into the CNN. In this work, the min-max normalization method was 
adopted, which retains the original distribution of the ΔQ(V) data and 
all transformed data fall into the range of [0,1]. The maximum and 
minimum values of the ΔQ(V) were kept the same in the training 
dataset, testing dataset and experimental dataset for CNN model input, 
respectively. 

7.5. Convolutional neural network 

The CNN in Fig. 3a contains six learned layers: one input layer, three 
convolutional layers, one fully-connected layer, and one output layer. 
The CNN input dimension is the same as the input data dimension, 22 ×
23. The first convolutional layer contains 64 5 × 5 kernels convolving 
with same-padding and stride=1, followed by batch normalization and 
rectified linear unit (ReLU) activation layers [53,54]. The second and 
third convolutional layer includes two arms, respectively. The one arm 
of the second convolutional layer contains 128 1 × 1 kernels with 
stride=2, and the other arm contains two convolutional layers of 128 3 
× 3 kernels with stride=2, and 128 3 × 3 kernels with stride=1. The last 
two convolutional arms of the second convolutional layer are concate
nated and connected to the third convolutional layer. The one arm of the 
third convolutional layer includes 256 1 × 1 kernels with stride=2, and 
the other arm includes two convolutional layers of 256 3 × 3 kernels 
with stride=2, and 256 3 × 3 kernels with stride=1. Each convolutional 
layer is with same-padding and followed by batch normalization and 
ReLU activation layers. The last two convolutional arms of the third 
convolutional layer are concatenated, flattened and fed to four 
fully-connected layers. Each fully-connected layer contains 18,432 
neurons and is connected to the regression output. The four outputs 
represent four independent DMs. 

We randomly partitioned the synthetic dataset to 80% training, and 
20% testing. We utilized the Adam optimizer [55] to train the CNN with 
50 epochs, and employed a mini-batch of size 512 for efficient learning. 
This process is regarded as a round of CNN training, and several rounds 
of training are performed until the RMSEs of testing results of estimated 
DMs are small [28,50], e.g. thermodynamic DMs and RI are less than 
0.1% and 0.2% for NMC battery, respectively. The cost function (Lloss) 
for training the CNN can be described as: 

Lloss =
∑4

j=1
ωj⋅Lj (10)  

where Lj and ωj stand for the cost function, and the weighting coefficient 
for every output, respectively. We set the weighting coefficients as 1, 2, 
1, and 4 for LLI, LAMNE, LAMPE and RI, respectively. The cost function of 
every output is generally represented by the half mean squared error loss 
between CNN predictions (Xi) and target values (Yi) for regression tasks. 
It can be thus written as: 

Lj =
1
2
∑

(Yi − Xi)
2 (11) 

We used the RMSE to evaluate the differences between the predicted 
and target values. All CNN training and testing for three batteries were 
performed in MATLAB on a single desktop computer with an NVIDIA 

Quadro P4000 GPU. All DMQ with experimental data for three batteries 
using the trained CNN was carried out in MATLAB on a single general 
laptop computer with an Intel(R) Core(TM) i5–4300 U CPU. 

7.6. Comprehensive evaluation for DMQ results 

We evaluated the DMQ results using not only the pOCV error but also 
the capacity error, as shown in Fig. 4c. The RMSEs (εOCV, εQ) beween the 
simulation and experimental pOCVs can be expressed as: 
⎧
⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎩

εOCV =

̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅
1

T(C + 1)
∑C

cyc=0

∑T

t=1

(
OCVsim(t, cyc) − OCVexp(t, cyc)

)2

√

εQ =

̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅
1

(C + 1)
∑C

cyc=0

(
Qsim(cyc) − Qexp(cyc)

)2

√

(12)  

where ε, cyc, Q, and C represent the RMSE or RMSD value, cycle number 
or aging days, discharge or charge capacity, and the total cycle number 
or aging days at the end of tests, respectively. Since some DMs have a 
low influence on the pOCV variation, the deviation of pOCVs due to 
different DMs may be low (Supplementary Fig. 1), and only using the 
pOCV and capacity errors are not sufficient to evaluate the accuracy of 
the quantified DMs (Supplementary Note 4). Thereby, we further 
assessed the DMQ results leveraging the trained CNNs in Sc2, Sc3, and 
Sc4. Based on Eq. (4), we compared the quantification results of LAMNE 
and LAMPE with the corresponding pseudo reference ones (Fig. 4c), 
termed as LAMNE_pR, LAMPE_pR, which are the average values of the 
identified LAMNE and LAMPE by the trained CNNs in Sc2, Sc3, and Sc4. 
The evaluation metrics (their RMSDs) can be described as: 
⎧
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

εLAMNE
=

̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅
1

(C + 1)
∑C

cyc=0

(
ξLAMNE

(cyc) − ξLAMNE pR (cyc)
)2

√

εLAMPE
=

̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅
1

(C + 1)
∑C

cyc=0

(
ξLAMPE

(cyc) − ξLAMPE pR (cyc)
)2

√

ξLAMNE pR (cyc) =
(

ξLAMNE2
(cyc) + ξLAMNE3

(cyc) + ξLAMNE4
(cyc)

)/
3

ξLAMPE pR (cyc) =
(

ξLAMPE2
(cyc) + ξLAMPE3

(cyc) + ξLAMPE4
(cyc)

)/
3

(13) 

Using Eq. (5), we can further assess the accuracy of quantified LLI 
(Fig. 4c), and the LLI metric (RMSD) can be expressed as 
⎧
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

εLLI =

̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅
1

(C + 1)
∑C

cyc=0

(
ξLLI(cyc) − ξLLIpR (cyc)

)2
√

ξLLI′2
(cyc) = ξLAMNE pR (cyc) + ξLAMPE pR (cyc) + ξLLI2 (cyc)

ξLLI′3
(cyc) = ξLAMNE pR (cyc) + ξLLI3 (cyc)

ξLLI′4
(cyc) = ξLAMPE pR (cyc) + ξLLI4 (cyc)

ξLLIpR (cyc) =
(

ξLLI′2
(cyc) + ξLLI′3

(cyc) + ξLLI′4
(cyc)

)/
3

(14) 

Since the resistance in Eq. (6) is not the real resistance in the battery, 
we would not evaluate the identified RI. But the quantified RI can reflect 
the kinetic degradation in the battery. With the Eqs. (12)~(14), we can 
comprehensively evaluate the quantified DMs using five metrics, i.e. not 
only use the conventional pOCV and capacity metrics, but importantly 
employ the identified thermodynamic DMs in other scenarios based the 
newly developed degradation theory. 
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