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1. Introduction 

 

The work presented in this thesis combines together the research results obtained by 

the author for the solution of practical tasks in science and engineering. They are 

related to the enhancement of the performance of complex and multivariable 

processes and systems. 

 

The author of this thesis has designed a new sensor fusion algorithm which allows 

information to be fused from several sensors on the local processing units in order to 

obtain reliable information, which is required in many tracking and surveillance 

systems. For example, several sensors (maybe of a different nature, such as a video 

camera, a laser-based object detection sensor (LIDAR) and an ultrasonic sensor) can 

be installed on a car or autonomous vehicle in order to obtain information for the 

vehicle’s navigation. Very often, a video camera does not provide good quality 

information during the night. The laser sensor is very sensitive to environmental 

conditions (the intensity of the laser beam is considerably reduced during rain, fog, 

smoke or snow); the ultrasonic sensor works well, but its accuracy cannot be 

sufficient for long distance measurement. This new navigation system, based on the 

designed sensor fusion techniques, allows improved reliability of navigation in 

different conditions. Moreover, the navigation system will continue to function even 

when some sensors malfunction or connections are broken. The new navigation 

system developed by the author is based on the Information Fusion technique, which 

is incorporated in the continuous-time Kalman filter algorithm. Additionally, this 

system will reduce the input and output noise, which almost always exists in the real 

environment. The practical simulation of the above sensor fusion algorithm has been 



 

5 

 

tested on the model of the industrial-type system with three channels.  The simulation 

results have proved that the overall system performs well even in the case of sensor 

failure in two out of three channels.     

 

The High Dynamic Precision Adaptive Control (HDPAC) algorithm has been 

developed in order to provide the desirable behaviour of a system when its parameters 

change or a fault occurs. Very often it is required to control individual channels of a 

complex system according to the reference model of the each channel. It is well 

known that the response of a MIMO system (a system with Many Inputs and Many 

Outputs) may not follow the system’s reference model due to interaction between the 

channels though the system’s dynamics. The developed HDPAC algorithm allows this 

problem to be solved and the behaviour of the MIMO system to be improved. The 

HDPAC system is based on the simultaneous identification and adaptation of the 

system’s parameters and provides the desirable response of each channel following 

the required dynamics of a reference model of that channel. 

 

The developed algorithms have been tested for the solution of a practical task; to 

improve the performance of an aircraft’s motion by the decoupling motion of an 

aircraft on the roll and sideslip. The case where the parameters of the system 

(aerodynamic coefficients of the aircraft) are time variable has also been considered.  

The simulation results demonstrated that the HDPAC system allows the changes of 

six parameters to be tracked simultaneously (aerodynamic coefficients) in two 

channels (the roll and sideslip channels). The described algorithms can also be 

employed to control other types of systems and processes. For example, autonomous 

vehicles, automotive engines, robotics, chemical industrial processes or other systems 
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and processes with time variable parameters can be controlled with the required 

dynamic precision. Moreover, the control system will provide the desirable 

performance of the overall system even in cases where the parameters change or when 

faults occur.  

 

There are 165 references in this thesis. The author’s publications are cited in 36 

references, which are given in Appendix – 1. The Portfolio Outputs of the author are 

referenced in Appendix – 2. 
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2. Autobiographical context 

 

The author has worked on the development of new ideas and methods for the 

enhancement of the performance of complex systems and processes since 2001. The 

author received an invitation from the industrial organisation Samsung Heavy 

Industries (the shipyard near Pusan City, South Korea) to give a presentation about his 

research work in the area of control engineering.  This included discussing the 

possibility of applying advanced control algorithms to a robot-manipulator in order to 

improve the quality of the welding process of metal sheets used in ship building.   

 

The author also prepared a project proposal for an EPSRS (Engineering and Physical 

Sciences Research Council, UK) grant on a relevant topic. This project proposal was 

approved by the EPSRC and the author visited the above company in South Korea. (It 

is interesting to note that the company administration arranged the author’s transport 

by special helicopter from Pusan City to the company, which is located on a separate 

island from the mainland). The company manufactures ‘super-big’ oil-tankers to 

deliver oil around the world. The managers and engineers organised a tour and 

demonstrated the industrial processes of building such ships. During the meeting, the 

engineers demonstrated the working process of welding metal sheets using a robot-

manipulator. They requested that the author help improve the control of the robot-

manipulator in order to improve the quality of the seam between two metal sheets 

which are used to make the body of a ship. In particular, small air gaps appear inside 

the seam between the two metal sheets during the welding process. They believed that 

by the implementing a more accurate control of the welding head’s motion (which is 

located on the robot-arm), the quality of the welding would be considerably improved. 
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The author suggested incorporating the predictive algorithm based on the Kalman 

filter for the robot-manipulator. The additional advantage of the Kalman filter is that 

this algorithm can reduce the input-output noise which almost always exists in an 

industrial environment. However, the Kalman filter algorithm requires a mathematical 

model of the process. This model is not provided by industrial organisations in most 

cases. The author then developed a procedure to obtain the mathematical model of the 

process by experiment and to incorporate this model into the adaptive control 

algorithm. This was in order to obtain the desirable behaviour of the system, even in a 

case when the system’s parameters change due to the environmental conditions or a 

fault in the system. 

 

Later, the author presented an extended case for a system with many inputs and many 

outputs (a MIMO system). This was at the DoCoMo Telecommunications Company 

in Japan (in Sapporo City, Hokkaido Island), following the company’s invitation to 

the author. 

          

While working as a lecturer at Coventry University, the author was the teacher and 

module leader for the Flight Dynamics and Control and Avionics modules. Coventry 

University purchased a Flight Simulator (Merlin Ltd.) in order to support the students’ 

practical experience in Aerospace Systems and Avionics courses. However, the 

company which had provided this Flight Simulator did not provide mathematical 

models of the dynamics motion on two axes (the pitch-axis and roll-axis). In order to 

solve this problem, the author applied the system’s identification method based on 

Markov parameters (impulse response), the Hankel matrix approximation method and 

the model-order reduction technique. Several practical experiments were completed 
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by the author on the Flight Simulator. Step impulses were applied by using the control 

stick for the pitch channel and roll channel and the impulse responses from the each 

channel were recorded using the 3-axis solid-state accelerometer (British Aerospace 

Ltd), the vibration-type gyroscope (British Aerospace Ltd) and the Data-Acquisition 

device (National Instruments Ltd.).  The author then implemented the above 

techniques in the Matlab software code and obtained the required mathematical 

models of the pitch channel and the roll channel. Having these models, students and 

researchers could design advanced control algorithms for the autopilot. The author 

presented these results at the First User Groups Conference of Flight Simulators 

among UK Universities, in Liverpool. The Director of the Merlin Flight Simulator 

Company said at this Conference that the author had achieved very useful practical 

results.  The Company managers did not believe that a dynamic model of their Flight 

Simulator could have been obtained, presumably because they wished to keep a 

monopoly on development. It is not difficult to understand that if a dynamic model of 

an aircraft or missile could be obtained from a test experiment, then control 

algorithms could be designed to predict the position of this plant and to intersect it. 

Arguably this is an interesting and useful task for students’ projects and for the 

research and development of defence organisations in the future. The control from the 

joystick was implemented onto the aircraft model via the Avionics Data-Bus MIL-

STD-1553 using the C programming language. The transmitting and receiving 

modules of the Avionics Data-Bus MIL-STD-1553 were purchased for education in 

avionics courses.      

  

A high dynamic precision control method of the separation of an aircraft’s motion on 

a roll and sideslip has also been designed by the author. The significance of this new 
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control method is that a pilot can change the motion of an aircraft on each axis 

independently from the motion on other axes. This manoeuvre can therefore be very 

useful when a pilot needs to quickly avoid a collision with another aircraft. A case is 

described in the open sources where one aircraft went directly head-to-head onto 

another aircraft. In order to escape the collision, the pilot of the second aircraft tried to 

rapidly change its motion to a vertical direction. However, due to the extreme 

aerodynamic forces, the aircraft cracked apart and disintegrated. The crew in the 

second aircraft all died. This form of attack can moreover be deliberately planned if 

the pilot of an unfriendly aircraft can calculate the applied forces and the limit of the 

structure of another aircraft. However, if another aircraft has the ability to change the 

direction of its motion on each axis independently from other axes, then the aircraft 

would survive. Another application of the separation of an aircraft’s motion on each 

axis is that the crew could keep the orientation of a gun on an unfriendly aircraft and 

at the same time, move sideways out of its line-of-sight. This would give an aircraft 

with such capabilities a significant advantage in the air. The beauty of the designed 

method is that it is not required to install any additional control surfaces (actuators) on 

the aircraft. For example, there are military aircraft with additional control surfaces 

under the aircraft body or with small front wings. The suggested control algorithm for 

the decoupled motion of an aircraft however can be implemented on any standard 

aircraft, civilian or military. Thus, no any additional hardware is required as it is 

based only on specially designed software algorithms. The author published a paper 

describing this method in the international journal Aircraft Engineering and 

Aerospace Technology. The computer simulation results demonstrated that the system 

performs well even in the case when an aircraft’s parameters change due to 

environmental conditions or the flight regime. This method can be applied for future 
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6
th

 generation aircraft. For example, the MIG-31 aircraft is the fastest in the world, but 

it does not possess the best manoeuvrability for a modern aircraft today. On the other 

hand, the SU-57 (5
th

 generation aircraft) has 3 axes engine vector control, which 

allows the best manoeuvrability currently achievable. However, the price is a heavier 

engine and a more complicated actuation system for the 3 axes engine vector control. 

The application of the High Dynamic Precision Adaptive Control (HDPAC) method 

for the decoupled motion of an aircraft is perhaps an alternative way to achieve high 

manoeuvrability. No additional installation of special control surfaces and actuators 

would be required on the aircraft and the standard, cheaper engine without vector 

control could be used.  

 

Later, while working in the Department of Mechanical, Automotive and Aerospace 

Engineering, the author formed the Applied Research Group (ARG) ‘Intelligent 

Transport Systems and Telematics’ (ITS&T). The author designed control algorithms 

that can be used to control autonomous vehicles. They could be used for controlling 

city traffic, for the cooperative control of a fleet of cars, for adaptive cruise control, 

for a car’s active suspension systems and for many other applications in the field of 

transportation and Smart Cities. The author presented his results as the Keynote 

Speech at the University of California at Berkley (USA). Also, the author personally 

discussed the application of the adaptive control method for an automotive engine 

with Professor Lofty Zadeh, the inventor of the Fuzzy-Logic Control Systems, in his 

office at UC Berkeley. Additionally, the author organised the Special Session 

‘Intelligent Transport Systems and their Applications’ for the IEEE Intelligent 

Transport Systems Conference, ITSC-2014, (Quindao City, China), in which 6 papers 
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were presented.  Moreover, the author conducted the presentation of the suggested 

control algorithms in the Nissan Automotive Company, UK.  

 

 

3. Description of the portfolio of evidence 

     

The portfolio consists of samples of three journal papers, one book chapter, one 

conference papers and one presentation to the Nissan Automotive Company.     

 

3.1 High Dynamic Precision Control System 

 

The results of Output-1 are related to the development of a high precision adaptive 

control system for multivariable systems or processes. It is a well-known fact that the 

desirable behaviour of local sub-systems in a multivariable system is difficult to 

obtain due to the interconnections between the channels. The method presented in this 

output allows the decoupling of the channels and the adjustment of the overall 

system’s desirable performance, according to reference models of the local sub-

systems. The stability of the overall system is guaranteed following the stability 

criteria based on the Lyapunov function.    

     

3.1.1. Introduction 

 

Many industrial processes and systems include several inputs and several outputs. A 

mathematical model of such a process or system can be represented in the form of a 

MIMO system (Many-Inputs-Many-Outputs) (Sinha 1984; Nise 2015); for example a 



 

13 

 

chemical batch reactor with several inputs and outputs. Another example is an 

aircraft, where the pitch, roll and yaw angles can be controlled by a pilot. Yet another 

example is a robot manipulator where the motion of each joint can be controlled 

independently. Due to the interconnection between channels via the system’s 

dynamics, the response of the system may not follow for the desirable trajectory of 

the applied input. In order to solve this problem, the use of decoupled control 

algorithms is suggested. However, parameters of real systems can change due to 

changes in environmental conditions, for example, temperature. Therefore, the 

outputs of real systems will also change. This paper suggests the employment of 

adaptive control algorithms in order to provide the system’s behaviour according to 

the reference model for each channel. It is admitted that the dynamics of different 

channels can also be different. Therefore, the relevant reference models for each 

channel can be employed in the multivariable system. The stability of the overall 

multivariable system is guaranteed according to the obtained adaptive control 

algorithms based on the Lyapunov stability criterion.                           

 

3.1.2. The task formulation 

 

A multivariable plant is described by the system of matrix differential equations 

(Nise 2015): 

 

1 11 1 12 2 1 1

2 21 1 22 2 2 2

1 1 2 2

... ,

... ,

.........................................................................

... ,

n n

n n

n n n nn n n

X A X A X A X U

X A X A X A X U

X A X A X A X U

    

    

    

     (1) 
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where 

 

 

1 2, , ... nX X X  - are vectors of states of the plant, 

11 11 12 12( ), ( ), ( )nn nnA A t A A t A A t    - are matrices of variable parameters of the 

plant, 

1 1, , ... nU U U  - are control vectors. 

 

It is required to find such feedback laws that autonomous motion of plant's co-

ordinates at each channel will be provided according to the following reference 

model: 

 

1 11 1 1

2 22 2 2

,

,

,

.........................................................................

m m m

m m m

m m m

n nn n n

X A X G

X A X G

X A X G

 

 

 

         (2) 

 

where 

 

1 11 12 1

2 21 22 2

1 2

[ , ,..., ] ,

[ , ,..., ] ,

...........................................

[ , ,..., ] .

T

m

T

v

T

n n n nk

X x x x

X x x x

X x x x







1 11 12 1

2 21 22 2

1 2

[ , ,..., ] ,

[ , ,..., ] ,

...........................................

[ , ,..., ] .

m m m m T

m

m m m m T

v

m m m m T

n n n nk

X x x x

X x x x

X x x x






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1 2, , ...m m m

nX X X  - are vectors of states of the reference model, 

11 22, , ...,m m m

nnA A A  - are matrices of parameters of the reference model, 

1 2, , ... nG G G  - are inputs. 

 

3.1.3. Synthesis of the basic loop structure 

 

The feedback controls can be chosen as follows: 

 

1 1 11 1 12 2 1

2 2 21 1 22 2 2

1 1 2 2

... ,

... ,

...........................................................................

... ,

n n

n n

n n n n nn n

U G K X K X K X

U G K X K X K X

U G K X K X K X

    

    

    

     (3) 

 

where 

 

11 11 12 12( ), ( ), ..., ( )nn nnK K t K K t K K t    - are matrices of the feedback variable 

gains. 

 

According to the equations (1) and (3), the closed loop system can be represented as 

follows: 

 

1 11 11 1 12 12 2 1 1 1

2 21 21 1 22 22 2 2 2 2

( ) ( ) ... ( ) ,

( ) ( ) ... ( ) ,

..........................................................................................................

n n n

n n n

X A K X A K X A K X G

X A K X A K X A K X G

       

       

1 1 1 2 2 2

.............

( ) ( ) ... ( ) ,n n n n n nn nn n nX A K X A K X A K X G       

 (4) 
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It can be seen from (4) that the system "plant + controller" will be dynamically 

decoupled on each channel if the following conditions are achieved: 

 

                0, (i,j 1,...n, i j)   ij ijA K       (5) 

 

In order to guarantee the desirable motion of the system according to the reference 

trajectories (2), it requires to provide the following relation: 

 

  m

ii ii iiA K A        (6) 

 

Thus, for accomplishment of (5) and (6) the following should be provided: 

 

12,0 12,0

12,1 12,1

12, 1 12, 1

1, 1 1, 1

0,

0,

.......................................

0,

.......................................

0,

m m

nn k nn k

a k

a k

a k

a k

 

   

 

 

 

 

 

           (7) 

 

 

11,0 11,0 11,0

11,1 11,1 11,1

11, 1 11, 1 11, 1

, 1 , 1

( ) ,

( ) ,

.......................................................

( ) ,

.......................................................

( )

m

m

m

m m m

nn m nn k nn

a k a

a k a

a k a

a k a

  

 

 

 

 

  , 1,
m

k



 

17 

 

where 

 

11,0 11,0 11,1 11,1 , 1 , 1( ), ( ), ..., ( )nn k nn ka a t a a t a a t     - are variable scalar coefficients of 

the plant (1), 

11,0 11,1 , 1, , ...,m m m

nn ka a a   - are constant scalar coefficients of the model (2), 

11,0 11,0 11,1 11,1 , 1 , 1( ), ( ), ..., ( )nn k nn kk k t k k t k k t     - are variable scalar gains of the 

controller (3). 

 

3.1.4. Synthesis of the adaptive control algorithms 

 

The variable parameters of the plant (1) can be represented as follows: 

 

0

11 11 11

0

12 12 12

0

,

,

....................................

,nn nn nn

A A A

A A A

A A A

  

  

  

 

 

where 

 

0

ijA const , (i, j = 1,…, n), 0

ijA  are the constant matrices whose coefficients 

correspond to the nominal operation mode of the plant, 

( )ij ijA A t   , ijA - are deviation of the plant parameters from their nominal 

operation mode. 
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The controller parameters can be represented analogous: 

 

 

where 

 

0

ijK const , (i, j = 1,…, n), 0

ijK  are matrices of constant coefficients of the 

controller, 

( )ij ijK K t   , ijK - are matrices of adjusting coefficients of the controller. 

 

Thus, the motion of plant co-ordinates on a non-nominal operation mode can be 

represented as follows: 

 

0

,

1

( ( )) ( 1,..., ).
n

i ij ij j i

j

X A A t X U i n


         (8) 

 

The feedback control is:  

 

0

1

( ( )) , ( 1,..., ).
n

i i ij ij j

j

U G K K t X i n


         (9)  

 

Substituting the equation (9) into (8) we can obtain the equation of motion of the 

system "the plant + the controller" on each channel: 

0

11 11 11

0

12 12 12

0

,

,

....................................

,nn nn nn

K K K

K K K

K K K

  

  

  
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0 0

1 1

( ( )) ( ( )) .
n n

i ij ij j ij ij j i

j j

X A A t X K K t X G
 

          (10) 

 

The model motion equation on each channel can be chosen as follows: 

 

0 0

1

( ) .
n

m m m

i ii i ij ij j i

j
j i

X A X A K X G



          (11) 

 

Comparing (10) and (11) and taking into account that 0 0 ,m

ii ii iiA K A   the following 

can obtain: 

 

1 1

( ( ) ( )) ( ( ) ( ))
n n

m

i ii i ii ii i ij ij j

j j
j i j i

E A E A t K t X A t K t X
 
 

           (12) 

 

where 

 

m

i i iE X X           (13) 

 

Introduce the following notation: 

 

( ) ( ) ( ),

( ) ( ) ( ), ( ).

ii ii ii ii

ij ij ij ij

Y Y t A t K t

Y Y t A t K t i j

   

    
     (14) 

 

Thus, the error equation (12) can be represented as: 
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1

n
m

i ii i ii i ij j

j
j i

E A E Y X Y X



          (15) 

 

Algorithms of adaptation can be specified in the following form: 

 

d
K

dt
            (16) 

 

Admit that parameters' deviation ( )A A t    are differentiable in time: 

 

( ) ( )
d

A t R t
dt
          (17) 

 

Therefore, according to (13) – (17) the following is obtained obtain: 

 

,

.

mE A E YX

Y R

 

  
        (18) 

 

where ( )R R t . 

The equations (18) with equation (2) describe the dynamic motion of the adaptive 

control system with the reference model. 

 

Admit that the matrix   is a function of error deviation E  and time t, and 

( , ) 0E t   at t = 0. 
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In this case the state and parametric error motion  

 

0, 0E Y           (19) 

with admission that ( ) 0R t  according to the hypothesis of quasi - stationarity, is the 

solution of the system (18). 

 

It is suggested to use the second method of Lyapunov in order to obtain the adaptation 

algorithms   from the condition of stability of zero solution (19) of the system (18) 

(Sastry and Bodson 2011; Kokotovic 1991; Egard 2014; Watanaba 1992). 

      

The quadratic function V can be chosen as follows: 

 

( ),T TV E PE tr YY         (20) 

 

where 

 

,

.

const

P is simmetric matrix

Q is negative definite matrix

 





 

 

A time derivative for the function V is obtained as follows: 
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( ) ( ) ( ) ( )

[( ) ( ) ] ( ) ( )

[ ( ) ] ( )

( ) (

T T T T m T T m T T

m T T T m T T

T m T T T T m T T T

T m T T T T m T

V E PE E PE tr YY YY A E YX PE E P A E YX tr YY YY

A E YX PE E P A E YX tr YY YY

E A X Y PE E PA E E PYX tr YY YY

E A PE X Y PE E PA E E PYX tr

   

 

  

   

          

     

     

    )

(( ) ) ( )

T T

T m T m T T T T T

YY YY

E A P PA E X Y PE E PYX tr YY YY  

 

    

 

          (21) 

After some intermediate matrix manipulations the following can be obtained: 

 

TPEX          (22) 

 

The derivative of the Lyapunov function is represented as: 

 

TV E QE        (23) 

 

Taking into account that TA  is Hurvitch matrix, the following is obtained: 

 

0V          (24) 

 

Therefore, according to (18), (16) and using conditions of quasi-stationarity of the 

system it is straightforward to obtain the adaptation algorithms as: 

 

TK PEX         (25) 

 

It follows from the above that motion of the system (16) with the algorithms (25) is 

stable and conditions (5) and (6) are satisfied.  
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The complete derivation of algorithms is given in Appendix 3.1.4.  

 

3.1.5 Summary 

 

The control algorithms developed in this output allow the improved performance of a 

multivariable process or system. This is due to the decoupling of the process or 

system channels from the interaction via the dynamics of the process or system. The 

desirable performance of the process or system can be obtained using the relevant 

reference models for each channel. Adaptive control algorithms allow the adjustment 

of the overall system’s response in the case of parameters changing. The stability of 

the overall system is guaranteed according to the Lyapunov stability criterion. 

 

3.2  A Data Fusion Algorithm for Multisensor Systems 

 

Output - 2, developed by the author of this thesis, is related to the design of a data 

fusion algorithm for multisensory systems.  

 

Data fusion techniques are used in many tracking and surveillance systems as well as 

in applications where reliability is a main concern. One solution for the design of such 

systems is to employ a number of sensors (maybe of different types) and to fuse the 

information obtained from all these sensors on a central processor. Past attempts to 

solve this problem required the organisation of a feedback from the central processor 

to local processor units (each of which includes a sensor and a local processor). Local 

estimations were then generated from the global estimation obtained from the 

previous step (Willner, Chang and Dunn 1976). However, this caused computational 
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bottleneck problems when data was transmitted. This problem was later solved in 

Speyer (1979) for both cases: decentralised estimation and decentralised LQG control. 

The algorithms based on the parallelisation of the Kalman filter equations, as 

proposed in Hashemipour, Roy and Laub (1988), extended the previous results 

allowing the global estimation to be obtained using only local estimates without the 

transmission of information between the sensors. Another method for data fusion is 

based on the so-called Federated Filter, the square-root version of which is given in 

Carlson (1990). The Bayesian method based and linear sensor fusion algorithms were 

developed in Chong, Mori and Chang (1990) for the following configurations: the 

first configuration is with a feedback from the central processor to local processing 

units and the second configuration is without such a feedback.  

 

Information fusion can be obtained from the combination of state estimates and their 

error covariances using the Bayesian estimation theory (Wall, Willsky and Sandell 

1981; Schweppe 1973). The two-filter method based on forward and backward 

solutions of Kalman filter or Bellmans’s dynamic programming equations is another 

common method for data fusion (Mayne 1966). A scattering framework (Levy, 

Castanon,  Verghese and Willsky 1983) and decomposition of the information form of 

the Kalman filter (Kerr 1996) are also popular methods for designing data fusion 

systems.  

 

All the methods described above require the use of a central processor in order to fuse 

information obtained by the sensors. The main disadvantage of this approach is that in 

the case of a central processing failure, the overall system will also fail. The method 

given in Rao and Durrant-Whyte (1991) is based on internodal communications 
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between local processor units without the need of any central processor. However, the 

decentralised Kalman filter algorithms are obtained only for a discrete time domain. 

In practice, continuous time implementations of a sensor fusion system are also 

required. A new data fusion algorithm based on the continuous time decentralised 

Kalman filter is proposed in this paper. In addition to the capability of combining 

information from different sensors, the system allows the graceful degradation of the 

overall performance if some local units fail or interconnections are broken. 

 

The simulation results of data fusion for three subsystems show that the performance 

of the overall system degrades gracefully even if the sensors of some subsystems are 

malfunctioning. Furthermore, local Kalman filters can effectively reduce subsystems 

and measurement noises. 

 

3.2.1 A data fusion algorithm 

 

The dynamics of subsystems of a complex system can be represented in the following 

form: 

( ) ( ) ( ) ( ),i i i i i ix t A x t Bu t w t    

( ) ( ) ( ),
i i i iy t C x t v t           ( 1, 2,..., )i n    (1) 

 

where  

  

n  – is the number of subsystems, 

( )ix t  - is the state of the i-th subsystem, 
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( )iu t - is the control signal on the i-th subsystem, 

( )iy t - is the output of the i-th subsystem, 

( )iw t - is the i-th subsystem noise,  

( )iv t - is the measured noise of the i-th subsystem. 

 

It is assumed that the subsystem noise ( )iw t  and the measured noise ( )iv t  are zero-

mean Gaussian white noise processes with the following statistical properties:  

 

{ (0)} { (0)} { (0)} 0i i iE x E w E v   ,  

{ ( ) ( )} ( ) ( )T

i i iE w t w Q t t    , 

{ ( ) ( )} ( ) ( )T

i i iE v t v R t t    ,  

{ (0) ( )} { (0) ( )}

{ ( ) ( )} 0

T T

i i i i

T

i i

E x w t E x v t

E w t v

 

 
 

 

and iQ (t) 0,  ( ) 0.iR t   

 

State estimates are computed on each subsystem by local Kalman filters as: 

 

ˆ ˆ ˆ( ) ( ) ( ) [ ( ) ( )].i i i i i i i i ix t A x t Bu t K y t C x t        (2) 

 

The error covariance propagation in the information form is calculated accordingly: 
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1 1 1 1 1 1( ) .T T

i i i i i i i i i i i

d
P P A A P P Q P C R C

dt

             (3) 

 

(Hereafter in the text the time notation index t is dropped for simplification of 

notations).  

 

The Kalman gain matrix is calculated as: 

 

1T

i i i iK PC R ,      (4) 

 

where 1

iR  exist. 

 

It is well known (Wall, Willsky and Sandell 1981; Schweppe 1973) that the optimum 

combination of independent estimates can be accomplished in the form: 

 

1 1 1

1 1 2 2
ˆ ˆ ˆ ˆ( ) [ ... ],n nx t P P x P x P x          (5) 

 

1 1 1 1

1 2( ... ) .nP P P P            (6) 

 

Decentralizing algorithms (5) and (6) between the subsystems, one can obtain: 

 

1 1 1

1 1 2 2
ˆ ˆ ˆ ˆ( ) [ ... ],k k n nx t P P x P x P x         (7) 

 

1 1 1 1

1 2( ... )k nP P P P       ,     (i = 1,2,…,k,…,n).  (8) 
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Differentiating equations (7) and (8), the following fusion algorithm on the k-th 

subsystem is obtained: 

 

1 1 1

1 1 1

ˆ ˆ ˆ ˆ( ) [ ] [ ( ) ],
n n n

k k i i k i i i i

i i i

d
x t P P x P P x P x

dt

  

  

        (9) 

1 1 1 1 1 1

1 1 1 1

( ) .
n n n n

T

k i i i i i i i i i i

i i i i

d
P P A A P P Q P C R C

dt

     

   

                   (10) 

 

3.2.2 The model of the plant 

 

The mathematical model of a conveyer driven by three DC electric motors can be 

obtained from the Newton's second law: 

 

1 1 1 1 1 2 2 12 1 1 3 3 31[( ) / ( ) / ]wJ k r r l r r l           , 

2 2 2 2 2 1 1 12 2 2 3 3 23[( ) / ( ) / ]wJ k r r l r r l           ,             (11) 

3 3 3 3 3 1 1 31 3 3 2 2 23[( ) / ( ) / ]wJ k r r l r r l           , 

 

where 

 

i  is angular position of a motor, ( i =1,2,3) 

iJ  is motor inertia, 

 i  is motor torque, 

 ir  is roll radius, 
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 ijl  is distance between rolls, ( ,i j =1,2,3) 

 
wk  is web constant. 

 

Taking into account that 
i mi ik i  , where 

mik  is the i th  motor constant and 
ii  is 

armature current, system (1) can be written in the following form: 

 

   1 1 12 1 1 31 1 1 2 12 1 2 3 31 1 3 1 1 1( / / ) ( / ) ( / ) ( / )w w w w mk r l J k r l J k r l J k r l J k J i         , 

   2 1 12 2 1 2 12 2 2 23 2 2 3 23 2 3 2 2 2( / ) ( / / ) ( / ) ( / )w w w w mk r l J k r l J k r J k r l J k J i         ,  (12) 

   3 1 31 3 1 2 23 3 2 3 31 3 3 23 3 3 3 3 3( / ) ( / ) ( / / ) ( / )w w w w mk r l J k r l J k r l J k r l J k J i         . 

 

Introduce new variables as follows: 

 

1 1

2 1

3 2

4 2

5 3

6 3

x

x

x

x

x

x

 

 

 

 

 

 

                  (13) 

 

Using the representation (3) and the fact that i i iu Ri , where iu  is the i th control 

input, iR  is the armature resistance, the system (2) can be written in the state-space 

form: 
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1 1

2 21 23 25 2

3 3

4 41 43 45 4

5 5

6 61 63 65 6

0 1 0 0 0 0

0 0 0

0 0 0 1 0 0

0 0 0

0 0 0 0 0 1

0 0 0

x x

x a a a x

x x

x a a a x

x x

x a a a x

     
     
     
     

     
     
     
     
          

  +  

1

2

3

0 0 0

0 0

0 0 0

0 0

0 0 0

0 0

b

b

b

 
 
 
 
 
 
 
 
  

 

1

2

3

u

u

u

 
 
 
  

            (14) 

 

where 

 

21 1 12 1 1 31 1/ /w wa k r l J k r l J    

23 2 12 1/wa k r l J  

25 3 31 1/wa k r l J  

41 1 12 2/wa k r l J  

43 2 12 2 2 23 2/ /w wa k r l J k r J                  (15) 

45 3 23 2/wa k r l J  

61 1 31 3/wa k r l J  

63 2 23 3/wa k r l J  

65 3 31 3 3 23 3/ /w wa k r l J k r l J    

 

1 1 1 1/mb k J R  

2 2 2 2/mb k J R  

3 3 3 3/mb k J R  

 

The observation model can be represented as 
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1

2

3

y

y

y

 
 
 
  

 = 

0 1 0 0 0 0

0 0 0 1 0 0

0 0 0 0 0 1

 
 
 
  

 

1

2

3

4

5

6

x

x

x

x

x

x

 
 
 
 
 
 
 
 
  

               (16) 

 

3.2.3 Experimental results 

 

The simulation results of data fusion for three subsystems are shown in Figures 1 – 3. 

It is assumed that all subsystems are identical. The inputs to the subsystems are 

sinusoidal signals with noise.  

 

Fig.1 shows the case when all sensors are functioning. 

Fig.2 shows the case when sensor 2 is malfunctioning. 

Fig.3 shows the case when sensor 3 is malfunctioning. 

 

According to the simulation results given in Figure 2, the data fusion algorithm allows 

the second subsystem to continue to work with minimal degradation of performance. 

Figure 3 shows that the third subsystem continues to work with graceful degradation 

of performance even though its sensor is malfunctioning.  

 

3.2.4 Summary 

 

The new data fusion algorithm presented in this paper allows the combination of 

information from different sensors in continuous time. Continuous-time decentralised 

Kalman filters (DKF) are used as data fusion devices on local subsystems. Such a 



 

32 

 

structure gives the flexibility for the reconfiguration of a control system. New 

subsystems can easily be added without needing any redesign of the whole system. 

The system does not require a central processor. Therefore, in the case of the failure 

of some local subsystems (each of which includes a local processor, sensors and 

actuators), the overall system will continue to work.  

 

The simulation results show that the performance of the overall system degrades 

gracefully even if the sensors of some subsystems fail or interconnections are broken. 

Furthermore, local Kalman filters can effectively reduce subsystems and measurement 

noises. 
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Fig. 1.  - - - - is the measured signal of a sensor, ________ is the output of a DKF. 

 

 



 

33 

 

0 50 100 150 200 250 300 350 400
-4

-2

0

2

4

Steps

O
u
tp

u
t-

1

0 50 100 150 200 250 300 350 400
-4

-2

0

2

4

Steps

O
u
tp

u
t-

2

0 50 100 150 200 250 300 350 400
-4

-2

0

2

4

Steps

O
u
tp

u
t-

3

 

Fig. 2.  - - - - is the measured signal of a sensor, ________ is the output of a DKF. 
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Fig. 3.  - - - - is the measured signal of a sensor, ________ is the output of a DKF. 
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3.3. Adaptive Control System for Solution of Fault Tolerance Problem 

 

Output – 3 of this thesis is related to the development of an adaptive control system 

for the solution of a fault tolerance problem 

   

Adaptive control can provide the desirable behaviour of a process even though the 

process parameters are unknown or may vary with time. Conventional adaptive 

control requires that the speed of adaptation must be more rapid than that of the 

parameter changes. However, in practice, problems do arise when this is not the case. 

For example, when a fault occurs in a process, the parameters may change very 

dramatically. A new approach based on the simultaneous identification and adaptation 

of unknown parameters is suggested for the compensation of rapidly changing 

parameters. High dynamic precision adaptive control can be used for the solution of a 

fault tolerance problem in complex and multivariable processes and systems.  

 

3.3.1. Determination of a mathematical model of a process 

 

A mathematical model of a process on a stationary regime can be found from the 

sequence of Markov parameters using the classical Ho algorithm (Ho and Kalman 

1966). The Markov parameters can be obtained from input – output relationships or 

more directly as an impulse response of the system. It is well known that according to 

the theorem of Kronecker the rank of the Hankel matrix constructed from the Markov 

parameters is equal to the order of the system from which the parameters are obtained. 

Therefore, by consistently increasing the dimension of the Hankel matrix Γ until 
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1rank  = rank r r   

 

the order of the system can be obtained as equal to r. However, in practical 

implementation, this rank-order relationship may not give accurate results due to 

several factors: sensitivity of the numerical rank calculation and bias of the rank if 

information about the process is corrupted by noise. This problem can be avoided 

using singular value decomposition (SVD) of the Hankel matrix: 

 

TUSV  ,      (1) 

 

where 

T TU U V V I  , 

1 2 1,( , ,..., , ... )l l nS diag      . 

 

Here U and V are orthogonal matrices. The diagonal elements of the matrix S (the 

singular values) in (1) are arranged in the following order 1 2 ... 0n      . 

Applying the property of SVD to reflect the order of a system through the smallest 

singular value, the order of the system can be determined with the tolerance required. 

From practical point of view a reduced order model is more preferable. Taking into 

account that the best approximation in the Hankel norm sense is within a distance 

of 1l  , the model of order l can be found. However, a relevant matrix built from 

Markov parameters of this reduced order model should also be of the Hankel matrix. 

But it is not an easy matter to find such a Hankel matrix for the reduced order process. 

A simpler solution, although theoretically not the best, can be found from the least 
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squares approximation of the original Hankel matrix (Zeiger and McEwen 1974; 

Kalman, Falb and Arbib 1974; and Moor 1981). The discrete time state-space 

realization of the process can be determined from the relationship between Markov 

parameters and representation of the Hankel matrix through relevant controllability 

and observability matrices of the process: 

 

22 . .

.

.

d

d d

d d d d dd d

C

C A

A A B A BC A

 
 
 
       
 
 
  

,   (2) 

 

where 

dA  is the system matrix of the discrete time state space realization of a system, 

dB  is the control matrix of the discrete time state space realization of a system, 

dC  is the output matrix of the discrete time state space realization of a system, 

Ω is the observability matrix of the discrete time state space realization of a 

system, 

E is the controllability matrix of the discrete time state space realization of a 

system. 

   

The complete derivation of algorithms is given in Appendix 3.3.1.  
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3.3.2 The adaptive control system 

 

Consider a continuous time single input - single output second order plant (a process) 

given in the following canonical state space realization form: 

 

c c

c

x A x B u

y C x

 


,       (3) 

 

where 

 

1 2

0 1
c

p p

A
a a

 
  
 

,   
0

1
cB

 
  
 

,   1 2c p pC c c    ,  

 

u is the control signal, 

y is the output of the plant. 

 

Assume that at the time t parameters 1pa  and 2 pa  change dramatically due to a fault in 

the system, but parameters 
1pc  and 2 pc  remain constant. The mathematical model of 

plant (3) can be represented in the following form: 

 

2 2 1 1

2 1

( ( )) ( ( ))p p p p p p p

p p p p p

x a a t x a a t x u

y c x c x

      

 
, 

 

where 
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1 1 1 ( )p p pa a a t  , 

2 2 2 ( )p p pa a a t  , 

1 2 1 2, , ,p p p pa a c c  are the nominal parameters (constant) of the plant, 

1 ( ),pa t  2 ( )pa t  are the biases of the plant parameters (variable) from their 

nominal values, 

px  is the plant state, 

py  is the plant output. 

 

A desirable behavior of the plant can be determined by the following reference model: 

 

2 1

2 1

m m m m m

m m m m m

x a x a x g

y c x c x

  

 
,      (4) 

 

where 

g is the input signal, 

1ma , 2ma , 
1mc , 

2mc  are parameters of the model. 

 

In order to compensate for the plant parameters' biases, a controller can be used. The 

closed loop system with the controller is represented in the following form: 

 

2 2 1 1( ( )) ( ( ))p p p p p p px a a t x a a t x     

2 2 1 1( ( )) ( ( ))p pk k t x k k t x g      ,    (5) 

 

where 
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1,k  2k  are the constant parameters of the controller, 

1( )k t , 
2 ( )k t  are the adjustable parameters of the controller. 

 

The desirable quality of the process behavior can be obtained from the following 

relationships: 

 

1 1 1p mk a a   

2 2 2p mk a a  . 

 

According to equations (4) and (5), the error equation is obtained as follows: 

 

2 1 2 1m m p pe a e a e z x z x    ,      (6) 

 

where 

 

m pe x x  , 

1 1 1( ) ( )pz a t k t   , 

2 2 2( ) ( )pz a t k t   . 

 

It can be seen from equation (6) that in order to achieve the desirable error e → 0, it is 

necessary to provide the following conditions: 

 

1 0z  ,  2 0z  .       (7) 
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The conditions (7) can be achieved by adjusting parameters 
1( )k t  and 

2 ( )k t  

according to the following laws (Astrom and Wittenmark 1995): 

 

1( ) pk t x           (8) 

2 ( ) pk t x  , 

 

where Pe  . 

 

The positive definite symmetric matrix P can be obtained from the solution of the 

relevant Lyapunov equation. The main problem associated with algorithms (8) is that 

all self-tuning contours are linked through the dynamics of the plant. The 

consequence is that high interaction of each contour with others will occur. This 

further results in poor dynamic compensation of plant parameters' biases ipa  

(i=1,2,…m), where m is a number of self-tuning contours. The idea of decoupling 

self-tuning contours from plant dynamics, based on simultaneous identification and 

adaptation, is suggested for the solution of this problem with fault tolerance. This 

could considerably improve performance of the overall system, especially for high 

dimension and multivariable plants and processes. 

 

It can be shown (Petrov, Rutkovsky and Zemlyakov 1980; Vershinin 1991) that the 

self-tuning contours will be decoupled from the plant dynamics if σ can be formed 

such that: 
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*

2 1m me a e a e    . 

    

It has been confirmed by the simulation that the performance of the system with these 

algorithms satisfied the desirable performance.  

The following relationship can be obtained: 

 

*

2 2( ( ) ( ))p pa t k t x     1 1( ( ) ( ))p pa t k t x  .    (9) 

 

In order to solve equation (9) with two variable parameters, the following approach is 

suggested: Multiply both parts of equation (9) by state variables px  and px  and 

integrate the resultant equations on the time interval (t1, t2), where: t2 = t1 +Δt. Taking 

the initial conditions as t1 = 0, Δki =0, (i=1,2) the following equations are obtained: 

 

1 1 1

1 1 1

* 2

2 1

t t t t t t

p p p p p p

t t t

x dt a x x dt a x dt

  

       

 

1 1 1

1 1 1

* 2

2 1

t t t t t t

p p p p p p

t t t

x dt a x dt a x x dt

  

      .   (10) 

Introduce the following notations: 

 

1

1

*

1

t t

p

t

x dt c



 ,     
1

1

*

2

t t

p

t

x dt c



 , 

 

1

1

2

11

t t

p

t

x dt l



 ,     
1

1

21

t t

p p

t

x x dt l



 , 
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1

1

12

t t

p p

t

x x dt l



 ,     
1

1

2

22

t t

p

t

x dt l



 .    (11) 

 

According to notations (11), equations (10) can now be written in the form: 

 

1 1 11 2 12

2 1 21 2 22

p p

p p

c a l a l

c a l a l

   

   
.     (12) 

 

From the solution of equations (12) the bias of the plant parameters ,ipa  (i=1,2) can 

be determined. The controller can be adjusted according to the estimated parameter 

bias as: 

 

i ipk a   . 

 

Therefore, conditions (7) are satisfied, which in turn means that the behavior of 

system (5) follows the desirable trajectories of model (4), even in the presence of 

dramatic plant parameters changes. 

 

For the solution of equations (12) one needs to take into account of the hypothesis of 

quasi-stationarity of the process, where the interval time Δt is selected such that the 

biases of parameters ipa  must be constant at this interval. However, the interval Δt 

should be sufficiently large in order to accumulate a larger quantity of variables 
px  

and px  for the solution of the equations. 
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The block-diagram of the described system with adaptive control algorithms is given 

in Appendix 3.3.2. 

 

3.3.3. The numerical results 

 

The Hankel matrix Γ, constructed from the Markov parameters (obtained from the 

experiment, see Appendix of Section 3), is as follows: 

 

6.5000000e-02 1.4550000e-01 1.6442500e-01

1.4550000e-01 1.6442500e-01 1.5056000e-01 

1.6442500e-01 1.5056000e-01 1.2447038e-01

 
 

 
 
  

.    (13) 

 

Applying the singular value decomposition procedure (1) on the Hankel matrix (13), 

it is found that 

 

5.1633320e-01 8.1190203e-01 2.7242453e-01

6.2194166e-01 -1.3682059e-01  -7.7101797e-01

5.8871776e-01 -5.6753434e-01 5.7560070e-01

U

 
 


 
  

 

 

5.1633320e-01 -8.1190203e-01 2.7242453e-01

6.2194166e-01 1.3682059e-01 -7.7101797e-01

5.8871776e-01 5.6753434e-01 5.7560070e-01

V

 
 


 
  

 

 

4.2773559e-01 0.0000000e 00 0.0000000e 00

0.0000000e 00 7.4455532e-02 0.0000000e 00

0.0000000e 00 0.0000000e 00 6.1531296e-04

S

  
 

  
 
   

.   (14) 
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Using relations (1), (2) and (14) the discrete time state space realization of the 

reduced order system is obtained as follows: 

 

9.7950468e-01 -3.4211654e-01

3.4211654e-01 3.4867831e-01
dA

 
  
 

 

 

 

3.3767560e-01

-2.2160613e-01

3.3767560e-01 2.2160613e-01

d

d

B

C

 
  
 



   (15) 

 

The behavior of the full order model and the reduced order model is given in Figure 1. 

It can be seen in Fig.1 and Appendix of Section 3 that the Markov parameters of the 

reduced order model are a close approximation to the Markov parameters of the 

original system. 

 

Nominal parameters of the plant in the continuous time (3) are obtained from (15) as 

follows: 

 

1 3.1184pa   ,     2 3.0517pa   , 

1 0.0318pc   ,     2 2.9132pc  . 

 

Parameters of model (4) are chosen as 1 1m pa a , 2 2m pa a , 1 1m pc c , 2 2m pc c . 

 

The performance of the high dynamic precision adaptive control system is presented 

in Fig. 2 - 5. 
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Fig. 2. shows that the bias from the nominal parameter at time 1 sec.t   is 1 1,pa   

( 2 0pa  ). The adaptation is switched off. 

 

Fig.3 shows the bias from the nominal parameter at 1 sec.t   with adaptation being 

switched on ( 1 1,pa   2 0pa  ). It can be seen that the output of system 
py  coincides 

with the model reference output 
my  after 4 sec.t   

 

Fig. 4. shows that the bias from the nominal parameter at time 1 sec.t   is 2 1,pa   

( 1 0pa  ). The adaptation is switched off. 

 

Fig. 5. shows the bias from the nominal parameter at 1 sec.t   with adaptation being 

switched on ( 2 1pa  , 1 0pa  ). It can be seen that the output of system py  coincides 

with the model reference output my  after 9 sec.t    

 

3.3.4 Summary  

 

The high dynamic precision adaptive control system for the solution of a fault 

tolerance problem of a single-input-single-output process is suggested in this paper. 

The method, which is based on the simultaneous identification and adaptation of 

unknown process parameters, provides the decoupling of self-tuning contours from 

the plant dynamics. The control system compensates rapidly changing parameters 

when a fault occurs in a process. The mathematical model of the process is formed 

from Markov parameters which are obtained from the experiment as the process 
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impulse response. The order of the model is determined using singular value 

decomposition of the relevant Hankel matrix. This allows a robust reduced order 

model representation to be obtained if the information about the process is corrupted 

by noise in an industrial environment. The adaptive control can therefore be used for 

the solution of a fault tolerance problem (Vershinin 2012a) in complex and 

multivariable processes and systems.  

 

3.4. Adaptive Control System for a Solution of the Fault Tolerance 

Problem for MIMO Systems 

 

Output - 4 deals with the development of an adaptive control system for the solution 

of the fault tolerance problem for systems with many inputs and many outputs 

(MIMO systems). 

 

3.4.1. The approach 

 

Consider a multivariable process with time-varying parameters. Assume that the 

process is described by the following equations: 

 

1 11 1 12 2 1

2 21 1 22 2 2

( ) ( )

( ) ( )

x a t x a t x g

x a t x a t x g

  

  
    (1) 

 

where parameters ( )ija t  ( , 1,2i j  ) are considered as the sum of a constant term and a 

time varying term: 
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0( ) ( )ij ij ija t a a t   

 

where: ig  ( 1,2i  ) are the input signals to each channel of the Multi-Input-Multi-

Output (MIMO) process. 

 

The desirable behaviour of the process (plant) can be specified by a reference model 

in the form: 

 

1 1 1 1

2 2 2 2

m m m

m m m

x a x g

x a x g

 

 
     (2) 

 

In order to provide the desirable behaviour of the process (1) according to model (2) a 

feedback controller can be used. The overall system is described by the following 

equations: 

 

1 11 1 12 2 11 1 12 2 1

2 21 1 22 2 21 1 22 2 2

( ) ( ) ( ) ( )

( ) ( ) ( ) ( )

x a t x a t x k t x k t x g

x a t x a t x k t x k t x g

    

    
   (3) 

 

where 

 
0( ) ( )ij ij ijk t k k t  , 

 
0

ijk  are constant parameters of the controller, 

 ( )ijk t  are time-varying parameters of the controller. 

 

The following error equations can be obtained from the closed loop process (3) and 

the reference model (2): 
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1 1 1 11 11 1 12 12 2

2 2 2 21 21 1 22 22 2

( ( ) ( )) ( ( ) ( ))

( ( ) ( )) ( ( ) ( ))

m

m

e a e a t k t x a t k t x

e a e a t k t x a t k t x

      

      
  (4) 

 

where 

 i i ime x x  . 

 

It can be seen from the error equations (4) that in order to obtain a stable closed loop 

system it is necessary to provide the following conditions: 

 

( ) ( ) 0ij ija t k t   .     (5) 

 

With reference to the model reference adaptive control theory based on a Lyapunov 

function (Landau 1979; Astrom and Wittenmark 1995), the adaptive control laws for 

the system (3) are obtained in the following form: 

 

11 1 1

12 1 2

21 2 1

22 2 2

( )

( )

( )

( )

k t x

k t x

k t x

k t x









 

 

 

 

     (6) 

 

where: i ij ip e  . 

 

Positive definite symmetric matrices ijp  can be found from the solution of the matrix 

Lyapunov equation: 
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( )T T T

m me A P PA e e Qe    

 

where 

 1 2[ , ]Te e e , 

 

 
1

2

0

0

m

m

m

a
A

a

 
  
 

, 

 

11 12

21 22

p p
P

p p

 
  
 

, 

 

1 0

0 1
Q

 
  

 
. 

 

It can be seen from equations (4) and (6) that the adaptive contours are linked to the 

dynamics of the plant. Therefore, the approach is to decouple the adaptive contours in 

order to achieve a higher dynamic precision of the system behaviour. It can be shown 

(Petrov at al. 1980; Vershinin 1991) that the adaptive contours can be decoupled from 

the plant dynamics if i  ( 2,1i  ) can be formed such that:  

 

   * ( )i im is a e    

 

where s  denotes a Laplace variable. 
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It has been confirmed by the simulation that the performance of the system with these 

algorithms satisfied the desirable performance.  

 

The block-diagram of the described system with adaptive control algorithms is given 

in Appendix 3.4.1. 

 

Consider the first channel ( 1i  ) of the MIMO plant. For this case the following 

relationship can be obtained: 

 

 *

1 11 11 1 12 12 2( ( ) ( )) ( ( ) ( ))a t k t x a t k t x       .   (7) 

 

In order to solve equation (7) with two variable parameters, the following approach is 

suggested. Multiply both parts of equation (7) by state variables ix  ( 1,2i  ) and 

integrate the new equations between the time interval 1 2( , )t t , where: 2 1t t t  . 

Taking the initial conditions as 1 0t  , 0ijk  , ( , 1,2)i j  , the following equations 

are obtained: 

 

   
1 1 1

1 1 1

* 2

1 1 11 1 12 1 2

t t t t t t

t t t

x dt a x dt a x x dt

  

      

           (8) 

1 1 1

1 1 1

* 2

1 2 11 1 2 12 2

t t t t t t

t t t

x dt a x x dt a x dt

  

      

 

Denote: 
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1

1

*

1 1 1

t t

t

x dt c



   
1

1

2

1 11

t t

t

x dt l



   
1

1

1 2 12

t t

t

x x dt l



  

 

1

1

*

1 2 2

t t

t

x dt c



  
1

1

1 2 21

t t

t

x x dt l



   
1

1

2

2 22

t t

t

x dt l



  

 

Equations (8) can be represented in the form: 

 

    
1 11 11 12 12

2 11 21 12 22

c a l a l

c a l a l

  

  
     (9) 

 

From the solution of equations (9) the bias of the plant parameters , ( , 1,2)ija i j   for 

each channel can be determined. The controller can be adjusted according to the 

estimated parameter bias as: 

 

     ij ijk a   . 

 

Therefore, conditions (5) are satisfied, which means that the behaviour of the system 

(3) follows the desirable trajectories of the model reference (2) even if the parameters 

of the plant are changing dramatically. 

 

The block-diagram of the described system with adaptive control algorithms is given 

in Appendix 3.3.2. 
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3.4.2. Experimental results 

 

Consider a MIMO process with 2 inputs and 2 outputs described by equations (1). 

The nominal parameters are: 0 0

11 12 1a a   ; 0 0

21 22 2a a   . The reference model is 

described by equations (2) with parameters: 
1 1ma   , 

2 2ma   .  

 

Fig. 1 shows that the biases from nominal parameters are deviated 100% from 

nominal parameters at time t =1 sec.: 11 12 1a a    , 21 22 2a a    . The 

adaptation is switched off. It can be seen that the system is unstable ( 1x  and 

2x ) at time t =1sec. 

 

Fig. 2 shows that the biases are the same as in Fig. 1, but the adaptation is switched 

on after time t =1sec. for parameters ( )ija t , ( ,i j )=1,2. It can be seen that all 

parameters are adjusted at time t =10 sec. The state variables 1x  and 2x  of the 

process coincide with the state variables 1mx  and 2mx  of the reference model.  

 

Fig. 3. The bias for the parameter 11a  (=100% from 0

11a ) is shown. It can be seen 

that adaptive control compensates the variation of the parameter 11a . States 1x  

and 2x  coincide exactly with states 1mx  and 2mx . 

 

Fig. 4 illustrates an example when the parameter 12a  is deviated 100% from 0

12a . 

 

Fig. 5 illustrates an example when the parameter 21a  is deviated 100% from 0

21a . 
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Fig. 6 illustrates an example when the parameter 22a  is deviated 100% from 0

22a . 

 

Figures 1 – 6 show that the adaptive control system gives a close tracking of the 

rapidly changing process parameters.  
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   3.4.3 Summary 

 

The adaptive control system for multivariable processes is described in this paper. 

The method is based on the simultaneous identification and adaptation of unknown 

process parameters. When a fault occurs, the rapidly changing parameters in the 

MIMO process can be compensated by applying this method. 

 

It should be taken into account that for the solution of equation (9), according to the 

hypothesis of quasi-stationary of the process, the time interval t  is selected such that 

the bias of parameters ija  must be constant at this interval. On the other hand, the 
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interval t  should be sufficiently large to accumulate values of variables ix  in order 

to avoid singularity of the solution of equation (9) and to provide the desirable 

accuracy of the adaptation. 

 

3.5 Adaptive Control System for the Realization of the Decoupled Motion 

of an Aircraft with Required Dynamic Precision 

 

Output – 5 is related to the development of an adaptive control system for the 

realisation of the decoupled motion of an aircraft with the required dynamic precision. 

 

The requirements to manoeuvre a modern aircraft involve the development and 

realization of advanced control of a longitudinal and lateral aircraft motion. The 

manual control system for independent motion control of an aircraft on rolling and 

sideslip angles is given in (Guskov and Zagainov, 1980). The system depends upon a 

real-time measurement of air-dynamic coefficients of the aircraft, or requires the 

information from the tabulated parameters on all regimes of the aircraft motion. 

However, methods of precise measurement of air-dynamic coefficients in non-

stationary conditions of the aircraft motion are not yet available at the present time. 

The exact parameters for all regimes of the aircraft motion cannot be obtained from a-

priory measurements either. Therefore, a complete decoupled motion of an aircraft 

cannot be achieved. 

 

In this paper the solution for a decoupled motion of an aircraft is obtained in the class 

of non-searching adaptive control systems with a reference model (Petrov et. al 1980). 

The new algorithms developed in this paper achieve a decoupled motion with 
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desirable dynamic precision even in the conditions of high non-stationary of 

parameters. The robustness of the control system to the interaction of subsystems is 

accomplished as well.  

 

3.5.1. Task formulation 

 

The lateral motion of an aircraft (i.e. a plant) can be represented by the following 

equations: 

 

   

yx

y x

x x x x y x e

y y y y x y h

y

M M M g

M M M g

 

  



   

   

  

   

   

  

   (1) 

 

where: eg  and hg  - are control signals from a pilot on relevant control surfaces, 

x

xM


, y

xM


, xM  , x

yM


, y

yM


, yM  ,   - are aerodynamic coefficients, 

x , y  - are angles of rotation of the aircraft around the x and y axis respectively 

(roll and pitch), 

  - is the sideslip angle. 

 

The task is as follows: a controller should be designed in such a way that the motion 

of the closed loop multivariable system “plant + controller” is decoupled on two 

separate motions – a roll and sideslip with the required performance according to the 

following reference models: 

  

0xm m xm ea g        (2) 
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1 0m m m m m hb b g         (3) 

 

where: 
xm , 

m - are the roll and pitch angles of the reference model, 

0 0 1, ,m m ma b b  are constant parameters of the model. 

Equations (2) and (3) represent the reference motion of the aircraft in roll and sideslip 

plans respectively.  

 

Equation (1) can be re-written in the following form: 

 

0 11 12

1 0 11

x x y e

x h

a a a g

b b b g

   

   

    

    
       (4) 

 

where 

 0
x

xa M


  ,    0
y

y yb M Z M
    , 

 11 xa M   ,    1
y

yb M Z
    , 

 12
y

xa M


  ,    11
x

yb M


  . 

 

For the solution of the above task the following controls are defined: 

 

e e x x x xy y

h h y yx x

u g K R R

u g K K R





  

  

   

   
       

 

The closed loop equations are obtained as 
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0 11 12

1 0 11

( ) ( ) ( )

( ) ( ) ( )

x x x e x xy y

y h yx x

a K g a R a R

b K b K g b R





   

   

      

      
    (5) 

 

It can be seen from the above that the decoupled motion of the closed loop system 

will follow the reference models (2) and (3), if the following conditions are satisfied: 

 

0 0 ,x ma K a       11 0,xa R        12 0,xya R       (6) 

 

1 1 ,y mb K b       0 0 ,mb K b       11 0.yxb R      

 

3.5.2. Synthesis of adaptation algorithms for a decoupled motion of an 

aircraft based on the direct method of Lyapunov 

 

Due to time-varying nature of aerodynamic coefficients in non-stationary conditions 

of the aircraft motion, the parameters of the controller should be adjusted according to 

the biases of plant coefficients. This paper describes the solution for decoupled 

motion of an aircraft in the class of non-searching adaptive control systems with a 

reference model.  

 

Consider the motion of the system “plant + controller” in the roll plan. On the 

nominal flight regime the following can be written: 

 

0 0 0 0 0 0

0 11 12( ) ( ) ( )xm x xm e x xy ya K g a R a R              (7) 
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where  

 

0

0a , 0

11a  and 0

12a  are the nominal coefficients of plant (4) on the desirable flight regime 

in the roll channel, 

0

xK , 0

xR   and 0

xyR  are the nominal coefficients of the controller in the roll channel. 

According to equation (6) the following can be obtained: 

 

0 0

0 0x mK a a  ,     0 0

11xR a   ,     0 0

12xyR a  . 

 

Due to the fact that parameters of an aircraft may not coincide with their nominal 

(computed) parameters on some flight regimes, the following can be written: 

 

0

0 0 0a a a  ,     0

11 11 11a a a  ,     0

12 12 12a a a      (8) 

where: 0a , 11a  and 12a  are the biases of plant coefficients from their nominal 

values in the roll channel. 

 

Coefficients of the controller can be represented accordingly as 

 

0

0 0 0K K K  ,     
0

x x xR R R    ,     
0

xy xy xyR R R     (9) 
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where: 
0K , xR   and xyR  are the adjustable parameters of the controller in the roll 

channel. 

 

Comparing the first equation of system (5) with equation (7) and taking into account 

expressions (8) and (9), the equation of a state error is obtained: 

 

0 0 11 12( ) ( ) ( )x m x x x xy ye a e a K a R a R               (10) 

 

where: x x xme    . 

The following expressions are defined: 

 

1 0 xY a K   ,     2 11 xY a R    ,     3 12 xyY a R      (11) 

where: 1Y , 2Y  and 3Y  - are parametric biases.  

 

Using definitions (11), equation (10) can be represented in the following form: 

 

0 1 2 3x m x ye a e Y Y Y             (12) 

 

The task of the adaptive control system is to provide the following equivalents: 

 

0,xe       1 0,Y       2 0,Y       3 0Y   
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It can be admitted that on the desirable flight regime parameters biases 
0 ,a  

11a  and 

12a  exist, but are constant, i.e.: 0 .,a const   
11 .a const   and 

12 .a const   The 

algorithms of adaptation based on the direct method of Lyapunov (Astrom and 

Wittenmark 1995) are obtained as the following form: 

 

1 1 x xY e  ,     
2 2 xY e  ,     3 3 x yY e       (13) 

 

In the case of the aircraft motion in the sideslip plan the following definitions are 

used: 

 

0

0 0 0b b b  ,    0

1 1 1b b b  ,     0

11 11 11b b b   

 

0

0b , 0

1b  and 0

11b  are the nominal coefficients of plant (4) on the desirable flight regime 

in the sideslip channel, 

0b , 1b  and 11b  are the biases of plant coefficients from their nominal values in the 

sideslip channel. 

 

The coefficients of the controller in the channel of a sideslip angle are represented 

accordingly:  

 

0

y y yK K K  ,    0K K K    ,     0

yx yx yxR R R     (14) 

 

where  
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0

yK , 0K  and 0

yxR  - are the nominal coefficients of the controller in the sideslip 

channel, 

yK , K  and yxR  are the adjustable parameters of the controller in the sideslip 

channel. 

 

Applying the methodology given above for the aircraft motion in the roll plan, the 

mathematical model of the adaptive control system for the sideslip angle is obtained 

in the following form: 

 

1 0 1 2 3m m xe b e b e Z Z Z            

1 4Z     

2 5Z             (15) 

3 6 xZ     

 

where  

 

1Z , 2Z  and 3Z  - are parametric biases.  

1 2Pe P e     ,      1 .,P const  2 .P const  

1 1 ,yZ b K        2 0 ,Z b K        3 11 .yxZ b R    
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It is also admitted here that 
0 .b const   

1 .b const   and 
11 .b const   on the 

nominal flight regime. According to the direct method of Lyapunov, algorithms (15) 

provide a stable motion, i.e.: 0,e     1 0,Z     2 0,Z     3 0Z  . 

 

3.5.3. Synthesis of the adaptive control system based on the required 

dynamic precision of the states motion 

 

Consider the adaptive control system operating for the sideslip channel. It can be 

shown that system (15) consists of three contours, which are connected through the 

linear unit with the following transfer function: 

 

2

1 0

1
( )

m m

W p
p b p b


 

 

 

The task of the each contour is to retain the following equivalents: 

 

0 0b K   ,     1 0yb K   ,     11 0yxb R   . 

 

Each contour represents a tracking system, which is non-linear and non-stationary in 

nature. Because of the connection of all contours through the common unit, each 

contour reacts in dynamics not only on its own parametric bias 0b , 1b  or 11b , but 

it also reacts on parametric biases of other contours. Moreover, the dynamics of each 

contour depends on the input signals ( )hg t  through states ( )m t , ( )m t  and ( )m t  of 

the reference model. Such interconnections are not desirable due to the fact that in this 
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case the dynamic characteristics of the adaptive system become uncertain. Therefore, 

invariant dynamics of tracking contours from the input signals as well as separation of 

dynamics of each contour from the interconnection with other contours should be 

provided. It can be shown (Petrov et. al. 1980; Vershinin 1991) that these problems 

could be solved if the followings are provided: 

 

4 1y Z   ,     5 2Z    ,     6 3yx Z    

where 

 4y     ,      5     ,     6yx x    . 

The dynamic of each tracking contour in this case is described as follows: 

 

1 1

y

y

d K
T K b

dt


   ,   2 0

d K
T K b

dt






   ,   3 11

yx

yx

d R
T R b

dt


     

where 

1

4

1
T


 ,     2

5

1
T


 ,     3

6

1
T


 . 

 

For the solution of this task the following variable is introduced: 

 

2

1 0( )m mp b p b e      

where 
d

p
dt

  is the derivative operand. 

By substituting   instead of   the following is obtained: 

 

1 2 3 xZ Z Z              (16) 
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It has been confirmed by the simulation that the performance of the system with these 

algorithms satisfied the desirable performance.  

 

In order to find the parametric biases from equation (16) the following method is 

used: Define the time interval t  where coefficients 0 ( )b t , 
1( )b t  and 

11( )b t  are 

constant. The adaptive contours are switched off in this time interval. The coefficients 

of adaptation are adjusted as: 

 

1yK b   ,   0K b      11yxR b        (17) 

 

Taking the initial conditions of the controller as 0yK  , 0K   and 0yxR   

equation (16) can be modified as: 

 

1 2 11 xb b b              (18) 

 

Multiplying equation (18) by  ,   and x  accordingly and integrating on the time-

interval t  the following is obtained:  

 

2

1 0 11

0 0 0 0

t t t t

xdt b dt b dt b dt     
   

        

 

2

1 0 11

0 0 0 0

t t t t

xdt b dt b dt b dt     
   

           (19) 
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2

1 0 11

0 0 0 0

t t t t

x x x xdt b dt b dt b dt    
   

        

 

Introduce the following notations: 

 

1

0

t

dt 


  ,   2

11

0

t

c dt


  ,   12

0

t

c dt


  ,   13

0

t

xc dt 


   

 

2

0

t

dt 


  ,   21

0

t

c dt


  ,   2

22

0

t

c dt


  ,   23

0

t

xc dt 


    (20) 

 

3

0

t

xdt 


  ,   31

0

t

xc dt


  ,   32

0

t

xc dt


  ,   2

33

0

t

xc dt


   

 

Using notations (20), equations (19) can be re-written in the following form: 

 

1 11 1 12 0 13 11c b c b c b       

2 21 1 22 0 23 11c b c b c b             (21) 

3 31 1 32 0 33 11c b c b c b       

 

The required coefficients 1b , 0b  and 11b  can be obtained from the solution of the 

system of algebraic equations (21). The adaptation counters are then switched on in 

order to adjust the parameters of the controller according to equations (17) and (14). 

Thereafter the adaptation counters are switched off again and the operational cycle is 

repeated. 
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The adaptive control system for the roll channel operates in the similar fashion. 

According to equations (12) and (13) the following variable can be formed: 

 

0( )x m xp a e    

 

By using the procedure described above for the sideslip channel one can obtain that: 

 

  1 2 3x x yY Y Y              (22) 

 

For compensation of parametric biases (11) the following needs to be achieved: 

 

0xK a   ,   11xR a   ,   12xyR a        (23) 

 

Taking into account the initial conditions as 0xK  , 0xR    and 0xyR  , 

equation (22) is re-written as:  

 

0 11 12x x ya a a        

 

The parametric biases 0a , 11a  and 12a  can be obtained in an analogous manner to 

the approach described above for the sideslip channel. Coefficients xK , xR   and xyR  

of the adaptive control system for the roll channel are then calculated according to 

equations (23) and (9). 
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3.5.4. The numerical results 

 

The mathematical model of the aircraft motion in the lateral plan is represented by 

equations (1). The reference models of aircraft dynamics on roll and sideslip angles 

are given by equations (2) and (3) respectively, where 0ma =1, 0mb =9 and 1mb =4.2 . It 

can be seen from Figure 1 that the aircraft dynamics on roll and sideslip angles ( x  

and  ) coincide with the relevant dynamics of the reference models. The input signal 

on the roll channel is: 

1 2e e eg g g  , 

where 

 1eg   1, 

2eg  0.2sin11t+0.08sin3t. 

The input signal on the sideslip channel is: 

1 2h h hg g g  , 

where 

 1hg  0, 

2hg  0.2sin13t+0.1sin4t. 

 

The coefficients of plant (1) are changed three times during 12 seconds from their 

nominal values. It can be seen from Figure 2 that the controller tracks well the plant 

coefficients. The time required by the adaptive system for processing the information 

is 0.25sec. 
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In the system described above the adaptation process consists of two parts, namely 

identification of plant parameters and adjusting the coefficients of the controller. 

The time interval t  should be defined in such a way that the coefficients of system 

(21) for the sideslip channel and the relevant coefficients for the roll channel become 

sufficiently large in order to solve the equations. On the other hand, however, the 

range of variations of the coefficients should be small enough in order to satisfy the 

desirable accuracy of the adaptation process.  

 

The block-diagram of the system with adaptive control algorithms for separation of an 

aircraft motion on a roll and sideslip is given in Appendix 3.5.3.   
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Figure 1. The aircraft dynamics on sideslip and roll angles and dynamics of the 

relevant reference models. 
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Figure 2. Plant coefficients and controller coefficients. 

 

 

 

 



 

73 

 

3.5.5 Summary 

 

The adaptive control system described in this paper provides a decoupled lateral 

motion of an aircraft on roll and sideslip angles. The system allows the obtaining of 

the desirable dynamic precision of the states’ motion in non-stationary conditions of 

the aerodynamic coefficients. The accuracy of states and parameters tracking is also 

improved due to the separation of adaptive contours from their interconnections to the 

plant’s dynamics. 

 

3.6. Adaptive Control System for Exhaust Emissions Reduction and 

Improvement of Fuel Economy in an Automotive Engine 

 

Output - 6 of this thesis is related to the application of adaptive control algorithms for 

exhaust emissions reduction and the improvement of fuel economy in an automotive 

engine.  

         

3.6.1 Project aim 

 

The project aim is to develop an advanced control system for an automotive engine, which 

will allow the reduction of hydrocarbons, CO and NOx emissions due to the effective control 

of the air-to-fuel ratio (AFR) in individual cylinders. This, in turn, will result in the reduction 

of air pollutions, contributing to the solution of the environment problem in urban cities. The 

AFR control system proposed in the project can be used for both types of internal combustion 

engines: spark ignition and diesel engines. No additional hardware is required for the 

implementation of the system on production cars. Only new air-to-fuel ratio management 
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software algorithms need to be implemented on an automotive Electronic Control Unit 

(ECU). Due to the self-tuning adaptation functions embedded in the algorithm, the manual 

adjustment and calibration process of a fuel management system will be substantially 

reduced. This will further reduce the production costs for manufacturers as well as the 

maintenance costs for car owners.  

   

The new method of AFR control proposed in the project is based on the real-time 

identification of an engine model and refining of the model from low order to high order. It 

allows the reduction of fuel consumption as a result of the more precise matching of the 

identified engine model to the real engine.  

 

3.6.2. Background 

 

Increased competition in the automotive market has forced companies to find new solutions 

to improve fuel efficiency. Recent European regulations have imposed limits on exhaust 

emissions, which have further added pressure on companies to research into the design of 

efficient catalytic converters and advanced control strategies. 

    

A three-way catalytic converter (TWC) employed on Spark Ignition (SI) engines, allows the 

reduction of exhaust carbon monoxide (CO), hydrocarbons (HC) and nitric oxides (NOx). 

However, the TWC becomes ineffective when the air-to-fuel ratio changes more than 1% 

from its stoichiometric level. An Exhaust Gas Oxygen sensor (EGO) is used on an engine in 

order to monitor the air-to-fuel ratio. Currently, most production automobiles are equipped 

with one EGO sensor, which provides information about the average mixture of exhaust 

gases from all the engine cylinders. This information is used by an Electronic Control Unit 
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(ECU) in order to adjust the fuel volume for fuel injection in the cylinders. However, 

although the average air-to-fuel ratio for all the cylinders is controlled around the 

stoichiometric level on most production automobiles, the functioning of the individual 

cylinders may differ from their stoichiometric level. Thus, the air-to-fuel ratio may be 

constantly lean or rich, which results in increased emissions. These results were shown, for 

example, in the work of Shulman and Hamburg (1993). In order to eliminate differences in 

the amounts of fuel injected in individual cylinders, fuel injectors can be matched for each 

engine during the manufacturing process. The data-table in the ECU is then adjusted 

according to the experimental results. Such a method is currently used for the production of 

high-end automobiles in the Jaguar car company, U.K. (Youson 2004). However, 

discrepancies between individual cylinders, valves characteristics and intake manifold 

parameters result in the misdistribution of the air-to-fuel ratio between the cylinders. Engine 

wear and the variation of the parameters of a fuel path and air path due to temperature 

fluctuations also contribute to the shift of the AFR from the stoichiometric level in individual 

cylinders, thus increasing the emission level of hydrocarbons, CO and NOx.  

 

The required amount of fuel injected in cylinders can be calculated if the mathematical 

models of a fuel path and air path are known. The derivation of a continuous-time model of 

an intake manifold, throttle and cylinders are given in Lenz and Schroder (1998), together 

with a model of a fuel flow entering the combustion chamber. Non-linear effects of the 

throttle and cylinders are taken into account in these models. Although continuous-time 

models can describe the principle of operation of an engine and related air-fuel systems; 

discrete-time models represent more realistic behaviours of the above given systems. This is 

due to the event-based nature of engine functioning (Chang, Fekete and Powell 1993). A non-

linear discrete engine model developed by Kand and Grizzle (1998) is based on periodic 
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crankshaft angle sampling instead of the classical time-domain sampling. Scherer et al. 

(1998) developed a method which allows the estimating of the mass of air in cylinders using 

manifold pressure air mass and throttle angle sensors used on production automobiles 

(Scherer, Hart and Loffeld 1998). They suggest employing an adaptive Kalman filter to 

reduce pressure pulsations, which have a negative influence on the performance of the control 

system. The obtained information about the air mass in the cylinders can be used for the 

accurate control of the air-to-fuel ratio.  A problem arises however, in the fact that the direct 

measurement of the fuel mass in the cylinders cannot be performed in practice. In order to 

solve this task, Turing and Geering (1994) proposed an adaptive observer, which takes into 

account wall-wetting dynamics in the full path. The oxygen sensor used in this system is of a 

switching type. Thus, the dynamics of such a type of sensor is highly non-linear, which 

decreases the accuracy of the fuel path parameters estimation. In order to obtain parameters 

of the wall-wetting model using the identification method, excitation signals are applied to 

the system. In particular, throttle steps are used to excite the fuel supply path. It should be 

noted that although the correlation between the fuel and air channels exists through the 

coupled engine’s dynamics, the deterioration of accuracy in the parameters identification 

using only throttle inputs is inevitable, when compared to the wall-wetting parameters 

determination with the direct excitation of a fuel channel by its own input signals. However, 

the direct excitation of the fuel path has not been implemented in this work.     

    

Another approach to the gas mixture estimation in individual cylinders based on the 

information available from an automobile with only one -sensor (lambda sensor) is reported 

in Hasegawa, Akazaki, Komoriya, Maki and Hirota (1994). The method is based on the idea 

that the contribution of each cylinder in the -sensor measurement is different from the other 

cylinders on the relevant exhaust stroke. Thus, it may be possible to extract the information 
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about the air-to-fuel ratio in individual cylinders if the correct correlation between the oxygen 

sensor signal and the AFR mixture in each cylinder is established. Such a correlation is 

obtained in the work of Watanaba, Tanaka, Kaneyasu, Asano and Baba (1997) from practical 

experiments. The relevant numerical coefficients are then substituted in the equation of the 

observer. Four PID controllers are used to the correct fuel injection independently in order to 

maintain the stoichiometric level of the gas mixture in the individual cylinders. The 

numerical coefficients for the observer were obtained from experiments for the particular 

type of the four cylinder SI engine. However, it is not practically possible to obtain the 

coefficients for each production engine and to set up these values in the air-to-fuel control 

system on each engine. This is due to differences between engines, components parameters 

variations, temperature fluctuation and engine wear.     

 

A method for the air-to-fuel ratio estimation in individual cylinders for a diesel engine is 

presented in Moulin, Corde, Castagne and Rousseau (2004). The method is based on the 

inversion of the exhaust model and the switching of the estimation between cylinders 

depending on the crankshaft angle position. The time delay between the cylinder exhaust and 

the response of the oxygen sensor is estimated on-line in order to obtain the correct switching 

time for the cylinder allocation. The AFR in each cylinder is then calculated using the 

extended Kalman filter, which runs in parallel with the calculation of the augmented model of 

the exhaust manifold. However, there is no indication in this work concerning the 

determination of the gas mass flow from individual cylinders into the exhaust manifold. This 

information missing in Moulin, Corde, Castagne and Rousseau (2004) is actually essential for 

the estimation of the gas composition in the cylinders. Also, it is stated in this work that the 

simplified physical model of the exhaust has to be inverted in order to obtain the exhaust 

manifold inlet AFR. However, it is well known that any inverted model, given in the transfer 
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function or state-space representation, needs to be checked on singularity (Golub and Van 

Loan, 1996), otherwise, the system may not function properly. The real automotive fuel path 

and air path subsystems are non-linear and time-varying due to temperature fluctuation and 

pressure pulsation. Thus, the functioning of the system described in Moulin, Corde, Castagne 

and Rousseau (2004) cannot be guaranteed on a real vehicle.     

     

It is evident from the literature survey given above that there is not yet any commercially 

available engine management system which is capable of controlling the air-to-fuel ratio in 

individual cylinders. The implementation of the High Dynamic Precision Adaptive Control 

(HDPAC) system suggested in this proposal however will allow the reduction of CO, HC and 

NOx emissions without additional hardware and using only one oxygen sensor, which is 

installed on all production automobiles. Moreover, the overall production cost of vehicles can 

be reduced due to a relaxation of differences in amounts of fuel injected in individual 

cylinders.     

 

3.6.3. Project objectives  

 

The specific objectives of this work are: 

1) To develop a methodology for the estimation of the air-to-fuel ratio in individual 

cylinders using only one EGO-sensor (Exhaust Gas Oxygen) located after the exhaust 

manifold. The sensor dynamics and the time-delay of exhaust gases between the cylinder 

exhaust and the sensor must also be taken into account.    

2) To investigate the spectral information of a system performance in the whole range of 

working engine conditions (speed and load). 
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3) To consider methods of extracting a useful signal from a sensor signal (which includes 

sensor noise) in order to obtain a high signal-to-noise ratio, which is required to control 

the fuel injection system.  

4) To determine the required sampling rate of the measurement system according to the 

sampling rate of available hardware in order to obtain the correct information concerning 

the AFR in individual cylinders.  

5) To develop a prediction-correction algorithm for the synchronisation of such events as 

measurement sampling, engine cycles events and control correction signals. 

6) To develop a stochastically based technique for on-line parameter estimation and 

adaptation for highly non-stationary systems. The novel elements of the development are: 

a) to execute low and high-order Extended Kalman filters simultaneously, the low 

order estimate providing the initial conditions for the high order estimate, thereby 

increasing the rate of convergence; 

b) to employ the adaptive control in order to compensate parameters’ variations. 

7) To carry out trials of the systems emerging from the above given objectives on an 

automotive engine. 

 

3.6.4.  Novelty   

 

In order to control the air-to-fuel ratio in individual cylinders with high performance, a model 

of the engine must be known exactly. Mathematical models can be obtained using the flow-

dynamics theory. However, such models represent a theoretical engine rather than a real, 

physical engine. Thus, the implementation of this model in the control system on a real 

automobile cannot guarantee the expected performance obtained from the computer 

simulation. It is shown in Ljung (1999) that model parameters can be obtained from an 
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experiment using such identification techniques as Recursive Least Squares method (RLS), 

Instrumental Variables method (IV), Kalman Filter (KF), etc. The problem of parameters’ 

variations in an engine (due to temperature fluctuation and engine wear) can be solved using 

adaptive control methods (Astrom and Wittenmark 1995). In practice however, a problem 

with the speed of the parameters’ convergence can arise during the identification process, 

especially when the model is of a high order.     

     

Many practical engineering applications such as automotive systems require to be modelled 

as high order systems. This research project proposes to develop a technique where systems 

are identified concurrently as both low and high order systems. The low order systems 

provide initial conditions for the higher order processes. This method is suitable for 

implementation as a robust on-line identification technique.  Adaptive control strategies need 

to be applied to the plant parameters' compensation because an automotive engine is in fact a 

highly non-stationary plant. However, classical control approaches do not give high accuracy 

control in the case of multivariable plant application, due to the interaction of control signals 

between the channels of the MIMO system through machine structure and process materials. 

The new adaptive control strategy is proposed to overcome this problem. 

    

3.6.5. Description of High Dynamic Precision Adaptive Control System Structure 

 

The block-diagram of the High Dynamic Precision Adaptive Control System is represented in 

Figure 1. The input to the system is the signal for an electronic fuel injector, whereas the 

output is the measurement from the exhaust oxygen sensor. Due to uncertainties in the plant 

parameters, a serious problem may arise on certain regimes of plant control. The proposed 
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research programme is aimed at solving this problem by employing a self-adaptive control 

law with optimal state estimation that comes into play where high accuracy is required.   

     

It is proposed to generate a novel high accuracy, self-adaptive control law based on the 

following concept.  It is known that with an appropriate state representation, the parameters 

of low order plant models used in a simultaneous parameter/state estimator based on the 

extended Kalman filter are correlated to parameters of higher order models. It is therefore 

proposed to investigate a system in which the steady-state parameters of the low order model 

are used as initial parameters in a higher order model. In this way, the range of convergence 

in the parameter space should be extended beyond that attainable with the higher order model 

alone and convergence should be faster. According to the block-diagram in Figure 1, the error 

vector, e1, of the lower estimator is monitored. When this has settled within the specified 

limits, the components of the plant parameter estimate vector, 
1p̂ , are used to update the 

higher dimensional parameter estimate vector p̂ , of the higher order estimator with a 

knowledge of the aforementioned correlation. The error vector, e, of this estimator is 

continually monitored and used to control the software switch to maintain the high precision 

adaptive control law active (u = Ua).  

       

For the purpose of obtaining the minimal realisation of a mathematical model of a plant, the 

Hanker Norm Approximation approach is proposed. The significant role of the Hankel matrix 

is that the rank of the matrix reflects the order of the corresponding system (Gantmacher 

1961). According to the Adamyan, Arov and Krein theorem (Adamjan, Arov and Krein 

1971), the best r-th rank approximating matrix of the original Hankel Matrix can be achieved 

within the distance of (r+1), where (r+1) is the (r+1)-th singular value of the original 

Hankel matrix. A practical algorithm for the solution of the minimal realisation problem 
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using the Hankel matrix was proposed by Ho and Kalman (1966). However, Ho's algorithm 

does not take into account noise, which is almost always present in input-output signals in an 

industrial environment. In this case, important rank-order relationships may not reflect the 

real model of the plant.  The solution of the approximation problem can be found using the 

Singular Value Decomposition (SVD) of the Hankel matrix (Moore 1978). This approach is 

based on the fact that the smallest singular value reflects the order of the Hankel matrix. The 

rank of the matrix and thus the order of the system can be found by arranging the singular 

values with required tolerance in the noise-corrupted case. In practice, the Markov parameters 

of the Hankel matrix may be produced as components of the system impulse response or 

input-output correlation.  

    

The advantages of the approach described above are: 

 the SVD provides a robust representation of the rank of the system in a noise corrupted 

case; 

 the low order state-space model representation will result in faster processing on the 

automotive Electronic Control Unit (ECU). Using the shift-invariant structure of the Hankel 

matrix and standard SVD algorithms, the calculation process will be done much faster than 

by any other identification techniques used at the present time in industrial applications. 

    

In the next step, the parameters obtained by the method described above are then used as 

initial conditions for the higher order process. An extended Kalman filter (EKF) was chosen 

as a more promising method for this application among other identification techniques. The 

advantages of the EKF are: parameters and state-space variables of a process can be obtained, 

and input-output noise can be reduced at the same time. A Kalman filter is a most optimal 

filter in the mean-least-squares sense. The filter is ideal for real time estimation using a 
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microcontroller. This is because its mathematical formulation is made in terms of the state-

space and the solution is computed recursively. The recursive nature of the filter means that 

memory requirements are kept to a minimum. Numerical simulation shows that the speed of 

convergence of the parameters of an EKF using initial conditions from a low order model is 

nearly 10 times faster than when using conventional identification with zero initial 

conditions. In order to compensate for the bias of plant parameters from nominal values, an 

adaptive control system is incorporated in the feedback loop.  

   

  3.6.6 Summary 

 

The application of the adaptive control algorithm allows the channels of a MIMO system to 

be decoupled from their interconnection through the machine structure and process materials. 

It allows the pure control of the plant’s individual parameters by its own regulator without the 

influence from other controls. The adaptive control system provides the compensation of the 

parameters’ variations which occur due to temperature change and engine wear. The 

described system will allow the reduction of fuel consumption and the reduction of 

hydrocarbons, CO and NOx emissions due to the effective control of the air-to-fuel ratio in 

individual cylinders.     
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Figure 1 Adaptive control system for exhaust emission reduction and improvement of 

fuel economy in automotive engine. 
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Appendix of Section 3 

Markov parameters     Markov parameters  

obtained from              of the reduced order  

the experiment:            model: 

 

0.0000000e+00           0.0000000e+00 

6.5000000e-02            6.4934730e-02 

1.4550000e-01            1.4578163e-01 

1.6442500e-01            1.6384913e-01 

1.5056000e-01            1.5077128e-01 

1.2447038e-01            1.2511681e-01 

9.7003263e-02            9.7037520e-02 

7.2809279e-02            7.1509116e-02 

5.3273657e-02            5.0478548e-02 

2.7143404e-02            3.4252666e-02 

1.9054881e-02            2.2345734e-02 

1.3274250e-02            1.3971877e-02 

9.1920232e-03            8.3100499e-03 

6.3351771e-03            4.6301281e-03 

4.3498142e-03            2.3388797e-03 

2.9776238e-03            9.8319708e-04 

2.0333343e-03            2.3330942e-04 

1.3857582e-03            -1.4099694e-04 

9.4289895e-04            -2.9426412e-04 

6.4072233e-04            -3.2618265e-04 
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4. Description of links between the outputs   

 

- The outputs described in this thesis are linked in that they supplement each 

other. Industrial systems and processes include sensors which can be of a 

different nature. The method developed by the author for the sensor fusion 

allows the reliability of systems and processes to be improved in the case of 

the failure of some sensors.  

 

- The decoupled control system allows the desirable performance of 

multivariable systems and processes to be obtained in the case when 

interconnections between channels exist via the dynamics of the system or 

process.  

      

   

- The adaptive control system allows parameters’ changes to be compensated, 

which can occur due to changes in environmental conditions.     

    

- The method described in this thesis is based on simultaneous identification 

and adaptation. It allows the tracking of non-stationary parameters and 

provides the desirable behaviour of complex systems. 

 

- The theoretical developments are supplemented by practical examples in this 

thesis.         
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5. The impact of the research:  contribution to knowledge and practice 

 

The impact of the author’s work described in this thesis, is in several areas. 

 

In civil aviation and in defence areas, the method described in Output – 5 of this 

thesis, allows the addition of a new capability to an aircraft to change its motion on 

the required axis of the motion without the interaction with axes of the flight motion 

(the decoupled motion of aircraft). This idea has been noticed and cited by other 

researchers who design control systems for the F-16 fighter aircraft (Fung, Wong, 

Hugh, Liu and Li 2008). The results, developed by the author for the sensor fusion, 

have been used by the USA Department of Defence (DoD) for projects related to the 

Space-Based Remote Sensing (Air Force Branch, Program SBIR 2017, Technology 

Area(s): Space Platforms, Topic Number AF171-069, 2017). 

 

The applications of the algorithms developed by the author in the sensor fusion for the 

improvement of safety in cars on roads are given in the work of Ahmadi-Pour, 

Ludwig and Olaverri-Monreal (2017). According to the citation of the author’s work 

in Guo, He, Lv, Yan and Lendasse (2018) and Abdulrahim, Weibley, Lee, Lind, 

Armanious and Suh (2018), the sensor fusion is a very promising direction for the 

development of Unmanned Air Vehicles (UAV).  It is well known that GPS (Global 

Positioning System) does not provide reliable navigation information in some 

situations. For example, the GPS signal does not penetrate concrete buildings, or 

when a vehicle is located under a concrete bridge, or when a GPS signal is reflected 

from buildings or structures in a city. In order to obtain reliable position information, 

the inertial navigation system based on the sensor fusion can be used (Norton 2017). 

http://www.emeraldinsight.com/author/Fung%2C+Eric+HK
http://www.emeraldinsight.com/author/Wong%2C+YK
http://www.emeraldinsight.com/author/Liu%2C+Hugh+HT
http://www.emeraldinsight.com/author/Li%2C+YC
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The sensor fusion can be very useful for the tracking task for robot-manipulators 

(Kochetkov, Rassadin and Utkin 2017). According to Mergin and Premi (2017), the 

author’s results can also be used in medical applications. The obstacle-avoidance for 

mobile robots is another field in which the results of the author’s work can provide 

improved performance (Wu, Hong and Pan 2015). The friction estimation for the fault 

detection in an electromechanical system is described in Angeloni, Ermidoro, Previdi 

and Savaresi (2015). The data fusion technique is also used for the localisation of 

vehicles (Choi, Hur and Seo 2014). It is also interesting to note that the European 

Space Agency (ESA) is interested in applying new ideas for planetary exploration by 

a rover equipped with vision systems and sensors. The sensor fusion method 

developed by the author of this thesis can be applied on such systems (Zereik, Biggio, 

Merlo and Casalino 2011).  

 

In many practical applications such as chemical engineering for example, the 

mathematical model of the process is not available. The method to obtain the 

mathematical model of a process from an experiment is described in the author’s 

work (Vershinin 2014). Moreover, according to a journal publication by Bravo, 

Moscoso-Vásquez and Alvarez (2014), the model of a chemical process can be 

obtained from the experimental data based on the identification techniques given in 

Vershinin (2014).  

 

 

 

 

 

https://ieeexplore.ieee.org/search/searchresult.jsp?searchWithin=%22Authors%22:.QT.Sergey%20Kochetkov.QT.&newsearch=true
https://ieeexplore.ieee.org/search/searchresult.jsp?searchWithin=%22Authors%22:.QT.Yury%20Rassadin.QT.&newsearch=true
https://ieeexplore.ieee.org/search/searchresult.jsp?searchWithin=%22Authors%22:.QT.Victor%20Utkin.QT.&newsearch=true
https://ieeexplore.ieee.org/search/searchresult.jsp?searchWithin=%22Authors%22:.QT.Seung-Tak%20Choi.QT.&newsearch=true
https://ieeexplore.ieee.org/search/searchresult.jsp?searchWithin=%22Authors%22:.QT.Seung-Tak%20Choi.QT.&newsearch=true
https://ieeexplore.ieee.org/search/searchresult.jsp?searchWithin=%22Authors%22:.QT.Seung-Woo%20Seo.QT.&newsearch=true
https://ieeexplore.ieee.org/search/searchresult.jsp?searchWithin=%22Authors%22:.QT.Seung-Woo%20Seo.QT.&newsearch=true
https://ieeexplore.ieee.org/search/searchresult.jsp?searchWithin=%22Authors%22:.QT.Seung-Woo%20Seo.QT.&newsearch=true
https://ieeexplore.ieee.org/search/searchresult.jsp?searchWithin=%22Authors%22:.QT.Seung-Woo%20Seo.QT.&newsearch=true
https://ieeexplore.ieee.org/search/searchresult.jsp?searchWithin=%22Authors%22:.QT.Seung-Woo%20Seo.QT.&newsearch=true
https://www.researchgate.net/profile/Marcela_Moscoso-Vasquez
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6. Contribution of other people to the output and research 

 

- The results described in the outputs have been developed by the author of this 

thesis. The research has been personally, internally and externally funded from 

a number of sources. 

    

7. Conclusions and further research 

 

- The author has presented the results of his work to two industrial companies: 

Samsung Heavy Industries Co. and Hyundai Motor Co. in South Korea during 

a visit to these companies. These visits were supported by the Engineering and 

Physical Sciences Research Council (EPSRC) titled: “Travel grant in control 

of multi-axis machinery/flexible manufacturing”. (Veshinin 2001c, 2001d). 

These results have been further extended. The author has demonstrated new 

results to Nissan Automotive (UK), the Jaguar Land Rover Company (JLR, 

UK), the ZF Company and other industrial organisations (Vershinin 2004a, 

2005a, 2005c, 2006a, 2007a, 2007b, 2008b, 2013a, 2013b, 2013d, 2013k, 

2014b, 2014e, 2015e, 2016). These results can be used in order to improve the 

reliability and performance of the motion of a conveyor with car components 

in multi-axis machinery/flexible manufacturing industrial processes, which are 

used in manufacturing companies.  

    

- The author has presented his results to the Japanese Telecommunications 

Company NTT DoCoMo Hokkaido Inc. during a visit to this company 

(Vershinin 2001a). The developed algorithms for interconnected MIMO 
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systems can be transferred to the automotive sector, in particular for 

Connected Cars, Vehicle-to-Vehicle (V2V) and Vehicle-to-Infrastructure 

(V2I) communications. The author demonstrated practical test results of the 

V2V and V2I communication on real cars and roads (Vershinin 2012d – 

2012f, 2013f, 2014c – 2014d, 2014g, 2015a – 2015d, 2017b, 2018c). Also, the 

author presented the developed results in workshops which were specifically 

organised to build consortiums of organisations for applications for UK and 

European grants in the area of Intelligent Transportation (Vershinin 2012b, 

2012c, 2014b, 2015c, 2017a). The research results presented in Outputs 1, 2, 

3, 4 and 6 can be applied to the topics of the advertised grants for the 

reduction of fuel consumption and emissions in vehicles, Green Cities, 

adaptive cruise control and cooperation fleet management.  

 

- The results related to Output – 3 are presented in Vershinin (2012a). 

   

- The author was invited to write the recommendation for the UK Government, 

Academia and Industry (Intelligent Mobility Skills Strategy. Growing New 

Markets in Smarter Transport, 2016). The practical results, which were 

obtained for the monitoring of parameters from automotive sensors related to 

Output - 2, were presented in the annual report of the Intelligent Transport 

Systems Group (ITS UK) in Vershinin (2015b).  

 

- The author together with colleagues from the Mathematics Applied Research 

Group initiated the preparation of a project proposal for a grant to the 

European Union Program FP-7 Marie Curie Action. The project proposal was 



 

93 

 

successful and the consortium received the grant for the duration of 4 years, 

Project ID: No. 612707; Dynamics of and in Complex Systems (DIONICOS) 

EU FP-7 Project, 2014. There are 19 partner organisations from 12 countries 

in this Consortium led by Coventry University. The author conducted the 

presentation related to Output-2 in the partner organisation: the Institute of 

Control Sciences of the Russian Academy of Sciences, ICS RAS (Vershinin 

2017b).     

 

- The results of Output – 2 can also be applied to other areas. For example, the 

information fusion based on the algorithm developed in Output – 2 can be 

used for CCD cameras in order to obtain better quality images (Vershinin 

2013e).    

 

- In order to improve the reliability of electromechanical systems, the sensor 

fusion technique developed in Output – 2 can be applied (Stahl et al. 2014). 

 

- It is a widely used practice in the automotive industry to use the Controller 

Area Network (CAN – bus) in order to transmit information from multiple 

sensors on a car. Thus, further work will be required in order to implement the 

sensor fusion algorithms developed in Output-2 on cars. The simulation of 

signal transmission using the Controller Area Network is given in Nnadiekwe, 

Vershinin and Schulz (2015).  

 

- The results developed in Outputs 1, 2, 3 and 4 can be used for further 

developments in areas related to Intelligent Transport Systems. In particular, 
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for enhancing the performance of adaptive cruise control, the independent 

control of actuators on the active suspension system on a car, to improve the 

safety of driving by employing multiple sensors to access the traffic situation 

around a car. The information fusion from different types of sensors can also 

improve the safety of autonomous vehicles (Nkoro and Vershinin 2014). Other 

areas of possible applications are given in Branishtov et al. (2014, 2015); 

Gaiduk et al. (2002a, 2002b, 2003a – 2003c); Kataev et al. (2017); Loukianov 

et al. (2002); Vershinin et al. (1999); Vershinin et al. (2001a, 2001b, 2001e 

2001h); Vershinin (2001c, 2001d, 2001f, 2001g, 2001i); Vershinin (2002b, 

2002c); Vershinin et al. (2002); Vershinin (2004a); Vershinin (2005b, 2005d); 

Vershinin (2006b); Vershinin et al. (2006); Vershinin (2007a – 2007d); 

Vershinin et al. (2008); Vershinin (2008a, 2008d – 2008g, 2009a – 2009c, 

2010a – 2010b, 2011a – 2011g, 2012a - 2012e, 2013c, 2013f – 2013i, 2014c, 

2014d, 2014f, 2014h - 2014l, 2017a, 2017b, 2018a, 2018d, 2018h).   

           

- The High Dynamic Precision Adaptive Control System (HDPAC) for the 

separation of an aircraft motion on a roll and sideslip, presented in Output - 5, 

can provide new functionalities to aircraft. In particular, it will allow a 

commercial aircraft to avoid a collision with another aircraft during a flight in 

a more efficient way compared with traditional flight methods, without any 

additional modifications of the aircraft. Moreover, the above method can allow 

an aircraft to escape from a direct hit by a moving object in the air. At the 

same time, an aircraft which possess a system based on the method described 

in this thesis has much better advantages in the air. It can also hit a flying 

target faster and more accurately compared with aircraft which are in service 
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at the present time. These ideas can constitute many new research and 

development projects, which can be used in order to start new PhD projects 

and can be offered to civil aircraft and/or defence industries. 

 

The objectives of this thesis have been achieved. The developed methods and 

algorithms can also be applied to a variety of industrial applications including: 

 

- Multi-machine power and speed control of an electric power station 

employing several engines working on a common electric generator (which 

can be considered as a load); 

- Control of power and speed in a railway locomotive or a ship from several 

diesel (electric) engines connected to one common load; 

- Speed control of an industrial conveyer with a variable load employing 

multiple electric motors. 

 

The decentralised control allows building the overall system with the following 

advantages: 

 

- Reliability of the overall system (fault tolerance); 

-  Scalability: open to reconfiguration (new subsystems can be easily connected 

to the existed system if additional driven force is required); 

- Independent control of each subsystem by its own processor unit allows the 

use of less power and cheaper local processers compared with a central 

equivalent processor. 
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Future work can be concentrated on the development of adaptive control algorithms 

for non-linear systems. For example, a real aircraft possesses non-linear dynamics. 

The employment of an adaptive control system can improve the flight performance of 

an aircraft and reduce the fuel consumption.  

       

Another area of future work can be related to the investigation of the robustness of 

systems and processes. It is a well-known fact that in practice, systems with adaptive 

control algorithms may not perform well when the systems’ parameters change 

considerably from their nominal (calculated) values. Such systems may become 

unstable. Complex and multivariable systems and processes can be especially prone to 

this problem. Therefore, the detailed analysis of the behaviour of such systems and 

processes on their robustness in different working conditions should be performed. 

Control algorithms should be designed in order to provide robustness to systems and 

processes.  

  

Many control systems, which are widely used today in domestic and industrial 

applications, are designed in order to compensate parameters which are not changed 

very quickly. For example, there are systems to control the temperature in the cabin of 

a car for climate control or to control a water heating boiler in a building. However, 

different types of control algorithms are required for such plants as aircraft. Aircraft 

function in more heavy conditions, i.e. the parameters of an aircraft change very fast 

due to changes in altitude and speed. Organisations working on the solutions of such 

tasks however do not necessarily publish their results in the public domain. Thus, 

although, researchers have achieved very advanced results in their areas, these results 

are often not available to the public. However, the application of such algorithms for 
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civil aircraft could reduce fuel consumption and make a considerable contribution to 

improving the environment.  

 

The algorithms described in this thesis for the separation of aircraft motion on a roll 

and sideslip can improve safety in flight.  

 

The sensor fusion algorithm developed by the author allows improvement in the 

reliability of the information when the data are fused from multiple sensors, which 

can be of a different nature. Sensor fusion is considered as a very important 

instrument in some specific areas such  as military applications. For example, the 

competition for the grant based on publications related to sensor fusion and the 

author’s publication in particular, has been advertised by the USA Department of 

Defence DoD 2017.1, Air Force Branch, Program SBIR 2017, Technology Area(s): 

Space Platform, Topic Number AF171-069.  

 

It should be pointed out that recently, sensor fusion techniques have become very 

popular in areas related to Intelligent Transport Systems. In particular, autonomous 

vehicles are equipped by different types of sensors, i.e. automotive RADARs, laser 

scanners (LIDARs), ultrasonic sensors and video cameras. The data fusion algorithms 

are used in order to obtain complete and reliable information from these sensors for 

the navigation of autonomous vehicles. Practical implementations of such systems on 

autonomous vehicles can be seen on DARPA Urban Challenge completions (Defence 

Advanced Research Projects Agency).    

     



 

98 

 

The sensor fusion techniques developed by the author of this thesis can also be used 

for the further development of smart sensors. Such smart sensors can in turn be used 

for homes, buildings and infrastructure in projects related to Smart Cities (Vershinin 

and Fedyanin 2018). Sensor fusion can improve the reliability of the information from 

sensors in many engineering areas (Balasubramanian et al. 2015; Cuscov et al. 2011; 

Dipayan et al. 2014; Nagaraja et al. 2014, 2017; Pande at al. 2013, 2014; Mohan et al. 

2015; Rinki et al. 2014, 2015a – 2015c; Timin at al. 2019; Vershinin and West 2001; 

Vershinin 2002a, 2002b, 2013e, 2017c, 2018e – 2018g).             

   

The above examples demonstrate the increased interest of researchers and 

practitioners in areas which are described in this thesis.  

    

It has been mentioned before that the work of this thesis has been devoted to the 

improvement of very specific systems and processes. For example, systems and 

processes where parameters change very fast or dramatically or where reliability is the 

main concern. These include aerospace systems, chemical or nuclear industrial batch 

reactors and related systems and processes. Although these areas are extremely 

important for society, they are of interest to a restricted range of specialists who are 

directly working on solutions for these tasks. The author of this thesis is planning to 

work further on technology transferring, i.e. from aerospace to automotive 

applications. This, in turn, will widen the auditory of specialists, researchers and 

practitioners who will use the obtained results for other applications.  
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APPENDIX 3 

 

APPENDIX 3.1.4. 

 

The complete derivation of adaptive algorithms for Chapter 3.1.4 “Synthesis of 

the adaptive control algorithms” 

 

The quadratic function V can be chosen as follows: 

 

( ),T TV E PE tr YY         (20) 

 

where 
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.P is simmetric matrix  

Q is negative definite matrix  

 

The time derivative for the function V is obtained as follows: 
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Taking into account that 
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the following is obtained: 
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According to the theory of matrices:  
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Then, the following is obtained: 
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According to equation (18) with the admission that 0)( tR , the following is obtained: 

Y    

Therefore, the first derivative of the Lyapunov function can be represented as follows: 
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Represent the adaptive control algorithm in the following form: 

TPEX        (22) 
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Then, the derivative of the Lyapunov function is represented as: 

 

TV E QE        (23) 

 

Taking into account that TA  is Hurvitch matrix, the following is obtained: 

 

0V          (24) 

 

It follows from the above that motion of the system (16) with the algorithms (25) is 

stable and conditions (5) and (6) are satisfied.  
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APPENDIX 3.3.1. 

 

The complete derivation of a mathematical model of a process for Chapter 3.3.1 

“Determination of a mathematical model of a process” 

 

A mathematical model of a process on a stationary regime can be found from the 

sequence of Markov parameters using the classical Ho algorithm (Ho and  Kalman 

1966). The Markov parameters can be obtained from input – output relationships or 

more directly as an impulse response of the system. It is well known that according to 

the theorem of Kronecker the rank of the Hankel matrix constructed from the Markov 

parameters is equal to the order of the system from which the parameters are obtained. 

Therefore, by consistently increasing the dimension of the Hankel matrix Γ until 

 

1rank  = rank r r   

 

the order of the system can be obtained as equal to r. However, in practical 

implementation, this rank-order relationship may not give accurate results due to 

several factors: sensitivity of the numerical rank calculation and bias of the rank if 

information about the process is corrupted by noise. This problem can be avoided 

using singular value decomposition (SVD) of the Hankel matrix: 

 

TUSV  ,      (1) 

 

where 

T TU U V V I  , 
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1 2 1,( , ,..., , ... )l l nS diag      . 

 

Here U and V are orthogonal matrices. The diagonal elements of the matrix S (the 

singular values) in (1) are arranged in the following order 
1 2 ... 0n      . 

Applying the property of SVD to reflect the order of a system through the smallest 

singular value, the order of the system can be determined with the tolerance required. 

From practical point of view a reduced order model is more preferable. Taking into 

account that the best approximation in the Hankel norm sense is within a distance of 

1l  , the model of order l can be found. However, a relevant matrix built from 

Markov parameters of this reduced order model should also be of the Hankel matrix. 

But it is not an easy matter to find such a Hankel matrix for the reduced order process. 

A simpler solution, although theoretically not the best, can be found from the least 

squares approximation of the original Hankel matrix (Zeiger and McEwen 1974; 

Kalman, Falb and Arbib 1974; and Moor 1981). The discrete time state-space 

realization of the process can be determined from the relationship between Markov 

parameters and representation of the Hankel matrix through relevant controllability 

and observability matrices of the process: 

 

22 . .

.

.

d

d d

d d d d dd d

C

C A

A A B A BC A

 
 
 

      
 
 
  

,   (2) 
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where 

 

dA  is the system matrix of the discrete time state space realization of a system, 

dB  is the control matrix of the discrete time state space realization of a system, 

dC  is the output matrix of the discrete time state space realization of a system, 

Ω is the observability matrix of the discrete time state space realization of a 

system, 

E is the controllability matrix of the discrete time state space realization of a 

system. 

 

The Hankel matrix can be represented as: 

 

1 2 3

2 3 4

3 4 5

...

...

...

... ... ... ...

h h h

h h h

h h h

 
 
  
 
 
 

 

 

where: 1h , 2h , 3h  ,…, kh , - are Markov parameters (Gandmakner 1959),  

(k= 1, 2, 3, 4, 5,…,  ). 

 

Also, the Hankel matrix can be represents in the following form:  

 
2

2 3

2 3 4

...

...

...

. . . ...

d d d d d d d d

d d d d d d d d d

d d d d d d d d d

C B C A B C A B

C A B C A B C A B

C A B C A B C A B

 
 
 

 
 
 
  

 

 

Denote by   as the modified matrix which is obtained by the shift-up operation. 

Then the following can be obtained: 
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2

.

.

d

d d

d d

C

C A

A C A

 
 
 
    
 
 
  

 

 

Denote by E  as the modified matrix E  which is obtained by the shift-left operation. 

Then the following can be obtained: 

 
2 ...d d d dAE A B A B E     

 

Denote by   as the modified matrix   which is obtained by the shift-up operation. 

Then the following can be obtained: 

 

22 ...

.

.

d

d d

d d d d dd d

C

C A

AE A B A B A BC A

 
 
 

      
 
 
  

 

 

According to minimax property of SVD and taking a condition: 1l l   , the 

following is obtained: 

 

E   
 

where 

  
1/2US ,        

 
1/2E S V  

 

The least-squares solution for  

 

 
1

dA   

 
2

dA E E  

 

can be obtained in the following form: 

 
1

dA    

 
2

dA EE  

 
1 2

d d dA A A   
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here “+” represents the pseudo-inverse: 

 
1/2 TS U    

 
1/2TE V S   

 

Therefore,  

 
1/2 1/2T

dA S U US    

 
1/2 1/2T

dA EE S VV S    

 

The following is assigned: 

 

dB  = first column of E , 

 

dC  = first column of  . 
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APPENDIX 3.3.2. 

 

 

 

Here: p  - denotes the operation of differentiation. 

 

Figure A-3.3.2. The block-diagram of the system described by equations (6) and (8) in 

Chapter 3.3.2. 
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APPENDIX 3.4.1. 

 

 

 

Here: p  - denotes the operation of differentiation. 

 

Figure A-3.4.1. The block-diagram of the first channel (i=1) of the system described 

by equations (4) and (6) in Chapter 3.4.1. 
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APPENDIX 3.5. 

 

 

 

Here: p  - denotes the operation of differentiation. 

 

Figure A-3.5. The block-diagram of the system described by equations (15) and (16) 

in Chapter 3.5. 

 

 


