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Anthropogenic risk creation: understanding and addressing
the challenges via a conceptual model

Ian G. J. Dawson and Yaniv Hanoch

Centre for Risk Research, University of Southampton, Southampton, UK

ABSTRACT
Humans create many risks, ranging from those that are relatively negli-
gible and easily managed to those that are far less wieldy and pose a
threat to the existence of humanity, the lives of numerous other species
and/or the functionality of local and global ecosystems. The literature
on the process of anthropogenic risk creation is limited and piecemeal,
and there has been far greater emphasis on using reactive approaches
to deal with anthropogenic risks (e.g. risk management) rather than on
employing proactive approaches to avert further risk creation (e.g.
responsible innovation). An obvious starting point for averting or reduc-
ing future anthropogenic risk creation is to understand better the gen-
eric features of the risk creation process and to identify points at which
the creation process might be better controlled or averted. To this end,
this paper presents a simplified conceptual Model of Anthropogenic
Risk Creation (MARC) that provides a broad descriptive overview of the
sequential stages that appear to have been evident in several historic
and contemporary instances of anthropogenic risk creation. By explicat-
ing the stages in the risk creation process, MARC highlights the key
points at which more attention could be given (e.g. by innovators, pol-
icymaker, regulators) to implementing or encouraging greater risk pre-
vention or limitation. Moreover, MARC can help to stimulate critical
debate about the extent to which humanity inadvertently creates
adverse conditions, such as those that inhibit human prosperity and sus-
tainability, and the extent to which anthropogenic risk creation is
adequately understood, researched and managed. This paper also critic-
ally reflects upon related issues, such as risk creation as a learning pro-
cess and the relative merits of initiatives to promote greater
responsibility in research and innovation. Important areas for future
research on the anthropogenic risk creation process are discussed.
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1. Overview

Many risks are created by humans. For example, the risks of climate change, ocean acidification
and air pollution have been attributed to the burning of fossil fuels, the risk of species extinc-
tions have been associated with the habitat destruction caused by urbanization and deforest-
ation, and many human health risk have been linked to modifiable lifestyle behaviors
(Intergovernmental Panel on Climate Change, 2014; Lelieveld et al. 2015; Mokdad et al. 2004; Orr
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et al. 2005; Travis 2003). Indeed, humans have created some risks that now threaten their own
existence, the existence of numerous other species and the functionality of local and global eco-
systems (Bostrom 2013; Tonn and Stiefel 2013). Nonetheless, humanity is also capable of reduc-
ing the extent to which it inadvertently creates risk and to which it better manages the risks
that it has/does create (Bostrom 2013; Matheny 2007; Tilman et al. 2017). However, the effective
management of these risks might only be realized if humanity understands better the anthropo-
genic risk creation processes (we define risk as the probability of an adverse outcome, and define
anthropogenic risk creation as the processes by which innovative human actions increase the
probability of specific adverse outcomes that can affect humans, other life forms or the natural
environment) and the factors that determine whether such risks can be prevented or effectively
mitigated. In an effort to help achieve these important risk management aims, this paper
presents a simplified descriptive Model of Anthropogenic Risk Creation (MARC) that conceptual-
izes the generic stages of anthropogenic risk creation (see Figure 1).

Rather than aiming to model specific details of one particular anthropogenic risk creation pro-
cess, MARC provides a broad overview of the sequential stages that appear to have been evident
in numerous historic and contemporary instances of inadvertent anthropogenic risk creation. The
model depicts the relationship between these stages and visualizes the potential pathways that
can occur between the initial stages in which a risk(s) is elicited, through to the final stages in
which an adverse outcome(s) is either averted or realized. MARC is predominantly relevant to
societal level risks that threaten humans and the natural environment, but it may be equally rele-
vant to localized or individual level risks and in relation to other risk domains (e.g. financial mar-
kets). Furthermore, because the concepts and relationships depicted in MARC are evident in
many aspect of human life and transcend many academic disciplinary boundaries, the model has
the potential to be of benefit to a range of individuals and organizations involved in innovative
and risk management processes (e.g. inventors, scientists, businesses, policymakers, regulators)
and to researchers from across domains.

This paper initially presents a general overview of MARC that explains its conceptual nature
and details its specific aims. Then, various stages of the model are discussed with specific refer-
ence to how those particular stages have often been evident in past and current anthropogenic
risk creation processes. In this part of the paper, these processes are presented in sub-sections
(e.g. Solutions, adoption and dependence; Anthropogenic risk creation; Identification and assess-
ment of anthropogenic risk; Communication and management of anthropogenic risks) that are
synchronous to the main sequence of events that are depicted in MARC. A worked-example is

Figure 1. A conceptual model of anthropogenic risk creation.
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then presented to provide a concrete illustration of how MARC can represents the main
sequence of events in a risk creation process. Next, the paper discusses related topical issues,
such as the extent to which risk creation is a valuable learning process, and whether the risk cre-
ation process can be effectively managed through the ‘Responsible Research and Innovation
(RRI)’ agenda. Finally, some limitations of MARC are discussed and important areas for related
future research are proposed.

2. The aims of MARC

The overarching aim of MARC is to help develop meaningful insights into the processes that
underlie inadvertent anthropogenic risk creation and, therefore, to contribute to developing a
future in which such risks might be prevented or more effectively minimized and managed.
More specifically, MARC aims to provide four key benefits. First, the extant literature on inadvert-
ent risk creation is relatively small, piecemeal and primarily focused on debating the extent to
which risk creation can result in culpability in legal contexts (e.g. Handmer 2008; Husak 1998;
Lewis and CICERO 2012). Hence, the literature only provides limited and implicit details of the
stages that can occur during the whole risk creation process. To partially address this limitation,
MARC provides a unified representation of the risk creation process and highlights the critical
stages that have commonly been evident in past and current anthropogenic risk creation proc-
esses. Second, MARC explicates the relationships between the various stages in any innovation
or invention processes during which risks can develop and manifest. Hence, MARC highlights the
points at which more attention could be given to implementing or encouraging risk identifica-
tion, assessment, communication and/or management. For example, individuals and organiza-
tions that are engaged in innovation and invention processes could ‘map’ the development and
implementation of their activities onto MARC and, where there is evidence that the innovation/
invention is currently on a pathway that could lead towards the realization of adverse outcomes,
corrective actions can be instigated at these preliminary stages. Third, individuals and organiza-
tions involved in the oversight, observation and/or governance of innovations and technological
developments (e.g. regulators, journalists, academics, policymakers) could use MARC to track
these developmental processes and identify if risk are likely to manifest from emerging innova-
tions and technologies or the way in which those innovations and technologies are employed.
Hence, MARC could help to explicate instances where anthropogenic risk issues may be poorly
managed or ignored and could highlight potential pathways towards more timely interventions
and risk management processes. Fourth and finally, the model should serve to stimulate critical
debate about (a) the role that humanity often plays in inadvertently creating conditions that
inhibit human prosperity and sustainability and (b) the extent to which anthropogenic risk cre-
ation is adequately understood and researched and could be better managed. Moreover, it is
important to note that the development of MARC was not driven by any fundamental opposition
to technological progress but, rather, by a desire to contribute to reducing the risks that might
unintentionally emerge from future technological developments. Relatedly, it is not intended
that MARC depicts the anthropogenic process of creating technologies that are deliberately
designed to produce adverse outcomes for others (e.g. weapons of war, malicious com-
puter software).

3. The risk creation process as depicted in MARC

3.1. Solutions, adoption and dependence

Life has always presented many obstacles to the survival, prosperity and happiness of humans.
In an effort to overcome these obstacles, humans have repeatedly used intellect and ingenuity
to develop innovative and inventive solutions. These adaptive responses have been employed to
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address basic human needs (e.g. access to food, water, shelter, sanitation), as well as to satisfy
more hedonic interests (e.g. tourism, entertainment, convenience). As a result of the fundamental
role that innovations and inventions have played in facilitating survival, improving prosperity
and increasing pleasure, humans have been quick to adopt these ‘technologies’ (we define the
term ‘technology’ or ‘technologies’ as the processes and items that are created and used by
humans to achieve objectives). In many cases, humans have developed such a strong reliance on
these technologies that abstinence from their use can seem extremely objectionable or may
even be extremely hazardous or fatal. For example, if most industrialized nations were to instant-
aneously stop using a technology such as the combustion engine in an effort to reduce global
CO2 emissions, the continued production and distribution of food at its current rates would be
near impossible and, therefore, could result in widespread famines. Indeed, we posit that the
capacity to abstain from each technology may be reduced by the extent to which (i) a depend-
ence on the technology has developed over time (ii) the use of the technology is embedded
with socio-economic systems and/or (iii) there is a lack of alternative and equally beneficial
technologies.

Hence, as depicted on the far left of MARC (see Figure 1), humans have typically responded
to many problems, needs and desires through innovative technological solutions. These solutions
have often been adopted on a wide scale and become embedded in the effective function of
socio-technical systems to the point of heavy reliance and even temporary existential depend-
ence. This would be largely unproblematic if the use of such technologies was sustainable and
non-hazardous or, if not, that effective alternative solutions could be identified and adopted eas-
ily and efficiently.

3.2. Anthropogenic risk creation

While the principle focus of the abovementioned innovation and invention processes has been
to create beneficial outcomes, many of the resultant technologies have inadvertently been the
source of potential or realized adverse outcomes (Beck 1992; Denney 2005; Nekola et al. 2013).
For example, while the combustion engine was developed as a source of mechanical power to
enable humans to travel faster and further and to alleviate the burden of heavy labor, it is now
also a key proponent in the potential existential risk posed by climate change
(Intergovernmental Panel on Climate Change, 2014). In the 1950s, the medication Thalidomide
was given to pregnant women to prevent nausea, but it was later discovered that it increased
the risk of infants being born with phocomelia (malformation of the limbs) or other congenital
abnormalities (McBride 1977). While humans first initiated tobacco smoking circa 5,000 BCE
based on a desire for pleasurable sensations and as part of spiritual rituals, it was not until the
20th Century that extensive evidence started to emerge regarding the numerous risks that its
habitual use posed to human health (in 2008, the World Health Organization declared tobacco
smoking as ‘… the single most preventable cause of death in the world today’) (Musk and DE
Klerk 2003; World Health Organization 2008). Social media websites were created with the inten-
tion of enabling people to connect, cooperate and form relationships more easily (Kaplan and
Haenlein 2010). However, many social media sites have rapidly been utilized by political parties,
terrorist groups and nation states in ways that can pose a risk to social stability, democratic proc-
esses and public safety (Brown and Pearson 2018; Persily 2017; Ward 2018). Hence, both history
and the contemporary world is filled with a wide range of highly beneficial technologies that
have been born out of necessity and/or good intentions, but which have inadvertently elicited
some probability of an adverse outcome(s). This is represented in MARC, with risk shown as a
potential unintended consequence of the adoption and use of technologies that address
anthropogenic problems, desires and needs. In other words, risks and benefits are rarely mutually
exclusive.
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As suggested above, it seems reasonable to infer that when people have engaged in innov-
ation processes, their initial focus has been on the benefits that can be achieved (Lach and
Schankerman 2008; Melenhorst, Rogers, and Bouwhuis 2006; Wright 1983). While the obvious
perceived benefits may have been to resolve a problem or to satisfy a need/desire, there are a
range of parallel benefits that may have also motivated the innovator(s). For example, there may
have been intrinsic objectives (e.g. altruistic, egotistical, affective [relief, pleasure]) or extrinsic
goals (e.g. financial rewards, career progression, social recognition) that may have been driving
forces of comparable or greater influence. Indeed, these additional motivation forces may have
even influenced the innovators to ignore (either consciously or unconsciously) or downplay the
potential for their innovation to create risk. Alternatively, the risks may simply have been under-
estimated or entirely unknown.

A further point worthy of mention is that many technologies found to present a risk of
adverse outcomes have been labelled as ‘man-made hazards’ and, therefore, have often been
considered distinct from ‘natural hazards’ such as floods and earthquakes, or contractible dis-
eases (El-Sabh and Murty 2012). However, some scholars have argued that the probability that a
‘natural hazard’ results in an adverse outcome(s) is largely determined by the extent to which
humans are proximate to the hazard (e.g. building homes on flood plains or in areas with high
radon levels) or are intellectually and physically equipped to manage the risk (e.g. having suffi-
cient medical knowledge and equipment to respond to a pandemic). Hence, it could be argued
that for so-called ‘natural hazards’ some degree of anthropogenic risk creation is implicitly evi-
dent because people often elect to engage in risky behaviors, either through willful choice,
ignorance or absolute necessity, for evident benefits (e.g. economic gains, access to natural
resources) or they fail to instigate sufficient risk management measures (Brienen et al. 2010; Eiser
et al. 2012; Lewis and CICERO 2012; Tierney 2018). However, these types of risks are distinct
from those depicted in MARC because the underlying hazards have not been direct products of
‘innovative human actions’ as per our aforementioned definition of anthropogenic risk creation.
In other words, MARC only depicts the threats that have their origins in human agency (Bostrom
2013; Sears 2020).

3.3. Identification and assessment of anthropogenic risk creation

In the creation of many risks, the risk attributable to the causal innovation and invention has
often remained unidentified for a prolonged period. The risk has only been identified after the
technology has been through relatively large-scale development and/or production processes
and adopted by a relatively high number of users. In many cases, it has often only been because
of prolonged, widespread and repetitive use of a technology that its potential and propensity to
elicit adverse outcomes has become evident and measureable. For example, the severe adverse
health effects of exposure to anthropogenic building materials such as asbestos, creosote and
polychlorinated biphenyls were identified long after their widespread use over several decades
(Carpenter 1998; Karlehagen, Andersen, and Ohlson 1992; Selikoff, Churg, and Hammond 1964).
More recently, the numerous benefits of plastics (e.g. versatile, durable, cheap, light) have caused
them to become one of the world’s most widely used materials. However, it is only in recent
years that the range of risks that plastics pose as an environmental pollutant and as a potential
threat to animal and human health have started to become more evident (Eriksen et al. 2014;
Geyer, Jambeck, and Law 2017; Pivokonsky et al. 2018; Santillo, Miller, and Johnston 2017). Thus,
although not always the case, the irony tends to be that the extent of an anthropogenic risk is
typically only identified at a point in time after widespread use and/or heavy dependence on the
technology has developed. This is depicted in MARC, which shows that the adoption and use of
beneficial technologies typically results in some form of reliance on that technology, but that is
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also has the potential to simultaneously and inadvertently elicit a risk(s) that can remain uniden-
tified for a prolonged period.

3.4. Scientific and social consensus on anthropogenic risk creation

The identification of anthropogenic risks has generally arisen through anecdotal observations
and/or formal empirical assessments. In the case of anecdotal observations, adverse outcomes
have appeared to correlate with the use of specific technologies or inventions (e.g. medical prac-
titioners observing a higher prevalence of premature deaths among individuals who smoke ciga-
rettes). Concerns about these potential correlations have typically then motivated formal
investigations and/or scientific examinations with a view to detecting evidence of potential
causal mechanisms or confirming relationships between the technology and the adverse out-
come(s). Similarly, scientific knowledge of the physical world has pointed towards potential
anthropogenic causes of observed adverse outcomes and these potential causes have then been
subject to empirical assessment. For example, the hypothesized relationship between ozone
depletion and the use of manufactured chemicals such as chlorofluorocarbons was subsequently
confirmed by scientific tests in the 1970s and 1980s (Andino and Rowland 1999; US National
Research Council 1982). However, there have also been circumstances in which, despite an
absence of scientific evidence or anecdotal observations to the contrary, individuals and/or
groups have posited that anthropogenic innovation and invention processes could lead to cer-
tain adverse outcomes. For instance, concerns over the potential adverse health effects of genet-
ically modified (GM) foods led to extensive regulations governing the production and sale of GM
foods in many countries. This occurred despite the absence of evidence or incidents to suggest
GM foods are harmful to human health (American Medical Association 2001; Gaskell et al. 2004).
This illustrates how, in some cases, there have been epistemic uncertainties about the risk posed
by some technologies, but this has not prevented the risk from being ‘socially constructed’ as
objectively valid and, therefore, being subject to precautionary risk management measures (Dake
1992; Kasperson et al. 1988).

Historically, one issue that has sometimes arisen in risk identification processes is an overesti-
mation or underestimation of the extent to which the technology increases the probability of
the adverse outcome (Flynn, Slovic, and Kunreuther 2001; Slovic, Fischhoff, and Lichtenstein
1979). Overestimations have led to heightened concerns and, therefore, to the instigation of
measures aimed at managing the risk, but which have also incurred disproportionately high time
and resource costs. Consequently, this has meant that the opportunity to better invest that time
and resources elsewhere was forfeited. Examples involving such overestimations include the use
restrictions on cellphone use at UK gas stations due to unsubstantiated fears the phones would
ignite gas fumes (Burgess 2007) and, arguably, the widespread preparations made across numer-
ous countries in anticipation of widespread economic, social and technical disruptions that were
expected to be caused by the ‘millennium bug’ (MacGregor 2003). By contrast, the underestima-
tion of the risk has, on some occasions, prevented or attenuated the appetite to put sufficient
risk manage approaches in place. This has resulted in the persistence of the risk and, therefore, a
greater potential for the relevant adverse outcome to be realized. One pertinent example is the
2011 Fukushima Daiichi nuclear power station accident that was caused by an earthquake-trig-
gered tsunami. Synolakis and Kâno�glu (2015) found that the risk analysis for the power station
had resulted in an underestimation of the maximum probable tsunami size and of the frequency
of large tsunamis. This was the third most severe nuclear accident in history and was considered
to have been preventable (Synolakis and Kâno�glu 2015). Hence, as captured by MARC, anthropo-
genic risks are often subject to overestimation or underestimation and, consequently, this deter-
mines that extent of the risk management actions that are taken and the extent to which the
risk persists.
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A further consideration is that when risks have had an anthropogenic source, some degree of
culpability may have existed for the risk creator(s). Consequently, there have been instances
where the risk creator(s), or even those who benefit from the underlying technologies, have
been motivated to downplay the relevant evidence or to attenuate concerns (Kasperson et al.
1988). By contrast, those who could have been adversely affected by the risk may have seen
some value in doing the opposite (Renn et al. 1992). Similarly, when there has been conflicting
evidence and contrasting narratives, uncertainty and confusion has sometimes emerged at the
societal level regarding the relationship between a focal technology and the likelihood, temporal
proximity, frequency, and/or magnitude of the associated adverse outcome(s). A potential conse-
quence of all this is delays in commitments to risk management processes (Hood, Rothstein, and
Baldwin 2001). For example, in the 1960s, scientists started to identify corroborative and compel-
ling evidence that human greenhouse gas emissions were causing pronounced changes to the
earth’s climate (see Weart 2003, 2008). Although such evidence continued to accumulate
throughout the subsequent decades, it was only in 2019 that the governments of some industri-
alized nations first committed to legally binding agreements to achieve net zero carbon emis-
sions by the mid-2000s and that some cities, local councils and organizations formally declared a
‘climate emergency’ (Smith-Schoenwalder 2019; UK Department for Business, Energy and
Industrial Strategy). A key contributing factor in the delay between climate change identification
and action has been the uncertainties and disputes surrounding evidential validity, anthropo-
genic origins and responsibility for its management (Kitcher 2010; Weart 2003, 2008). Similar con-
troversies surrounding the potential risks posed by other anthropogenic technologies such as
genetically modified crops, pesticides, nuclear power, nanomaterials and air pollutants have all
played some role in determining the nature, level and timing of risk management actions (Cox
1997; Engelhardt, Engelhardt, and Caplan 1987; Gray and Hammitt 2000; Pidgeon, Harthorn, and
Satterfield 2011; Toke 2004). Hence, anthropogenic risks can be over or underestimated, potential
resulting in the disproportionate allocation of risk management resources and, as depicted in
MARC, are often able to manifest beyond the risk identification stage due to controversies sur-
rounding the extent of the risk and the nature of potential risk management actions.

3.5. Communication and management of anthropogenic risks

Assuming that an anthropogenic risk has been identified and accurately assessed, an initial key
feature of the risk management process has often been effective risk communication. That is,
efforts are made to communicate the risk to parties who have the extant or potential capacity to
manage or facilitate the management of the risk (Breakwell 2007). While history has shown that
effectively communicating the risk to these parties can elicit the requisite risk management
action, there are many instances where this has not been not the case (Fischhoff 1995; Powell
and Leiss 1997). For example, textual warnings on cigarette packets have had limited impacts on
smoking cessation rates (Hammond 2011; Thrasher et al. 2012), and despite high awareness lev-
els of environmental issues such as greenhouse gas emissions and plastic pollution (Syberg et al.
2018), both global carbon emissions and plastic production are projected to continue to rise dur-
ing the forthcoming decades (Geyer, Jambeck, and Law 2017; Lebreton and Andrady 2019).
Hence, as shown in MARC, anthropogenic risks can be accurately assessed and communicated,
yet this does not necessarily result in proportionate risk management responses and, therefore,
the risks can persist. In other words, risk communication cannot be assumed to be a panacea for
initiating the management of anthropogenic risks.

In some instances, suitable approaches for managing anthropogenic risks have been identified
and successfully implemented (e.g. fitting seatbelts and airbags in automobiles). This has typic-
ally resulted in the elimination or reduction of the risk and, therefore, greater avoidance of the
associated adverse outcome. However, the implementation of effective risk management
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approaches has often been prevented or temporarily thwarted by a range of factors. These fac-
tors have included a high dependence on the technology that elicits the risk, limited resources
to fund and operate the approach, resistance among those who benefit from the existence of
the risk (e.g. cigarette manufacturers), or controversies surrounding the extent of the risk or the
effectiveness of the potential risk management methods. For example, plastic pollution presents
a range of potential risks to ecosystems and human health, but many factors (e.g. the absence
of equally beneficial alternative materials, some plastics being non-recyclable, monetary costs,
limited demand for recycled plastic materials) limit the extent to which humanity can reduce its
reliance on plastics and/or reduce plastic pollution (Carney Almroth and Eggert 2019).

It is depicted in MARC that even when the barriers to implementing some risk management
approaches are overcome, the risk management approach itself might also inadvertently elicit
additional secondary risk(s). For example, this can be quite common among medicinal drugs that
aim to manage the risk of a specific health condition, but which inadvertently elicit a risk of
severe or even life-threatening side effects (Edwards and Aronson 2000). Similarly, there are now
many concerns about the potential for inadvertent risks from range of potential geo-engineering
approaches to managing climate change (Corner et al. 2013; Corner and Pidgeon 2010). Hence,
as represented by the various pathways emanating from the ‘Risk identified’ stage in MARC, the
route from identifying a risk management approach through to averting the adverse outcome
can be thwarted by a range of factors.

3.6. Contextual influence of social systems and psychological factors

The preceding sub-sections (3.1–3.4) have all made implicit reference to the fact that each stage
of the risk creation process is typically subject to the influence of the prevailing social systems
that are in operation (e.g. culture, political stability, economic development, power distribution,
legal frameworks, epistemic advancements, internationalization, etc.) and the psychological proc-
esses experienced by all individuals involved and potentially affected (e.g. aspirations, perceived
risks, past experiences, value judgments, motivation, etc.). That is, these systems and processes
create unique contextual circumstances that may have a substantial influence on which pathway,
from all those depicted in MARC, is followed and at what point in time the transition is made
from one stage to the next. For example, whether a society invests time and resources in devel-
oping technological solutions to an extant environmental problem can depend on whether spe-
cific social systems (e.g. funding availability, political will, cultural norms) and psychological
factors (e.g. levels of perceived risk and benefit, belief systems, knowledge) are conducive for
such actions. Likewise, whether an identified health risk is accurately assessed and effectively
managed can depend on the prevailing socio-psychological factors, such as epistemological pro-
gress and expert judgments, at each temporal intersection of the assessment process. The poten-
tial influence of these socio-psychological processes on each stage of the risk creation process is
visually depicted in MARC via an ‘outer ring’ labelled Contextual Influence of Social Systems and
Psychological Factors.

3.7. An example of using MARC

As outlined earlier, MARC has the potential to facilitate better management of anthropogenic
risks. To demonstrate how MARC might function in this way, the example of using Artificial
Intelligence (AI) to aid the diagnosis of medical conditions will now be considered. This is, of
course, a simplified and fictitious (though realistic) example that is meant to illustrate what could
happen and how the model might assist stakeholders (e.g. technology innovators, policy makers)
to make better risk management decisions. By closely monitoring Figure 1, readers can follow
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(from left-to-right) the various stages and alternative pathways in MARC in conjunction with the
following narrative.

Humanity has a need/desire to obtain veracious and fast diagnoses of medical conditions. In
response to this need, diagnostic AI-based solutions are invented that work accurately, quickly
and negate the potential for error-prone human judgments (Szolovits 2019). Following a series
of successful clinical trials, these AI diagnostic technologies are rapidly adopted by healthcare
institutions across the world and are gradually accepted by society as a more trusted and accur-
ate form of diagnosis than those previously made by medical professionals. Consequently, med-
ical professionals becomes solely reliant on the AI technology for diagnoses and gradually
become de-skilled in this aspect of their practice.

After a number of years of relying on AI diagnostic tools, it transpires that some of these
technologies had regularly misdiagnosed a substantial proportion of patients and that this had
led to a number of severe adverse outcomes (e.g. deaths, secondary health conditions, unneces-
sary surgeries, costly treatments). In other words, an anthropogenic risk had been inadvertently
created when the technology was first employed and it remained unidentified for an extended
period, resulting in the realization of adverse outcomes.

From the point in time that the inadvertent risk from the AI technology is identified, the mag-
nitude of that risk requires accurate assessment. If the risk is overestimated, excessive risk man-
agement approaches might be adopted (e.g. banning [or at least forgoing] the use of all AI
diagnostic tools, many of which might still provide superior diagnosis to that of clinicians). This
might create secondary inadvertent risks (patients left without technologies or medical professio-
nals capable of providing accurate diagnoses) and/or large financial costs to healthcare systems
(e.g. money wasted on redundant AI diagnostics tools, new diagnostic training for clinicians).
Conversely, if the risk is underestimated or poorly communicated, this would probably result in a
lack of appetite to rectify the problem. Hence, the misdiagnosis risk would then manifest and
the same adverse outcomes would continue to be realized.

Let us assume that the risk from the AI diagnostics is accurately identified and is effectively
communicated to those parties (e.g. AI developers and manufacturers, policy makers, medical
professionals, regulators) who have the potential capacity to address the risk. If feasible risk man-
agement approaches exist and those parties have a sufficient desire and the resources to imple-
ment those approaches (e.g. recall defective products, tighten regulations), then there is a strong
likelihood that the risk can be managed and the adverse outcomes averted. However, these par-
ties might encounter a range of socio-psychological factors that inhibit the implementation or
effectiveness of the identified risk management approach(es). For example, inhibiting factors
could be a lack of suitable alternative diagnostic methods, widespread epistemic uncertainties
regarding the prevalence of misdiagnoses by AI technologies, public risk perceptions and mis-
trust of the technology, or political lobbying pressures from AI manufacturers not to prohibit cer-
tain AI diagnostic products. It is only when such barriers to effective risk management are
overcome that the risk management approaches can be implemented and the misdiagnosis risk
can be eliminated or sufficiently reduced.

As illustrated with the example above, MARC could serve as an important descriptive tool
that can represent the creation and various manifestations of an anthropogenic risk. However, as
well as being descriptive in nature, MARC might also be used in this instance (and many others)
to provide some foresight to those involved in the development of novel technologies. For
example, the model helps to make the creators mindful that, following the technologies adop-
tion, risk can manifest along different pathways, each of which may require different responses
and lead to different outcomes. Hence, this could help the creators to recognize that they need
to be ready to monitor for any early signs of adverse outcomes associated with their technology
and, furthermore, to put in place pre-emptive measures to ensure that any risks that emerge fol-
lowing the technology’s adoption are accurately measured and can be effectively communicated
and managed. Likewise, the creators could, at any early stage in the technology’s development
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and/or adoption, identify and develop proportionate means of overcoming any factors that
might inhibit the implementation of effective risk management approaches. Going back to our
earlier example, an AI diagnostic manufacturer that is aware that a hazardous flaw could emerge
in its technology might establish an early warning system for end-users and be ready to provide
each end-user with the details of alternative AI diagnostic products that can be used until the
flaw is resolved. Hence, MARC provides more than just a visual representation of the typical his-
torical pathways that have been evident in anthropogenic risk creation. Crucially, it sets out the
potential future pathways for emerging technology innovations and, in doing so, can be used to
motivate innovators to develop foresights into how they might avert, rather than realize, adverse
outcomes. In other words, MARC could help humanity to focus more time, energy and resources
on prevention (e.g. risk mitigation, risk reduction) rather than on cure (i.e. risk management).

3.8. Summarizing MARC

MARC consolidates the piecemeal perspectives on anthropogenic risk creation and explicates the
generic features of the underlying processes. By doing this, the model provides a clear, sequen-
tial and holistic representation of the risk creation process. Importantly, MARC acknowledges
that (a) risk is predominantly an inadvertent and accidental side-effect of innovative actions
aimed at addressing extant wants, needs and problems, and (b) the value of averting risk cre-
ation during innovative processes may be overlooked or ignored largely because the incentives
(both intrinsic and extrinsic to the individual) for producing technologies that address these
wants, needs and problems can outweigh the incentives for mitigating potential risks. Hence,
MARC draws attention to the need for proactive approaches to avert further risk creation, rather
than focusing on managing extant risks, and provides a framework for innovators and risk regu-
lators/managers to ‘map’ the pathway of innovative processes and identify where corrective
actions/interventions might be beneficial. MARC also, acknowledges that, despite awareness of
anthropogenic risks and the need for them to be managed, there can be a number of reasons
(e.g. epistemic uncertainty, technological dependency, lack of wherewithal or resources) why
such risks may not be effectively managed once created.

4. Risk creation as a learning process

While the benefits of avoiding anthropogenic risk creation may seem obvious, we acknowledge
that total avoidance of risk is probably impossible and, arguably, may not even be an entirely
desirable state (Husak 1998). History has shown that risk taking has often been necessary for
humans to avoid other threats and to achieve certain goals and aspirations. For example, across
the course of human evolution people have engaged in the risk of war to protect what they
value and to acquire new resources, people have entered dangerous situations to acquire resour-
ces, and have cooperated with other individuals, groups and nations at the risk of non-reci-
procity, exploitation and un-sustained collective action (Tucker and Ferson 2008). In addition, the
potential adverse effects of some innovative processes and inventions might be unforeseeable,
even when diligent and concerted efforts have been made to identify and minimize potential
risks. Moreover, time may permit the opportunity to learn from mistakes and to take corrective
actions before adverse outcomes occur. Hence, efforts to completely avoid anthropogenic risk
creation may, to some, seem to be an unnecessary, unrealistic and costly pursuit that stifles the
innovation processes that help to improve human prosperity. However, in light of the range and
potential severity of adverse outcomes associated with human innovations and behaviors across
the past few centuries, it seems logical to aim to better manage the risk creation process if
humanity is to improve its track-record of innovating and inventing without also creating societal
level risks that pose substantial threats to the humanity, other species and the natural
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environment. Furthermore, as detailed in MARC and discussed above, prudent efforts will be
required to ensure that risk management processes themselves do not result in inadvertent sec-
ondary risks.

5. Responsible innovation and risk

As illustrated in MARC, anthropogenic risk can inadvertently manifest during and after innova-
tions and inventions are adopted. Hence, one key focus for addressing the issue of anthropo-
genic risk creation is to identify and manage potential risks prior to the adoption stage or, at
least, prior to the dependence stage. Indeed, the potent and far-reaching adverse impacts of
some anthropogenic innovations and inventions have long been recognized across several aca-
demic fields (e.g. ethics, law, sociology) and, more recently, efforts to address this issue have
recently been galvanized in the ‘responsible research and innovation’ (RRI) agenda (Owen,
Macnaghten, and Stilgoe 2012; Stilgoe, Owen, and Macnaghten 2013). The RRI concept gained
prominence and traction around 2010 as a key policy approach adopted by the European
Union’s (EU) Framework Programmes to address the problems surrounding the regulation of sci-
entific innovation (European Union 2019). RRI is defined by the EU as ‘… an approach that
anticipates and assesses potential implications and societal expectations with regard to research
and innovation, with the aim to foster the design of inclusive and sustainable research and innov-
ation’ (European Union 2019).

In terms of its capacity to better prevent or limit anthropogenic risk creation processes, the
RRI agenda has many merits. For example, RRI provides some scope to democratize the govern-
ance of the intentions of innovators, and it may motivate researchers and innovators to antici-
pate and assess potential unintended consequences and, in doing so, implicitly foster an
awareness of risk, responsibility and accountability. Furthermore, the RRI agenda can reframe
responsibility in innovation so that it is perceived to go beyond challenging morally questionable
behaviors (e.g. manipulating data) to include long-term, societal level impacts (Owen and
Goldberg 2010; Owen, Macnaghten, and Stilgoe 2012; Stilgoe, Owen, and Macnaghten 2013).
However, despite its many merits, there are several criticisms that can be levelled at RRI, each of
which cast some shadows over its capacity to mitigate all forms of anthropogenic risk creation.
For instance, the approach is a set of guiding principles rather than statutory regulations and,
therefore, has no specific power to compel certain practices or to take legal action against those
who do not adhere. Furthermore, while the RRI agenda has primarily been promoted within
Europe and similar approaches have been adopted in other nations (Owen, Macnaghten, and
Stilgoe 2012), it is not yet employed worldwide. In addition, the RRI agenda fails to offer any
rewards and, consequently, often fails to motivate compliance among researchers and innovators
who generally operate in competitive cultures that are focused on short-term achievements
(Blok and Lemmens 2015; Pain 2017).

Perhaps the greatest limitation to the RRI approach is that it is primarily aimed at those
involved in scientific research and innovation and, therefore, does not offer guidance to, or impli-
citly confer any duties upon, commercial actors. This seems ironic given that businesses are regu-
larly engaged in research and innovation processes, and most are involved, whether directly or
indirectly, in either controlling, extracting or processing resources, and promoting or facilitating
technological consumption. Hence, businesses can be vital actors in the key risk creation stages
as depicted in MARC (e.g. innovation/invention, adoption, reliance/dependence, inadvertent risk),
but remain free to choose whether to comply with ethical codes, such as the RRI principles.
Although many businesses do aim to minimize or avoid any part in anthropogenic risk creation
through responsible practices and the application of related corporate social responsibility (CSR)
actions (de Saille and Medvecky 2016; Halme and Korpela 2014), a systematic literature review
found that evidence of responsible innovation in business was scarce (Lubberink et al. 2017).
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Hence, questions remain regarding the extent to which the RRI initiative has sufficient specificity,
adoption, power and scope to effectively influence anthropogenic risk creation across all social,
economic and commercial contexts.

6. Some limitations of MARC

While MARC provides a descriptive overview of the general anthropogenic risk creation process,
the simplified conceptual nature of the model does lead to some limitations that should be
noted. First, because MARC is descriptive rather than prescriptive, it does not provide explicit sol-
utions or risk management guidance. Nonetheless, it does explicate the stages as which risk
emerges and manifests and, therefore, draws attention to the need for more care, analysis and
oversight at specific stages during innovation. Second, because MARC provides a generic repre-
sentation of the risk creation process, it does not feature detailed descriptions of the different
and nuanced processes that may occur at each stage within different contexts. For example, the
model refers to processes such as risk identification and risk management, but it does not
describe what these entail nor does to elucidate how variations in the effectiveness of these
processes might affect the probability of the adverse outcome. As a case in point, when risks are
identified with medicinal drugs, the risk management response from the pharmaceutical industry
is often heavily guided by government regulations, but when environmental risks are identified,
the risk management responses are often piecemeal and delayed due to epistemic uncertainties
and contentions surrounding cause-effect relationships and attribution of liability (Kitcher 2010).
Hence, anthropogenic risk creation and its management may vary to some degree between sit-
uations, but the specific details underlying these contextual variations may not always be fully
captured by MARC. Nonetheless, more detailed accounts of some of these processes can be
found in other publications and frameworks (e.g. SARF as a model of risk communication:
Kasperson et al. 1988).

Third, although the structure of MARC implies that the various stages naturally flow in a
chronological order, there may be occasions when the stages do not follow in this order and are
realized at different times across different contexts. For instance, it could be inferred that MARC
depicts the ‘reliance/dependence’ stage as occurring at the same time as the ‘inadvertent risk’
stage. While it is highly plausible that these two stages could occur at roughly the same time, it
is also possible that one of these stages could occur long before or after the other. One example
of the two stages not occurring at similar times is the anthropogenic creation of health and
environmental risks from burning fossil fuels. Arguably, the reliance/dependence (i.e. addiction)
phase occurred many decades before evidence emerged of the harmful effects that burning fos-
sil fuels has on living organisms and the natural environment. Fourth, as mentioned earlier,
MARC only models the accidental creation of risk and, therefore, does not capture the special
case of ‘deliberate risk creation’. Indeed, there may be several benefits to separately modelling
the process of intentional risk creation. Nonetheless, MARC may still have some applications for
this particular type of risk because deliberate risk creation can result in the existence of technolo-
gies that still inadvertently pose secondary risks. For example, many weapons of war have mal-
functioned/could malfunction in host territories leading to multiple accidental deaths or have
been/could be acquired by ‘enemies’ to harm the creators and their allies (Cook 2017;
Schlosser 2013).

Finally, as with all novel models and frameworks, the accuracy of MARC’s conceptual and
structural assertions require empirical assessment. Irrespective of whether such evaluations pro-
duce evidence that supports or contradicts some aspects of the model, this should generate
epistemological advancements and help to stimulate important critical debate about the extent
to which anthropogenic risk creation is understood and could be better prevented and/
or managed.

JOURNAL OF RISK RESEARCH 229



7. Future research directions

Future research is required that specifically focuses on each of the key risk creation stages that
are highlighted in MARC. First, specific research is needed on the socio-psychological (e.g. group-
think, risky-shift, obedience to authority) and psychological processes (e.g. motivational bias,
focalism, over-commitment, overconfidence, confirmation bias) that may take place during innov-
ation and invention processes (Bazerman and Moore 1994). The aim of this research should be
to identify the extent to which these processes contribute to the inadvertent creation and poten-
tial neglect of risk and to determine the extent to which these processes manifest because the
innovators are motivated or distracted by perceived benefits. In particular, the study of the risk
and benefit perceptions of researchers, scientists, innovators and inventors as they conceive,
develop, create and promote new technologies and services may prove fruitful. We suggest that
those involved in the innovation and production/dissemination processes may become so
intently focused on the merits, rewards and kudos of resolving immediate problems and/or satis-
fying pressing wants and needs that their risk perceptions may be poorly formed, suppressed or
overridden by their benefit perceptions (Hanoch, Rolison, and Freund 2019). Indeed, extant stud-
ies show that perceptions of risks and benefits are often inversely related, leading to the belief
that technologies that are high in benefits are low in risk (Alhakami and Slovic 1994; Finucane
et al. 2000; Fischhoff et al. 1978; Slovic et al. 1991). However, these findings were from samples
of the general population, rather than from those engaged in the practical process of techno-
logical innovation. Indeed, among innovators and commercial actors, one might even observe a
higher level of inversion between risk and benefit perceptions because the potential for realizing
far-reaching benefits is particularly high and, therefore, the potential to have suppressed or ill-
developed perceptions of the risk may be much greater. Relatedly, researchers might aim to
examine how to increase the incentives for risk identification and decrease the incentives for
benefit realization during research, innovation and invention processes. Just as innovators can be
driven by intrinsic objectives and extrinsic goals to resolve problems and achieve beneficial out-
comes (see above), researchers might assess the influence of providing rewards to equal value
for risk identification, reduction and management.

Second, research examining how social and cultural dynamics influence risk-taking and risk
creation during innovation and invention processes could also prove highly valuable. As a start-
ing point, this research could be guided by the extant literature on ‘man-made disasters’. For
example, Perrow’s normal accidents theory and Turner’s model of man-made disasters both sug-
gest that that specific ‘man-made’ disasters (e.g. Chernobyl, Challenger) have inadvertently mani-
fested from social, cultural and technological interactions during operational processes (Perrow
2011; Turner 1978; Turner and Pidgeon 1997). Hence, researchers could examine how such inter-
actions during innovation and invention processes might contribute to the anthropogenic cre-
ation of risk. One cautionary observation is that there may be limits to the extent to which
extant theories of ‘man-made’ disasters can accurately guide future research on the broader issue
of anthropogenic risk creation. This is because, unlike ‘man-made disasters’, which are a single
sub-set of anthropogenic risks, the broader category of anthropogenic risks also includes those
risks that are geographically, temporally and systemically dispersed, where responsibility for their
creation and management is typically more contentious and widespread, and where specific
adverse outcomes may be harder to foresee (Renn 2016).

Third, greater focus, debate and research is needed on risk governance and regulation in
innovation and invention processes. For example, businesses have been one of the central social
actors in facilitating and promoting consumption behaviors that have inadvertently created sub-
stantial risk to the natural environment. However, there seems to be low levels of formal expect-
ations and regulations placed upon businesses to address the issue of future risk creation and
there seems to be little accountability for risk creation or subsequent risk management by busi-
nesses (Halme and Korpela 2014; Lubberink et al. 2017). Better understanding might provide
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insights into ensuring businesses create less risk and play a greater role in risk management.
One way to achieve this might be to extend the remit and reach of RRI so that it applies to com-
mercial actors and to ensure that breach of the RRI guidance results in some form of account-
ability and/or legal redress. However, while it may be prudent to place greater legal
requirements on all risk creators to take responsibility for managing the risk(s) that they create
and perpetuate, a careful balance may be required to ensure innovation and invention processes
do not become stifled. Strict and onerous requirements could lead to the avoidance of important
innovative, entrepreneurial and adaptive actions.

Fourth, it is intended that MARC is of generic relevance to all risk types. Consequently, MARC
does not necessary represent the nuanced processes that may be evident for specific types of
risk. For example, existential risks (cf. non-existential risks) are considered to have several unique
characteristics (e.g. no scope for trial-and-error, mitigation is a global public good) that could
make traditional risk management approaches ineffective (Bostrom 2002, 2013; Leslie 1996; Sears
2020). Because MARC is not specific to such individual risk types, it does not necessarily repre-
sent the full complexity of each risk creation and management process. Hence, future work in
this field might focus on developing variants of MARC that are tailored to specific risks. Such var-
iants could provide those involved in innovation and risk management processes with more
detailed insights into the potential pathways that can increase or decrease certain risk types.

A final observation based on past instances of anthropogenic risk creation is that much can
be gained from aiming to achieve an early consensus on the existence of the risk and the
anthropogenic source. As was shown in the case of CFCs contributing to ozone depletion, early
identification and attribution for the risk was central to swift remedial action. Whereas in the
case of climate change, epistemic uncertainty about the existence of the risk and its anthropo-
genic sources have resulted in sluggish global risk management actions. Hence, while early
investment in risk identification and assessment might be costly, its capacity to help achieve an
early consensus may prove to be a sound investment in the long-run. However, in the absence
of an early consensus, adopting the precautionary approach/principle until the controversies and
uncertainties are resolved - while not assuming that the adoption of the precautionary principle
adds any weight to the existence of the risk – could prove wise (Foster, Vecchia, and Repacholi
2000). Indeed, this would give risk analyst and other relevant stakeholders time to work towards
sound risk assessments that can inform judgments about what and how risk management
resources should be allocated.

8. Conclusions

During this century, individuals, communities, societies and governments will probably spend a
large portion of their time, energy and resources working to manage risks that have an
anthropogenic source. To ensure that humanity can move into a future in which the volume and
severity of such risks starts to decrease and in which there is less expenditure on remedial
actions, a better understanding is needed of the processes that are involved in anthropogenic
risk creation. MARC provides a starting point for developing this understanding by promoting
reflection, discussion, research and assessment of the innovation and invention processes that
humans undertake with intention of achieving positive outcomes. Hence, it is hoped that MARC
can play a small role in creating a future with less risks and more benefits.
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