
 

 

Wall Permeability Estimation in 
Automotive Particulate Filters 

Samuels, C., Holtzman, R., Benjamin, S., Aleksandrova, S., 
Watling, T. C. & Medina, H 

Author post-print (accepted) deposited by Coventry University’s Repository 
 
Original citation & hyperlink:  

Samuels, C, Holtzman, R, Benjamin, S, Aleksandrova, S, Watling, TC & Medina, H 
2023, 'Wall Permeability Estimation in Automotive Particulate Filters', SAE Technical 
Papers. https://doi.org/10.4271/2023-24-0110 
 

DOI 10.4271/2023-24-0110 
ISSN 0148-7191 
ESSN 0096-5170 
 
Publisher: SAE International 
 
Copyright © and Moral Rights are retained by the author(s) and/ or other copyright 
owners. A copy can be downloaded for personal non-commercial research or study, 
without prior permission or charge. This item cannot be reproduced or quoted extensively 
from without first obtaining permission in writing from the copyright holder(s). The 
content must not be changed in any way or sold commercially in any format or medium 
without the formal permission of the copyright holders.  
 
This document is the author’s post-print version, incorporating any revisions agreed during 
the peer-review process. Some differences between the published version and this version 
may remain and you are advised to consult the published version if you wish to cite from 
it.  
 

https://doi.org/10.4271/2023-24-0110


2023-24-0110 Published 28 Aug 2023

Wall Permeability Estimation in Automotive 
Particulate Filters
Callum Samuels, Ran Holtzman, and Stephen Benjamin Coventry University

Svetlana Aleksandrova University of Leicester

Timothy C. Watling Johnson Matthey

Humberto Medina University of Nottingham

Citation: Samuels, C., Holtzman, R., Benjamin, S., Aleksandrova, S. et al., “Wall Permeability Estimation in Automotive Particulate 
Filters,” SAE Technical Paper 2023-24-0110, 2023, doi:10.4271/2023-24-0110.

Abstract

Porous wall permeability is one of the most critical 
factors for the estimation of backpressure, a key perfor-
mance indicator in automotive particulate filters. 

Current experimental and analytical filter models could 
be calibrated to predict the permeability of a speci"c "lter. 
However, they fail to provide a reliable estimation for the 
dependence of the permeability on key parameters such as 
wall porosity and pore size.

#is study presents a novel methodology for experimen-
tally determining the permeability of "lter walls. #e results 
from four substrates with di$erent porosities and pore sizes 
are compared with several popular permeability estimation 
methods (experimental and analytical), and their validity for 

this application is assessed. It is shown that none of the 
assessed methods predict all permeability trends for all 
substrates, for cold or hot %ow, indicating that other wall prop-
erties besides porosity and pore size are important.

#e hot %ow test results show an increase in permeability 
with temperature, which is attributed to the e$ects associated 
with slip-%ow. It is shown that the slip-e$ect magnitude also 
varies with the "lter wall properties. Existing models that 
account for the e$ect of slip are assessed and are shown to 
underpredict the e$ect considerably for all four substrates. 
#is is important for the prediction of through-wall losses in 
applications where permeability increase with temperature is 
a desirable e$ect. Further investigation is needed to consider 
the e$ect of the high temperatures in exhaust applications.

Introduction

The arrival of the Euro 7 emissions standard [1] is leading 
automotive manufacturers to match increasingly strin-
gent emissions targets with increasingly e&cient and 

complex emission control systems. While engine design can 
play a big role (for example exhaust gas recirculation, direct 
fuel injection, etc.), the exhaust gas a'er-treatment devices 
also play a crucial role [2,3].

A'er-treatment devices, such as particulate "lters, for 
gasoline or diesel engines (GPF/DPF), can achieve high-e&-
ciency levels of particulate "ltration, however, they also create 
additional backpressure in the exhaust system that can nega-
tively impact engine performance [4, 5, 6, 7]. For this reason, 
e&cient and accurate backpressure and "ltration prediction 
models are required to estimate the backpressure and to 
manage the trade-o$ between unwanted pressure losses and 
"ltration e&ciency.

One of the most prevalent contributions to the backpres-
sure in particulate "lters is the permeation of exhaust gases 

through the porous "lter walls [6, 8, 9, 10]. As the gas travels 
through the irregular pore structures, the particulate matter 
is "ltered and collected [8, 11, 12]. Depending on the "lter 
geometry and mass %ow rate (MFR), the pressure losses 
through the porous wall can contribute around 30% to 70% 
of the total pressure loss [13, 14]. Note that the clean "lter 
pressure drop is a considerable part of the wall loss contribu-
tion [8, 13]. #e clean-wall permeability is an important 
parameter characterising how easily gas passes through the 
"lter wall; from it the pressure drop across the wall can 
be  predicted as a function of through-wall gas velocity, 
temperature, and f luid viscosity. During operation, the 
pressure drop across the "lter is a$ected by the presence of 
soot and ash, which may be present either as a separate layer 
lying on top of the "lter wall and/or within the wall itself, 
altering its permeability. In either case, the knowledge of the 
clean-wall permeability is required for predicting backpres-
sure across a soot- and/or ash-loaded "lter. Moreover, in GPFs 
the soot layer is much thinner than it is in DPFs due to passive 
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regeneration, and therefore its contribution to the wall perme-
ability is much less important [8].

To predict the %ow losses through the porous wall, the 
well-established Darcy’s Law [15] is usually used. #e law 
applies to viscous laminar %ow only; however, for higher 
velocity %ows the non-linear Forchheimer extension [16] can 
be used to account for inertial e$ects. #e law states that the 
pressure drop is inversely proportional to the permeability of 
the medium, k, therefore a correct estimate of the through-
wall losses relies heavily on the value of k [6]. #e wall perme-
ability is property of the "lter wall, and therefore, once known, 
can be used for the design of "lters with di$erent sizes and 
wall geometry. The clean filter wall permeability allows 
pressure drop across the "lter wall to be predicted as a function 
of %ow rate and temperature. Four of the most common 
methods for the estimation of k include experimental curve 
f itting, analytical expressions, wafer studies, and 
computational techniques.

Experimental curve "tting is the most common approach 
for permeability estimation. It involves "tting a linear or 
quadratic curve to experimental pressure drop data from full-
size "lters or cores to determine a suitable value for k, and, if 
included, the Forchheimer coe&cient, β [5, 6, 17, 18, 19, 20]. 
However, there is a potential here to under/overestimate the 
k values due to the di&culty in isolating the through-wall 
losses from other contributions present when testing cores/
full-size "lters (e.g., frictional losses along the channels, 
contraction/expansion losses).

Without experimental data, an alternative method is to 
use analytical models to evaluate k [9, 21]. However, these are 
not very accurate when applied to "lter wall media. #is is 
evident from the comparison made by Sprouse et al. [21], 
where four commonly used expressions were shown to result 
in, at least, a 50% error in the overall backpressure prediction 
for "lters. Most empirically derived expressions [22] were 
developed for packed beds of particles or "bres so for use with 
consolidated media, such as "lter material, a level of error is 
induced. Common theoretically derived expressions [22] are 
based on conduit f low and therefore idealise the porous 
medium as a bundle of capillaries, thus reducing the accuracy. 
In addition, the analytical models are mostly a function of 
porosity and a characteristic dimension of the particle or the 
conduit. For "lters, di$erent de"nitions of the characteristic 
dimension are used [5], adding another layer of uncertainty.

Numerous published works have studied wafer sections 
cut from full-size "lters [23, 24, 25, 26, 27]. In wafer experi-
ments, only the through-wall losses are present, so the experi-
ments can be used to understand the permeability properties 
and the e$ects of soot/ash loading. By measuring the pressure 
drop across a wafer sample and using Darcy’s law, one can 
calculate the permeability with reasonable accuracy. In [24, 
25, 26, 27] the focus is on the collection e&ciency of a cordi-
erite section representative of DPF channel walls. #e wafer 
section is nearly 1mm in thickness, almost three times thicker 
than the wafers obtained from GPFs and those used in this 
study. Viswanathan et al. [24] and Wirojsakunchai et al. [25] 
use the same experimental setup, which has a contraction and 
expansion section before and a'er the wafer sample, thus 
adding a non-linear term to the pressure drop equation. #is 
means the permeability and the contraction/expansion 

coe&cient are calculated by curve "tting, introducing the 
same level of uncertainty present in core/full-size "lter test 
data curve "tting. Wafers in [26] are used to study the impact 
of gas velocity on transient soot loading. Any estimation of 
permeability is not documented. Kamp et al. [27] investigate 
the e$ect of ash loading on the permeability of wafers by using 
image-based direct numerical simulation (DNS). #e devel-
oped model predicted clean and ash-loaded wafer permea-
bility within 20% of the measured values.

Other published works [28, 29, 30] have utilised imaging/
tomography-based techniques to reconstruct a pore-scale 3D 
geometry for numerical simulations. A permeability can then 
be found by using the Darcy-Forchheimer law with simulated 
pressure drop results. #e main drawback of this method is 
the experimental and computational expense in both the 
reconstruction and CFD (computational %uid dynamics) 
simulation. #e model from Jaganathan et al. [28] has been 
developed for "brous materials and shows a good agreement 
with "brous analytical models and the narrow range of experi-
mental data used. #e model from Petrasch et al. [29] has been 
developed for a reticulate porous ceramic; however, its perfor-
mance is not assessed against experimental data. #e author 
uses the simulated value for k as the “exact” value, and a 
comparison with thirteen analytical models is made. Of those 
available to "lter modellers, without knowledge of local pore 
properties, the Carman-Kozeny [22] model performs best but 
underpredicts values by 15.08%. #e model from Kočí et al. 
[30] has been developed for coated automotive particulate 
"lters. Using X-ray tomography, a 3D pore-scale reconstruc-
tion is created, and coupled with CFD to analyse the e$ects 
of a catalyst washcoat in, and on the channel walls, on the 
permeability and %ow characteristics. #e model presents a 
powerful tool for understanding macroscopic %ow properties; 
however, without experimental validation, it can only 
be used qualitatively.

Most of the existing permeability measurements have 
been performed for cold %ow [5, 6, 9]. However, at gas tempera-
tures characteristic of exhaust systems, gas rare"cation and 
thus the so-called slip-effect may become important. 
Aleksandrova et al. [23] utilised a hot %ow rig to study the 
slip-e$ect. Darcy’s law was used to "nd wafer permeability at 
di$erent temperatures. It has been shown that the permea-
bility increases by up to 30% at 450oC compared to the cold 
%ow. While this e$ect is alluded to in some papers and models 
[6, 17, 19, 20], its in%uence is mostly neglected.

Due to the experimental, and computational expense of 
wafer or tomography-based estimation methods, it is no 
surprise that most backpressure prediction models opt for 
curve "tting or use analytical models when estimating k. #e 
validity of these methods for automotive particulate "lters 
has not been extensively assessed in the literature, and a 
comparison of di$erent "lter properties against these methods 
would give valuable insight into their performance for a wide 
range of applications.

#erefore, the present paper aims to use an experimental 
%ow rig with wafer sections to establish a better understanding 
of the factors in%uencing "lter wall permeability such as the 
medium and %uid properties. Using four di$erent "lters with 
di$erent porous wall properties (porosity and mean pore size) 
the e$ect of these wall properties on the permeability is 
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investigated. #is allows the popular k estimation methods 
and their validity for this application to be  assessed. By 
measuring f low losses through filter wafers at different 
temperatures, the magnitude of the slip-e$ect for di$erent 
"lters is also estimated and is shown to vary with the wall 
properties. #is is important for the prediction of through-
wall losses in applications where permeability increase with 
temperature is a desirable e$ect. Understanding its magnitude 
and link to the "lter properties will enable the development 
of more accurate models for "lter design.

Methodology

Sample Preparation
To assess the e$ect of the substrate properties (porosity, pore 
size, wall thickness) on the permeability, the wafer samples 
for this study were taken from four di$erent substrates made 
of two di$erent materials with varying physical properties 
(Table 1). All four of the substrates used were uncoated, clean 
substrates, sourced directly from the manufacturer, and were 
thus clean/free of external impurities or channel blockages. 
Care has been taken during wafer and core sample preparation 
to minimise potential blockage of the pores (cutting performed 
next to an extractor fan).

Note that the values given in Table 1 are the nominal 
values provided by the manufacturers, and the substrates may 
have a range of Mean Pore Size (MPS) and porosity (ϵ) values 
throughout the part, as well as variations between 
di$erent batches.

#e test samples are rectangular-shaped wafers of one 
wall thickness (≈0.3mm) cut from full-size substrates using 
a piercing saw. A'er cutting, the wafers were sealed into 
sample holders consisting of high-temperature ceramic 
gaskets (Fig 1). A ring of copper silicon sealant was used on 
both sides of the wafer to ensure a seal and prevent movement 
in the sample holders across the range of temperatures tested. 
#e open area of the wafer presented to the %ow is circular 
and 50mm in diameter.

A key challenge during the sample preparation stage 
regards the ridges that were le' on the wafer from the orthog-
onal walls (visible in Fig. 1). A %at metal blade was used to 
remove the ridges on one side of the wafer before cutting it 
from the substrate. Time and care were taken to cut as close 
to the wall as to reduce the height of the ridges remaining on 
the other side. While one side of the wafer was %at (the side 
where the ridges were removed), the other side still had some 
small visible ridges (Fig. 1). #e height of the ridges varied 

between 0-2 wall thicknesses. Most attempts to remove them 
from a wafer already detached from a full-size substrate would 
end in the wafer cracking or breaking completely.

Experimental Setup
A %ow rig (Fig. 2) incorporating a 32-kW electric heater was 
used for wafer testing. Depending on the design of the engine 
(e.g. displacement, fuel, etc.), the operating conditions, and 
the distance between the "lter and the exhaust ports, the 
temperatures of exhaust gases in the "lter can be anywhere 
between 250-900oC [31]. #e maximum temperature through 
the wafer achieved in this study was 400oC.

As well as quite a broad range of temperatures, the %ow 
rates through the "lter wall during operation cover a wide 
range (0-0.6m/s) [31]. #e setup used here can achieve mass 
%ow rates up to 1g/s, corresponding to mean wall velocities 

TABLE 1 Properties of substrates used in this study.

# Material
Mean Pore 
Size (μm) Porosity (%) Wall Thickness (mm)

1 X 15 49 0.33
2 Y 18 65 0.305
3 X 17.5 59 0.305
4 Y 13 52 0.305

 FIGURE 1  High-temperature ceramic sample holders and 
wafer sample.

 FIGURE 2  Schematic diagram of flow rig.
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up to 0.5m/s at 25oC. #e small mass %ow rates through the 
wafers were achieved with a bleed valve upstream of the 
sample section (Fig. 2). An ori"ce plate with a Pitot tube was 
calibrated using a viscous %ow meter (VFM), supplied with 
compressed air for reference. #e VFM error is estimated to 
be around 3%-4% at MFR up to 10 g/s. #e Pitot tube is used 
with a micromanometer of accuracy +/-0.25% of the reading 
and a resolution of 0.001 Pa.

#e pressure di$erential across the wafer is measured 
with a digital manometer with an accuracy within 0.3% of the 
reading and a resolution of 1Pa using four pressure tappings 
spaced azimuthally around the pipe, 50mm upstream and 
downstream of the test section. For hot %ow tests, two K-type 
thermocouples were positioned 32mm upstream and down-
stream of the wafer. #ermal equilibrium was considered 
achieved when temperature %uctuations were less than 1oC 
over the 5 minutes before measurements were recorded. To 
estimate the viscosity, density, and wall velocity at the wafer, 
the variation between upstream and downstream temperature 
values was assumed linear, and thus the average value was 
used. For cold %ow the up/downstream temperature di$erence 
was negligible. However, for hot %ow, the di$erence between 
upstream and downstream measurements was up to 40oC 
at 400oC.

Readings were sampled at a rate of 0.2s for 5 seconds and 
averaged for each measurement point.

Permeability Estimation
Using Darcy’s law:

 !P
k

wUw" # , (1)

one can determine permeability at each measurement 
point. Here, Uw is the super"cial wall velocity (m/s), w is the 
thickness of the wall (m), ΔP is the pressure di$erence (Pa) 
across the wafer, and μ is the viscosity of the air (Pa.s) calcu-
lated using Sutherland's law [32]:
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Here, μ0 = 1.849 × 10−5Pa. s is the viscosity at T0 = 25oC. 
T is the average temperature calculated from the upstream 
and downstream thermocouple measurements.

Results
Figure 3 shows the pressure drop against the mean super"cial 
through-wall velocity at room temperature (≈25°C). As the 
substrate walls have di$erent thicknesses, the pressure drop 
has been divided by the wall thickness, so the y-axis has units 
of Pa/mm. For each substrate, at least four wafer samples were 
used, and measurements were taken going up and down the 
%ow rate range. #e maximum deviation from the mean 
values is less than 12% for wall velocities above 0.15 m/s. At 

%ow velocities below 0.15m/s, the error is higher due to the 
sensitivity of the manometers.

#e four substrates used in this study are compared with 
the results in [23], where authors used a similar experimental 
setup and a single substrate made from cordierite.

Figure 4 shows the permeability calculated for each 
measurement point for substrate #2 using Eq. 1. #e mean of 
these values gives a value for permeability, k1. However, for 
wall velocities below 0.15m/s, the values of k are lower, while 
above that velocity the values seem to converge to a single 
value. #is is attributed to the higher uncertainty of the 
measurement technique at low mass %ow rates. For this reason, 
taking the average of the permeability for wall velocities above 
0.15m/s yields a more representative permeability k2. While 
Figure 4 shows data for substrate #2 only, a similar trend was 
observed for all substrates (Fig. 5).

Figure 5 shows the permeability at all points for all 
substrates divided by their corresponding k2 value. It is clear 
for all substrates that for wall velocities above 0.15m/s, there 
is convergence to the k2 value. #erefore, in the rest of this 
study the k2 value, which di$ers from k1 by around 5%, 
is used.

 FIGURE 3  Cold flow test results comparing di"erent 
substrates as well as results from [23].

 FIGURE 4  Permeability from cold flow tests for 
substrate #2.
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#e cold %ow permeability measured for each substrate 
is tabulated below:

An important observation from Fig. 3 is the linearity of 
the plot. #is suggests that the Forchheimer losses are negli-
gible for the parameters and substrates used in these tests. As 
an additional indicator, Dullien [22] suggests a pore Reynolds 
number (Eq. 3) of less than 1 indicates laminar %ow and negli-
gible Forchheimer e$ects:

 Rep
wU k!
"

 (3)

Here, ν is the kinematic viscosity (μ/ρ).
In the current study, the maximum value for Rep is 

approximately 0.03, con"rming that the %ow is laminar, as 
well as the validity of Darcy’s law and negligible inertial e$ects.

E!ect of Ridges
#e in%uence of the ridges on the accuracy of permeability 
measurements has been investigated numerically in [23], 
where it has been suggested that the %ow contracts and enters 
the ridges at the side. A correction factor (Eq. 4) was suggested, 
which adjusted the permeability by up to 10%.
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Here, a is the cell pitch, and dh is the hydraulic diameter 
of the channel.

However, the study [23] only considered one type of 
uncoated monolith, and thus care should be taken in extrapo-
lating the results to monoliths with di$erent properties and 
permeabilities. To investigate this further, two additional 
types of samples were tested. #e "rst set was prepared as 
above to reduce the height of the ridges, while the second set 
was prepared to leave the ridges on the wafer (see Fig. 6).

Due to time limitations only substrates #1 and #4 were 
tested in the ridges study.

Figure 7 shows the results from the tests for substrate #4 
for ridged, clean, and normally prepared wafer samples. Each 
sample was tested twice alternating the side of the wafer 
presented to the %ow. For this substrate, it was found that the 
variation in results was similar in magnitude (less than 5%) 
to the spread of data for normally prepared wafers. #e ridged 
and clean wafers performed the same as the normally prepared 
wafers, and thus the e$ect of the ridges could be  ignored. 
Figure 8 depicts similar results for substrate #1 which again 
shows no clear correlation that the ridged or clean wafers 
behave di$erently beyond the variation found in the normally 
prepared wafers (less than 8%). It is estimated for a large varia-
tion in the data, up to 10%, there can be around a 4.5% e$ect 
on the permeability determined and thus, the e$ect of the 
ridges can be mitigated by testing a larger number of wafers 
from each substrate (prepared normally) and taking 
the average.

TABLE 2 Cold flow permeability values for substrates in 
this study.

Substrate # Permeability (m2)
1 1.53x10-12

2 3.41x10-12

3 4.18x10-12

4 1.54x10-12

 FIGURE 5  Permeability divided by k2 for all substrates.

 FIGURE 6  Ridged wafers (A and B) and clean wafers (C 
and D).

 FIGURE 7  Pressure drop results from ridges study for 
substrate #4.
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Comparison with Permeability 
Derived from Core Testing
A common method to calculate a value of k is by "tting the 
model to experimental data from cores or full-size "lters [5, 
6, 17, 18, 19, 20]. For example, Konstandopoulos et al. [6, 8] 
use the experimental data from pressure drop measurements 
from a full-size particulate "lter %owed with air at room 
temperature. To investigate the accuracy of this method the 
%ow rig was adapted to measure the pressure drop across 
50mm diameter cores cut from full-size "lters. Only substrates 
#2 and #3 were chosen for this study due to time limitations. 
#e experimental results were then used to estimate a perme-
ability which is compared with the values obtained from 
wafer measurements.

Two approaches are used here. In the "rst approach, both 
frictional and contraction/expansion losses are assumed to 
be known. #e frictional losses are estimated from Eq. 5, and 
contraction/expansion losses are estimated from Eq. 6:

 !P FL
d

Ufriction
h

" 2
3 2
#  (5)

 !P Ucontr expan/ "# $
2

2 (6)

Here, U is the mean velocity at the inlet channel entrance, 
μ is the viscosity calculated using Sutherland’s Law (Eq. 2), 
F = 28.454 is the viscous loss coe&cient for a square cross-
section duct (see [33]), L is the length of the core, dh is the cell 
hydraulic diameter, and ζ is the contraction/expansion coef-
"cient calculated using the Borda-Carnot equation [34]:
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Note that Eq. 5 approximates the one-dimensional 
pressure loss model derived in [8].

#ese estimates are subtracted from the total pressure 
drop to give ΔP′:

 ! ! ! ! !" # $ $ $P P P P Pcore friction contr expan (9)
#en linear "tting is used to determine k:

 ! " # $ #P U k d w
L

h% &
% 4

 (10)

In the second approach, only the frictional losses de"ned 
by Eq. 5 are subtracted from the total pressure drop to give ΔP′′:

 ! ! !"" # $P P Pcore friction (11)
A quadratic curve with two coe&cients α and β is "tted 

to the resulting pressure drop, and used to derive a permea-
bility, k, and a single inertial coe&cient, ζ, representing the 
contraction and expansion losses upstream and downstream 
of the "lter channels:

 ! "" # $ % #P U U& ' ( '
)

2 2  (12)

Figure 9 shows the linear "t of the core data from both 
substrates. To ensure that any inertial e$ects were negligible, 
the "tting was done at the lower velocity range (up to a channel 
Reynolds number, Re = ρUdh/μ, of around 700). #e estimated 
permeability for substrate #3 (Table 3) is 26 times smaller than 
the value measured with wafers. For substrate #2 the value is 
around 13 times smaller.

 FIGURE 8  Pressure drop results from ridges study for 
substrate #1.

 FIGURE 9  Curve fitting to obtain k from core data for 
substrates #2 and #3 using linear fitting.

TABLE 3 Comparison of permeability and inertial coe#cient 
derived from core data with measured permeability 
from wafers.

Substrate #2 #3
k (m2) ζ k (m2) ζ

Wafers 3.41x10-12 - 4.18x10-12 -
Linear 2.63x10-13 - 1.62x10-13 -
Quadratic 7.13x10-13 6.4 3.19x10-13 9.02
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For ΔP′′ a quadratic curve mostly captures the pressure 
drop trend (Fig 10) and provides more accurate results when 
compared with the permeability measured with wafers. 
However, there is still considerable error. For Substrate #2 this 
error was about 52%, while for substrate #3 the predicted value 
was out by over one order of magnitude.

As discussed in the introduction, the di$erence between 
the predicted permeability values from cores and wafers is 
attributed to the accumulation of uncertainties from the esti-
mation of frictional and inertial pressure losses in core testing. 
#e linear "tting of pressure drop data (Fig. 9) assumes that 
all inertial losses come from contraction and expansion, and 
that these losses can be reliably estimated using Borda-Carnot 
or a similar expression. However, there is no single accurate 
expression for contraction/expansion losses in the laminar 
regime [13]. Moreover, there is likely to be  a non-linear 
coupling between the di$erent pressure loss contributions. 
#is is con"rmed by the fact that using quadratic "tting results 
in di$erent values for the inertial coe&cient depending on 
the Reynolds number range used for "tting. For example, 
using a Reynolds number up to 2000 gives ζ = 7.23, while using 
a Reynolds number up to 1000 gives ζ = 4.77. If only contrac-
tion/expansion losses were responsible for the inertial e$ects, 
these coe&cients should be closer in magnitude.

Due to the larger contribution of the frictional losses 
compared to the inertial losses, the accuracy of the friction 
loss model is even more important. #e model used here (Eq. 
5) is adopted from [8] and is based on several assumptions 
that may or may not be valid for the current con"guration. 
Additionally, it assumes the pressure loss contributions can 
be de-coupled.

Finally, the core "tting method assumes that the %ow and 
pressure losses are the same in all the "lter channels. #is does 
not account for variations throughout the "lter of channel 
geometry, plug length, or blocked channels on the periphery 
of the core.

In summary, the core testing method relies heavily on 
several assumptions and parameters. Eliminating these by 
testing wafer samples results in increased accuracy of the 
permeability predictions – potentially by an order of magni-
tude (Table 3). According to the core testing results, substrate 
#2 has a higher permeability than substrate #3. However, the 

results from wafer testing and trends from existing correla-
tions (see Fig. 11) suggest that substrate #3 should be the more 
permeable of the two.

Comparison with Permeability 
Estimations from Analytical 
Models
#e literature surrounding %ow through porous media is vast 
due to its applicability in many industries. A range of analyt-
ical models for permeability estimation have been proposed 
by numerous authors for various applications. The most 
common ones are discussed here.

#e model which o'en gets the most attention is the theo-
retically derived Kozeny-Carman equation [35, 36]. It relies 
on a few assumptions. Firstly, the porous medium is made up 
of conduits that can be complex in cross-section but have, on 
average, a constant area. #e %ow through the conduits is 
laminar and can be  described by a modi"ed Poiseuille’s 
equation using the ‘hydraulic radius’ to generalize the bulk 
%ow through the medium. Upon comparison with Darcy’s 
law, k can be expressed in terms of the hydraulic radius, RH. 
#e "nal assumption is for the computation of RH. Carman 
considered beds of packed spheres and expressed k in terms 
of the porosity, ϵ, and the sphere/particle diameter, dp:

 k
k

d
k

p!
"# $
�

�

3

2
2

1
 (13)

Here, kk is termed the ‘Kozeny constant’ and for uniform 
spherical particles is equal to 72. In Carman’s later work [37] 
this value was adjusted based on experimental data, to 180, 
and again by Ergun [38] to 150. Due to the limitations of 
packed beds of spheres, many authors have since suggested 
values or corrections for kk based on the experimental data 
from a plethora of porous materials. A review of these can 

 FIGURE 10  Curve fitting to obtain k from core data for 
substrates #2 and #3 using quadratic fitting.

 FIGURE 11  Non-dimensional measured permeability vs 
porosity with analytical expressions Eqs. (13-16).
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be found in [39] where it is clear the range is considerably wide 
(54 - 180).

#e next two models are empirically derived. Rumpf & 
Gupte [40] proposed a correlation (Eq. 14) based on experi-
ments with packed beds of spherical particles of various sizes. 
A relatively wide porosity range of 35% to 70% is achieved 
using monodispersed spherical particles.

 k DRumpf p �
5 5

2
2

5 6

.

.
 (14)

Here, Dp2 is the diameter of the spheres with average 
surface area.

In contrast to the above models, the model proposed by 
Davies et al. [22] was calibrated for "brous packed beds which 
are, arguably, more akin to "lter material than particle beds:

 k d
Davies

f!
"# $ % "# $# $

2

3
2

364 1 1 56 1� �
 (15)

Here df is the diameter of a "bre.
The final model considered here was proposed by 

Kuwabara et al. [42]. Using Stokes’ law the medium is consid-
ered to consist of randomly parallel-arranged cylinders or 
spheres and the permeability is expressed as:

 k lKuwa ch! "
# #$ % # # #$ %

#
2
9

2 1 8 1 0 2 1
1

1
3

2
2. .� � �

�
 (16)

Here, lch is the characteristic length scale which presents 
a common problem when applying any of these models to 
"lters. #e expression has been tested up to a porosity of 84% 
and is shown to perform well.

For unconsolidated media, such as packed spheres, or 
cylinder and sphere arrangements, the characteristic dimen-
sions (dp, df, lch) are known, and perhaps controlled. For 
consolidated media (such as "lters) they are not, and esti-
mating this dimension is error-inducing. In most automotive 
applications, only the mean pore size is readily available. 
Dullien [22] suggests using the characteristic dimension of a 
spherical collector, dc, de"ned as:

 d MPSc !
"# $3 1
2
�
�

 (17)

Note, the factor of 3(1 − ϵ)/2ϵ is equal to 1 when ϵ is equal 
to 0.6. For the porosities of the substrates considered in this 
study (see Table 1), the di$erence between the mean pore size 
and the spherical collector diameter varies between 19% and 
56%, therefore it is important to use the correct length for 
each model used.

To assess the performance of the correlations the non-
dimensional permeability, k dc/ 2 , is plotted vs porosity in 
Figure 11 and compared with the experimental results. Despite 
the many assumptions and idealisations at the core of these 
models, the Rumpf & Gupte model (Eq. 14) performs reason-
ably well for the substrates with material ‘Y’ (#2 and #4) with 
less than 4% error for cold %ow. #e largest error for this 

model, at cold %ow, is for substrates #1 and #3 (material ‘X’) 
which is around 25%. #is suggests that material structure 
and pore distribution are key parameters, and that porosity 
and mean pore size alone may be insu&cient for an accurate 
estimate of permeability for all "lter materials.

It is interesting to note, the best performing correlations 
here are those derived empirically. For example, even the 
Kozeny-Carman equation (Eq. 13) performs best with the 
Kozeny constant, kk=72, adjusted based on experiments (to 
150 by Ergun [38] and to 180 by Carman [37]).

#e values of permeability calculated with the methods 
documented in this study are tabulated in Table 4. #e model 
that performs the best when compared with the wafer 
measurements is the Rumpf & Gupte model (Eq. 14); however, 
for substrate #3, the error is still around 25%.

The associated error with both methods (analytical 
models/Core testing) are attributed to the accumulation of 
assumptions and simpli"cation of the problem. Analytical 
models fail to capture the complexity of the %ow physics and 
pore structures while the core testing method assumes the 
individual contributions to the pressure drop can 
be de-coupled.

Hot Flow Tests
Another observation from Figure 11 is the spread of permeabilities 
for di$erent gas temperatures, suggesting temperature may also 
play a key role. Since the Darcy pressure losses (Eq. 1) increase 
linearly with the wall velocity, the total measured pressure drop 
will increase with temperature for a "xed mass %ow rate.

Non-dimensionalising these results using the Reynolds 
number and the dynamic pressure yields Figure 12. Here, the 
Reynolds number is de"ned using the wafer diameter as the 
length scale (50mm). #e curves do not coincide, suggesting 
that the di$erence is due to another non-dimensional group 
dependent on temperature.

Using the same approach as described for the cold %ow 
to calculate the permeability, one can compare permeability 

TABLE 4 Comparison of cold flow permeability values 
estimated using methods documented in this study.

Permeability, k (m2)
Substrates
1 2 3 4

Experiments
Wafer Tests 1.53x10-12 3.41x10-12 4.18x10-12 1.54x10-12

Core Testing 
method - Linear

- 2.63x10-13 1.62x10-13 -

Core Testing 
method - 
Quadratic

- 7.13x10-13 3.19x10-13 -

Analytical models
Rumpf &  
Gupte [40]

1.94x10-12 3.53x10-12 3.26x10-12 1.59 x10-12

Davies [22] 1.55x10-12 2.04 x10-12 1.96 x10-12 1.13 x10-12

Kozeny [35] 1.38x10-12 2.63 x10-12 2.26 x10-12 1.10 x10-12

Carman [37] 3.45x10-12 6.58x10-12 5.65x10-12 2.74x10-12

Ergun [38] 1.65x10-12 3.16 x10-12 2.71 x10-12 1.32 x10-12
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for di$erent temperatures for all substrates. In Figure 13 the 
permeability is divided by the value of k for cold %ow (around 
25oC) for each substrate, respectively. #e results show that 
the permeability increases with temperature by at least 15% 
at 400oC for all substrates and by around 45% for substrate 
#1. #ese results are consistent with those found in [23].

A possible explanation for this is the e$ect of slip at the 
pore walls. If the mean free path length of the gas molecules 
becomes comparable with the size of the pore, the velocity at 
the wall has a "nite value and thus the no-slip condition 
fails [22].

#e slip-e$ect can be characterised using the Knudsen 
number (Kn), a dimensionless number de"ned as the ratio of 
the molecule's mean free path length (λ) to a representative 
physical length scale (D):

 Kn
D

! "  (18)

#e molecular mean free path, λ, is calculated with Eq. 
19 which involves known parameters including Boltzmann's 
constant, kB, temperature, pressure, and σ2, which is the colli-
sion diameter de"ned by Eq. 20:

 !
"#

$ k T
P

B

2 2  (19)

 
!

" #

2
3
2

2

3
$ mk TB

 
(20)

Here, m is the molecular mass of air (m = 28.971/NA (g) 
with NA = 6.022 × 10-23).

#e length scale, D, in Eq. 18 is de"ned di$erently by 
di$erent authors. In Knudsen’s original work [43] the radius 
of a tube was used as the characteristic dimension. For "lters, 
the spherical collector radius, dc/2, with dc de"ned in Eq 17, 
is used in this study and others [4, 6, 14, 17, 23].

For Knudsen numbers higher than 0.01 the %ow through 
the porous medium is expected to experience the slip-e$ect 
[23]. However, it should be noted that this has an element of 
uncertainty and can thus be used qualitatively rather than 
quantitatively. Plotting permeability against the Knudsen 
number for all substrates (Fig. 14) shows that with this de"-
nition the Knudsen number goes above 0.01, and thus the 
slip %ow regime should be considered. It is also noticeable 
that even for cold %ow which corresponds to the lowest 
Knudsen numbers, there may still be  some level of 
slip-e$ect.

Scaling the permeability values for di$erent substrates 
using the expression:

 K k
k

! "
0

1, (21)

allows us to compare the importance of the slip e$ects 
for the four substrates (Fig. 15). Using linear regression, the 
values for k were extrapolated to Kn = 0 to "nd the no-slip 
permeability, k0.

Substrates #2, #3, and #4 have a similar permeability slope 
for the range of Knudsen numbers considered. Substrate #1 
experiences much higher permeability variation with the 
Knudsen number. Although substrate #1 has thicker walls, it 
is not clear if this could a$ect the slip properties of the walls. 
#e reason for di$erent magnitude of the observed slip e$ect 
will be further investigated in a future study.

Several predictive models exist to describe the wall 
permeability at higher values of the Knudsen number. 
Figure 16-19 compares the three di$erent models (Eqs. 22-24 
below) with the measured results from the experiments.

 FIGURE 12  Non-dimensional pressure drop vs Reynolds 
number for substrate #1.

 FIGURE 13  Scaled permeability (k/kcold) vs temperature.  FIGURE 14  Non-dimensional permeability vs Knudsen 
number for all substrates.
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Using the Stokes-Cunningham Factor as in [8]:

 k
k

SCF Kn e Kn

0

1 1

1 1 257 0 4! ! " "
#

$
%%

&

'
((

)

. .
.

 (22)

Maxwell et al. [44] suggest a linear "tting is su&cient with 
the calibration of the coe&cient C1 to experimental data (used 
for "lters in [23]):

 k
k

C Kn
0

11 4! "  (23)

Lee et al. [45] suggested a model using the tangential 
momentum accommodation coe&cient, σv:

 k
K K Kn

Kn
dv

v

c!
"# $

%# $ "# $
2 3
9 1 1 2 4

1 2
2&

&�
 (24)

Here, σv  is equal to 1, and K1 and K2 are de"ned by 
the following:

 K1

1
3

22 1 8 1 0 2 1! " "# $ " " "# $. .� � �  (25)

 K2

1
3

21 1 2 1 0 2 1! " "# $ % "# $. .� �  (26)

From Figures 16-19, we can see that the SCF model [8] 
under-predicts the trend considerably for all substrates. #e 

 FIGURE 15  Scaled permeability (k/k0) − 1 vs Knudsen 
number for all substrates.

 FIGURE 16  Scaled permeability (k/k0) − 1 vs Knudsen 
number for substrate #1 comparison with slip-e"ect models.

 FIGURE 18  Scaled permeability (k/k0) − 1 vs Knudsen 
number for substrate #3 comparison with slip-e"ect models.

 FIGURE 19  Scaled permeability (k/k0) − 1 vs Knudsen 
number for substrate #4 comparison with slip-e"ect models.

 FIGURE 17  Scaled permeability (k/k0) − 1 vs Knudsen 
number for substrate #2 comparison with slip-e"ect models.
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model from Lee et al. also considerably under-predicts the 
change for substrates #1 and #2; however, is closer to the 
experimental results for substrates #3 and #4. #e Maxwell 
model used in [44, 23] is only accurate because the constant, 
C1, is found by "tting Eq. 23 to the experimental data. A study 
of a wider range of substrates is needed to establish if values 
of C1 can be used for substrates with similar properties. #e 
calculated values for C1 using the experimental data from all 
four substrates used in this study, together with that found in 
[23], are listed in Table 5. #e variation in the values suggests 
that the slip-e$ect magnitude does not solely depend on the 
"lter material or the intrinsic properties. Substrate #2 is 
similar to that used in [23]; however, the corresponding value 
of C1 is di$erent by more than a factor of three. For this reason, 
it is di&cult to suggest a narrow range or a value for C1 that 
might "t all tested substrates. On the other hand, substrates 
#2 and #4 have the same material and values for C1 within 
16% of each other.

Conclusions
In this study, a robust and repeatable methodology has been 
demonstrated to allow for the measurement of the pressure 
drop across a section of channel wall found in automotive 
particulate "lters. #e results are used to estimate the perme-
ability for both cold and hot %ow, which is a key parameter 
in%uencing "lter backpressure.

In this study the experimentally determined permeability 
for four di$erent clean substrates has been compared with the 
analytical and empirical expressions developed for beds of 
packed spheres, arrangements of spheres and cylinders, and 
fibres. The results show that although for some of the 
substrates, the permeability estimates by these models were 
within an acceptable range (less than 15% di$erence), none 
of the existing expressions fully describe the permeability 
variation with substrate porosity and pore size. #is suggests 
that other porous wall properties (e.g., tortuosity) need to 
be considered to produce accurate permeability predictions 
for di$erent substrates.

The measurement method results have also been 
compared with the commonly used core test data analysis 
method, which involves using curve "tting to the experi-
mental data to determine permeability and contraction/
expansion coe&cients. For the two substrates tested here (#2 
and #3), the permeability values obtained from core testing 
di$ered from the measured values by at least one order of 
magnitude. #e inability to separate frictional, inertial, and 

through-wall losses in core testing is the most likely reason 
for the error associated with the core testing method.

With increasing temperature, the permeability is known 
to increase due to the slip-e$ect. For temperatures up to 400oC 
used in this study, permeability increases by between 15% and 
45%. Substrate #1 exhibited a much more pronounced slip 
e$ect than substrates #2-#4, which needs to be explained and 
will be the subject of future study. For substrates #2-#4, the 
permeability increase with the Knudsen number was of the 
same order of magnitude. In all cases, all the predictive slip-
e$ect models considered underestimated the slip e$ect. For 
"lters, this is a welcome result, as an increase in permeability 
means a decrease in the additional backpressure generated. 
Moreover, with typical exhaust gas temperatures up to 900oC, 
the slip-e$ect may have an even greater contribution. #is is 
something that can be  investigated further with 
higher temperatures.

Although the method has been applied to clean, bare 
substrates, the clean "lter permeability can be used for estab-
lishing pressure losses in coated and/or ash/soot loaded 
substrates, using the e$ective permeability [9]. #e experi-
mental method presented here can also be used to directly 
determine the permeability of coated or loaded wafers, which 
is the subject of a separate on-going study.
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Abbreviations
CFD - Computational %uid dynamics
DPF - Diesel Particulate Filter
DNS - Direct Numerical Simulation

GPF - Gasoline Particulate Filter
MFR - Mass Flow Rate
VFM - Viscous Flow Meter

Symbols
a - Cell pitch, m
A1 - Channel cross-sectional area, m2

A2 - Cross-sectional before contraction and a'er expansion, m2

α - Fitting coe&cient
β - Fitting coe&cient, Forchheimer coe&cient
D - Physical length scale, m
dc - Characteristic spherical dimension, m
df - Diameter of "bre, m
dh - Hydraulic diameter, m
dp - Particle size, m
Dp2

2  - Diameter of spheres with average surface area, m
F - Friction correction factor = 28.454
ΔP - Pressure drop, Pa
ϵ - Porosity
k - Permeability, m2

k0 - No-slip permeability, m2

kB - Boltzmann’s constant, 1.38x10-23 J/K
kk - Kozeny constant
Kn - Knudsen number
L - Channel length, m
lch - Characteristic length scale, m
λ - Molecular free mean path length, m
MPS - Mean pore size, μm
P - Pressure, Pa
Rec - Channel Reynolds number
Rep - Pore Reynolds number
SCF - Stokes-Cunningham Factor
σ - Collision diameter, m
μ - Dynamic viscosity, Pa.s
ν - Dynamic viscosity, m2s-1

T - Temperature, K
w - Wall thickness, m
U - Channel velocity, m/s
Uw - Wall velocity, m/s
ζ - Contraction/Expansion coe&cient
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