
 

 

Toward Population Health Intelligence: 
When Artificial Intelligence Meets 
Population Health Research 
 
Wang, J., Chen, L., Lycett, D., Vernon, D. & Zheng, D. 
 
Author post-print (accepted) deposited by Coventry University’s Repository 
 

Original citation & hyperlink:  
Wang, J, Chen, L, Lycett, D, Vernon, D & Zheng, D 2024, 'Toward Population Health 
Intelligence: When Artificial Intelligence Meets Population Health Research', 
Computer, vol. 57, no. 6, pp. 62-72. 
https://dx.doi.org/10.1109/mc.2023.3283857 
 
DOI 10.1109/mc.2023.3283857 
ISSN 0018-9162 
ESSN 1558-0814 
 
Publisher:  Institute of Electrical and Electronics Engineers 
 
© 2024 IEEE. Personal use of this material is permitted. Permission from IEEE must 
be obtained for all other uses, in any current or future media, including 
reprinting/republishing this material for advertising or promotional purposes, 
creating new collective works, for resale or redistribution to servers or lists, or reuse 
of any copyrighted component of this work in other works. 
 
Copyright © and Moral Rights are retained by the author(s) and/ or other copyright 
owners. A copy can be downloaded for personal non-commercial research or study, 
without prior permission or charge. This item cannot be reproduced or quoted 
extensively from without first obtaining permission in writing from the copyright 
holder(s). The content must not be changed in any way or sold commercially in any 
format or medium without the formal permission of the copyright holders.  
 
This document is the author’s post-print version, incorporating any revisions agreed 
during the peer-review process. Some differences between the published version 
and this version may remain and you are advised to consult the published version if 
you wish to cite from it.  
 

https://dx.doi.org/10.1109/mc.2023.3283857


Towards Population Health
Intelligence: When Artificial
Intelligence Meets Population
Health Research
Jiangtao Wang
Centre for Intelligent Healthcare, Coventry University, Coventry, United Kingdom,
ad5187@coventry.ac.uk

Long Chen ∗

Centre for Intelligent Healthcare, Coventry University, Coventry, United Kingdom,
ad8579@coventry.ac.uk

Deborah Lycett
Centre for Intelligent Healthcare, Coventry University, Coventry, United Kingdom,
ab5042@coventry.ac.uk

Duncan Vernon
Warwickshire County Council and South Warwickshire University NHS Foundation Trust, Warwick,
United Kingdom, Duncan.Vernon@swft.nhs.uk

Dingchang Zheng
Centre for Intelligent Healthcare, Coventry University, Coventry, United Kingdom,
ad4291@coventry.ac.uk

Abstract—
Artificial intelligence (AI), has been increasingly adopted to improve human’s health and
wellbeing, but the influential articles in this field mainly focus on the individual-level clinical
predictions. To date there has been little consideration of AI to model health and disease at
population level. To this end, this article aims to provide multidisciplinary researchers with a
deep, comprehensive, and insightful vision of how AI can empower research in population
health. Specifically, this article summarizes the state-of-the-art research agenda of AI-based
population health in a logical way, we review how AI can be integrated to different tasks and
stages of population health to solve unmet healthcare needs. We go on to describe our recent
research project called Compressive Population Health (CPH) as a case study. Finally, we
discuss opportunities of AI-empowered population health to inspire future research in this
promising area.

Keywords: Artificial intelligence (AI), En-
vironmental health, Epidemiology, Population
health

1. Introduction

Artificial intelligence (AI), such as machine
learning, has been increasingly adopted in health-
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care, enabled by the availability of various types
and modalities of digitalized health or health-
related data. The combination of AI and Health
Data Science generates a new vision called Health
Intelligence1, which can be further classified as
applications at levels of the individual and the
population. Individual-level health intelligence
mainly focuses on the prediction and management
of individual health and well-being, which is
referred to as personal health intelligence, while
population-level health Intelligence aims to un-
derstand and promote public health through mul-
tiple disciplines including environmental health,
epidemiology, social sciences, and economics,
which is referred to as Population Health Intelli-
gence here.

Take the topic of deep learning for Electronic
Health Record (EHR) analysis as an example of
personal health intelligence, there are a lot of sur-
veys, vision, and position papers such as2,3, which
make a very comprehensive summary and insight-
ful outlook of its research landscape. For exam-
ple, diverse deep learning methods and frame-
works have been applied to various clinical ap-
plications, which includes information extraction,
outcome forecasting, and phenotyping. However,
although as important as personal health intelli-
gence, there are relatively much fewer literature
reviews or vision articles to investigate how AI
can empower the research agenda of population
health. The research paper including 4,5,6 do focus
on the population health intelligence, but they
mainly list some interesting applications on AI
health inequalities and social determinants with
an absence of a deeper exploration of the key
technologies and their relationship with unmet
needs in population health research such as epi-
demiology in Noncommunicable Diseases, A nar-
rative review 7 focuses on the combination of AI
and geospatial techniques on population health,
for example Infectious diseases, environmental
health, and genetics but this only shows part of
the potential of population health intelligence.

The core contribution of the article lies in
presenting a first-of-its-kind in-depth view point
regarding how AI can be effectively adopted in
the context of population health: (1) we provide
multidisciplinary researchers with insight into
the state-of-the-art research agenda of population
health intelligence where AI can be integrated to

different stages/tasks of population health, and to
solve which category of unmet needs (Section
3). (2) We Introduce one of our recent research
projects called Compressive Population Health
(CPH), showcasing it as a case study with joint
consideration of different stages of population
health intelligence (Section 4). (3) We describe
the existing gaps and opportunities in this area
with ideas to inspire future research that crosses
multidisciplinary boundaries of public health and
AI. (Section 5). Here, please note that this is a
vision article rather than a comprehensive survey
paper.

2. Population Health: Preliminaries
To provide AI researchers with basic land-

scape of population health research, the following
terms regarding different sub-disciplines and re-
search tasks are introduced as preliminaries.

Population Health has been defined as ”the
health outcomes of a group of individuals, includ-
ing the distribution of such outcomes within the
group” 8 , which aims to improve the health of an
entire human population. It has been described as
consisting of three components. These are ”health
outcomes, patterns of health determinants, and
policies and interventions”.

The research discipline for population health
is also named as Epidemiology, that is, the branch
of medicine which studies the distribution and
determinants of health-related states among speci-
fied populations and the application of that study
to the control of health problems. Epidemiolo-
gists are public health researchers who analyze
population health data (for instance, to study
how often diseases occur in different groups of
people / different areas, and why), and monitor
disease progression (e.g., infectious diseases such
as COVID-19).

There are also several terms regarding the
sub-disciplines of population health, including en-
vironmental health, spatial epidemiology, health
geography, and so on. Environmental health is the
branch of public health concerned with all aspects
of the natural and built environment affecting
human health. Environmental health focuses on
the natural and built environments for the ben-
efit of human health. Spatial epidemiology is a
subfield of epidemiology focused on the study
of the spatial distribution of health outcomes.
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Specifically, spatial epidemiology is concerned
with the description and examination of disease
and its geographic variations. Health geography
is the application of geographical information,
perspectives, and methods to the study of health,
disease, and health care. From the above defini-
tions, spatial epidemiology and health geography
are more similar, where the location is an impor-
tant index within the study, while the scope of
environmental health is wider.

The lifecycle of population health research
usually consists of three sequential stages/tasks:
(1) population health data collection (health
outcome profiling): collect health or health-
related data from a target group of popula-
tion, and then pre-process the data to form the
required profile for study; (2) population data
analytics (modeling and understanding): analysis
on the collected data to model the pattern of
certain health outcomes so that a understanding
of knowledge can be obtained. (3) population
health intervention: stakeholders including pub-
lic health administrators, epidemiologists, health
policy makers, and built environment planners,
co-develop evidence-based strategies to improve
public health and wellbeing.

3. AI-Empowered Population Health:
Research Agenda

When talking about the adoption of AI in the
certain domains, we usually refer to the tasks such
as health data analytics and prediction. However,
for population health research, the power of AI
has already been integrated in the full lifecycle. In
this section, we will provide an overview research
agenda of AI-empowered population health based
on a stage-aware and challenge-driven structure,
where we will introduce the key challenges/needs
in each stage and the how the AI technologies can
be embedded to tackle them.

3.1. AI for Population Health Data Collection
As Fig 1 shows, conventional population

health (or health-related) data collection mainly
relies on specific staff, surveys, and devices,
which is of high cost in terms of the consumed
time and money. Moreover, because of the ex-
pensive cost and uncertainty of participation will-
ingness, the spatial-temporal coverage or scale of
the data collection and profiling is usually very

limited (or with missing records), and moreover,
the obtained health profiles are usually coarse-
grained. Other forms of surveillance include dis-
ease registers, which either aggregate information
from multiple sources impacting on timeliness,
or are dependent on patients interacting with
health professions to receive a diagnosis. These
barriers in data collection inevitably hinders fur-
ther knowledge extraction and understanding, es-
pecially in understanding inequalities in health
outcomes.

In recent years, the combination of AI and
other key technologies, such as Internet of Things
(IoT), cloud computing, mobile social network,
etc., has jointly enabled a new paradigm for
crowdsourced population health data collection
(see Fig 5). For example, urban green space may
be important to mental health, but the association
between long-term green space exposures and de-
pression, anxiety, and cognitive function in adults
remains unknown. To address current limitations
regarding the lack of green space measurements
at the highly granular street scale, one recent
study in 9 calculated the street-level measures
from Google Street View images in Portland,
Oregon, US. Another typical example is the col-
lection of a multitude of data sources for outbreak
detection, including electronic health records and
non-traditional public health data sources such as
Twitter feeds 10 .

3.2. AI for Population Health Data Analytic
After the population health data have been

collected and preprocessed (cleaned, linked, and
calibrated), health data scientists will move the
analytic phase, which aims to extract knowledge
for better understanding about the public health
measures and its determinants. There are two
primary types of data analytic tasks for popula-
tion health research: cause-and-effect analysis and
predictive analysis.

Cause-and-effect Analysis. This has overlaps
with the developing field of Population Health
Management. A key task of population health
research is to investigate a potential cause-and-
effect relationship between the health outcome
and its possible determinants. The main challenge
of this type of task is the existence of confound-
inghttps://www.overleaf.com/project/6237c07f44f8c36dabc55d50
variables, that are, unmeasured variables that
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Figure 1: Integration of AI in multiple stages of population health

Figure 2: Population health data collection: conventional ways

influence both the supposed cause and the
supposed effect. It’s important to consider
potential confounding variables and account
for them in your research design to ensure the
results are valid. The most used approach is to
restrict your treatment group by only including
subjects with the same or at least similar values
of potential confounding factors. The study
about the effectiveness of lockdown measures on
the control of pandemic 11 is an example using
this simple approach, where other confounding

factors, such as density of population and aging
features, have been successfully controlled.
However, the problem of this simple method
is that it will significantly reduce the number
of samples, so that the qualified group may
not be representative. Alternatively, you can
select a comparison group that matches with
the treatment group. For example, the authors
in 12 studies the effect of sport venue presence
on the prevalence of antidepressant prescriptions
in over 600 neighborhoods in London over a
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Figure 3: Crowdsourced population health data collection

period of three years, and find the distribution
of effects is approximately normal, centered
on a small negative effect on prescriptions
with increases in the availability of sporting
facilities, on average. The key technology of
this research is how to construct the treated
and control group by considering confounding
factors including demographics (population
structure), green space, and social-economical
determinants such as housing benefit claims and
job seekers allowance. To achieve this, the wards
are matched in such a way that minimizes the
difference between the confounding variables
over all matched pairs and maximizes the
difference between the treatment ’dose’ e.g., the
binned value of available sport venues in a ward,
in each pair.

Predictive Analysis. an increasing number
of machine learning algorithms (especially deep
learning, including CNN, LSTM, RNN, etc.) have
been proposed to predict/infer population-level
health outcome such as the prevalence of dis-
eases, ranging from non-communicable diseases
to infectious diseases. For example, the authors
in 13 use users’ posts or tweets on social net-
works to predict large-scale flu evolution patterns.
The work in 14 uses the population mobility
patterns of metropolitan area residents to predict
the prevalence of several chronic diseases in
urban neighborhoods by looking at local human
lifestyles. Rather than using traditional missing
data recovery approaches for spatial data (e.g.,
interpolation, k-nearest neighbors, and matrix
completion) which mainly focus on linear and

single-view data correlation, the technical trend
of these recent work is to construct a deep learn-
ing network to utilize correlations from multiple
views, including both temporal and spatial ones.
the temporal view aims to model the correla-
tions between measures with near time periods
via models such as Long Short-Term Memory
(LSTM), while the spatial view characterizes lo-
cal spatial correlation with neighboring grids via
Convolutional Neural Network (CNN). Beyond
general predictive analysis models, researchers
recently also focus on some specific challenges
closely linked to population health data and pro-
pose corresponding solutions to address them.
One is the data inaccuracy, where integrating data
from personal devices with healthcare services
requires accurate and reliable data that can be
used to make sound policy decisions. Personal
health devices, including devices for in-home
use, are well-known to be susceptible to errors
unlike clinical equipment or environments. AI-
based calibrations techniques that compensate
these errors and increase validity of measure-
ments can improve accuracy of the measurements
15 . Another challenge is the data latency issue,
where population-level disease prediction esti-
mates the number of potential patients of partic-
ular diseases in some location at a future time
based on (frequently updated) historical disease
statistics. Existing approaches often assume the
existing disease statistics are reliable and will not
change. However, in practice, data collection is
often time-consuming and has time delays, with
both historical and current disease statistics being
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updated continuously. To address this challenge,
research work such as 16 propose population-
level disease prediction model which captures
data latency and incorporates the updated data
for improved predictions. Specifically, it models
real-time data and updated data using two sepa-
rate systems, each capturing spatial and temporal
effects using hybrid graph attention networks and
recurrent neural networks. Then it fuses the two
systems using both spatial and temporal latency-
aware attentions in an end-to-end manner. Uses
of predictive analytics to compare observed and
expected patterns of disease also have applica-
tions in identifying health inequalities, or cohorts
of patients likely to have undiagnosed illness.
More effective stratification of patients into risk
categories will also have benefits for targeting
other proactive healthcare interventions or pre-
dicting future healthcare costs, which has been
systemetically reviewed in 41.

3.3. AI for Population Health Intervention
AI has also been adopted in population health

intervention in recent years. As the built and nat-
ural environment is a key environmental determi-
nant of health and wellbeing, one typical aspect of
population health intervention is spatial planning
for health. In other words, the considerate design
of spaces and places can help to promote good
health; access to goods and services; and allevi-
ate, or in some cases even prevent, poor health
thereby having a positive impact on reducing
health inequalities. Although there is a multitude
of guidance supporting and advocating action
on the built and natural environment to improve
health outcomes, the evidence base underpinning
these principles is still a matter of debate amongst
the scientific and the practitioner communities.
The subjective and individual nature of the built
and natural environment make it difficult to de-
velop evidence-informed approaches that can be
universally applied, and successful practices in
one community setting may not always be trans-
ferrable to another. To this end, recent studies
such as 17 formulate the problem of spatial plan-
ning for health as a multi-objective optimization
for spatial planning, and then develop machine
learning and artificial intelligence approaches to
address spatial planning issues. These models
simulate the decision-making processes of mul-

tiple stakeholders in typical urban planning tasks
such as land use allocation, the machine learning
approach obtains the nonlinear behavioral rules of
land use, and the artificial intelligence approach
provides a flexible optimization framework that
can incorporate agents’ preferences.

More recently, some studies 38,39, 40 proposed
new health intervention scenarios in the advent
of the 5G network, where they examined, cat-
egorized, grouped, and classified methods such
as radio-frequency fingerprinting, mutual authen-
tication, and IoT-5G device authentication.

4. Case Study: Compressive
Population Health

For the current landscape of AI-empower pop-
ulation health research, they mainly integrated AI
separately in each of the stages of population
health. In this section, we will introduce our
recent study of AI-based population health, which
can be characterized as one of the pioneering
works jointly considering the stages of health data
collection and prediction in an end-to-end model.

4.1. Motivation and basic vision
Non-communicable diseases (NCDs), such as

hypertension, diabetes, and obesity, are major
causes of death globally, particularly in developed
countries [22]. Uncovering the hidden patterns
of NCDs is critical for health authorities to un-
derstand and address these issues. We can tradi-
tionally accomplish this by conducting population
health surveillance in traditionally sensed-areas
(TS-A), which refers to the profiling process that
measures the health statistics of a population in
the target area. However, it is a difficult task
because private health data is sensitive, diffi-
cult to obtain, and often entails a high operat-
ing expense. Specifically, data protection35, data
anonymization36, and data augmentation37 are key
barriers when dealing with sensitive healthcare
data, such as medical records, clinical trials data,
and genetic information. Data protection mea-
sures for sensitive healthcare data include imple-
menting access controls, such as user authenti-
cation and role-based access control, to limit ac-
cess to only authorized personnel. Encryption and
other security measures can also be used to ensure
that the data is protected in transit and at rest.
Data anonymization techniques for healthcare
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data include de-identification and pseudonymiza-
tion. De-identification involves removing or al-
tering any data elements that could potentially
identify an individual, such as names, addresses,
and Social Security numbers. Pseudonymization
involves replacing identifying information with a
pseudonym, which can be used to link different
data sources without revealing the identity of
the individual. Both techniques can help protect
individual privacy while still allowing for the use
of the data for research and other purposes. Data
augmentation techniques for healthcare data can
be used to generate synthetic data that can be used
for training machine learning models. This can
be particularly useful when dealing with small
datasets, as it can help increase the size and
diversity of the data without compromising in-
dividual privacy. Synthetic data can be generated
using techniques such as generative adversarial
networks (GANs) and variational autoencoders
(VAEs).

As a result, the collected data is often reduced
to a limited spatial coverage. Therefore, as shown
in Fig. 4, our primary goal is to present an AI-
based health paradigm called Compressive Popu-
lation Health Profiling (CPHP), which aims to re-
duce the effort required for traditional prevalence
profiling while maintaining data quality. Before
a task starts, we need to determine fine-grained
regions & surveyor recruitment. Then, each dis-
ease selects certain regions for profiling, and the
surveyor uploads the corresponding prevalence.
Lastly, CPH uses the TS-A data to impute the
un-selected regions (called Inferred Areas, IF-
A) by exploiting both intra-disease and inter-
disease correlations. The use of leave-one-out
bootstrapping ensures the quality of the imputed
data.

4.2. Approaches
In this section, we present Compressive Pop-

ulation Health Profiling (CPHP), a deep active
learning algorithm that seamlessly combines data
imputation and active learning. CPHP is based on
a cutting-edge data imputation algorithm known
as Compressive Population Health (CPH) 20 ,
which uses epidemiology knowledge to exploit
both inter-disease and intra-disease correlations
among multiple NCDs (e.g., obesity, diabetes and
hypertension), greatly reducing the profiling cost.

In contrast to the classic Generative Adversarial
Network, CPH is based on the Missing Data
Imputation approach, particularly, Generative Ad-
versarial Imputation Nets (GAIN) 21 . The intra-
disease correlation refers to the adjacency effect
on NCDs, in which diseases from neighbouring
regions are more likely to have a similar preva-
lence rate than diseases from distant regions. The
underlying logic of this type of correlation is
that adjacent regions frequently have a similar
demographic distribution. The inter-disease cor-
relations, specifically multi-morbidity 19 , which
is the co-occurrence of multiple NCDs. For exam-
ple, areas with high obesity rates are more likely
to have high hypertension rates as well23 .

Furthermore, in the profiling process, a
Bayesian active learning scheme 18 is used to
intelligently select the top TS-A regions with
the highest uncertainty. Fig. 5 shows the overall
architecture. In each cycle, CPHP selects the
next salient TS-A for profiling and waits for the
oracles to obtain the results in the target hospitals
present in that TS-A. This process will be itera-
tively occurred until the estimated data quality
satisfies the predefined error bound requirement.
Then, the task allocation formally ends, and the
missing data are filled with CPH in one profiling
cycle.

4.3. Experimental results and findings
We evaluate the proposed methods using two

real-world datasets, Ward Boundaries of London
and Chronic Diseases Prevalence, both of which
do not require any licences to access. Moreover,
both datasets comply with the GDPR regulations
for their processing, which includes implementing
adequate security measures, e.g., data anonymiza-
tion and obtaining the required authorizations
from national authorities. The former is supplied
by the UK’s mapping agency with the govern-
ment’s arguably most accurate geographical data.
The dataset includes 630 London wards, as well
as their specific names, shapes, and codes. The
latter was downloaded from the National Health
Service between 01/04/2008 and 31/03/2017, and
it contains three types of diseases: obesity, dia-
betes, and hypertension. The prevalence of each
type is given as a percentage of all patients on the
practise list. The two dataset are linked in terms
of the location id at ward level. We use historical
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Figure 4: The basic vision of CPHP

Figure 5: The Overall Workflow of CPHP
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training data from 2008 to 2014 and test data
from 2015 to 2017. For example, if we set the
current year to 2015, we can test the performance
of active learning in 2015 using data from 2008
to 2014. If the current year is set to 2016, we
compare 2016 performance to data from 2008
to 2015.In addition, we compare CPHP with the
following baselines:

• Entropy-based sampling strategy: The model
assumes that higher values of entropy corre-
spond to greater uncertainty.

• Random sampling strategy: The model that
first shuffle all the data points, and then the
acquired dataset is randomly drawn from a
uniform distribution.

Table 1 shows the results of various active
learning models for the prevalence rate deduction
of diabetes in 2017. Note that the error bound is
set at the levels of 10% and 5% respectively. The
minimal proportion of sampling regions that meet
the error bound criteria is used as a measure of
performance. This metric’s lower value indicates
a lower cost of profiling with the same level of
performance. It is clear that CPHP supersedes
the other baselines because of its cutting-edge
active learning technique and higher convergence
speed, which in turn decreases the profiling cost
significantly. Specifically, CPHP requires only
12.4 percent of the entire region to be sampled,
whereas an entropy-based sampling system and a
random sampling system require 14.9 percent and
15.8 percent of the entire region correspondingly
to achieve the same error constraint. Even though
the required sampling percentage is only reduced
by 2.4% and 3.6%, it is really reduced by 19.8%
and 26.2% relative to the baselines, which we
claim is a substantial improvement. In a nutshell,
CPHP that uses a Bayesian active learning tech-
nique to make considerable improvements over
previous baseline algorithms, and the introduction
of CPHP has an impact on enhancing health
profiling practise by reducing costs and time for
collecting data.

5. Conclusion and Future opportunities
In this section, we highlight the research gaps

and future opportunities for AI-empowered pop-
ulation health, which may lead to novel solutions
in this increasingly important field.

Uncertainty of Correlations. Motivated by
the First Law of Geography: ‘near things are
more related than distant things’, epidemiologists
and health data scientists have found that many
diseases also have spatial correlation, that is,
the disease prevalence tends to be more similar
between neighboring regions than distant ones.
However, according to our recent findings in24 ,
the First Law of Geography sometimes does not
work for many diseases, where two girds could be
spatially distant but are similar in their prevalence
evolution pattern. For example, grid A is more
distant from B than C, but the prevalence rates
between A and B might be more similar than
that between A and C. In this case, relying on
the spatial correlation will undermine the data
reconstruction accuracy. Besides, the correlations
may be altered from time to time. Therefore,
it is an urgent need to develop more robust
population health inference/prediction algorithms
to deal with uncertain correlations.

Interpretability. Although deep learning
models are superior in many population health
data analysis tasks compared to conventional
Interpolation methods such as linear regression,
they suffer from a drawback. That is, data con-
sumers such as public health administrators and
epidemiologists will hesitate to trust the pre-
dicted/inferred measures and take corresponding
intervention actions, because the model only tells
them about the inferred measure without giving
explanations on why the decision has been made.
Therefore, providing a certain level of explain-
ability for the proposed model is also an impor-
tant requirement, that is, our approaches need to
provide a capability to enable data consumers to
understand the evidence of the decisions made by
AI models. One possible AI solution for this is
mimic learning, where we can use a simple but
interpretable model (e.g., multivariate regression
or a shallow neural network model) to mimic a
complex deep learning model.

Causal Representation Learning. The two
fields of machine learning and causal modeling
and are developed separately in the area of popu-
lation health intelligence. However, there is, now,
cross-pollination and increasing interest in both
fields to benefit from the advances of the other.
Most machine-learning-based population health
prediction tasks focus on the predicted outcomes

9



Error bound Entropy-based Sampling Random Sampling CPHP
10% 15.3% 14.5% 12.1%
5% 17.7% 17.3% 13.7%

Table 1: The performance of varying active learning models for diabetes in 2017

rather than understanding spatial or temporal
causality, which are limited in their ability to
generalize the patterns they find in a training
data set for real-world public health practice.
The ability to uncover the causes and effects
of different phenomena in complex public health
problems would help us build better solutions.

Decentralized Machine Learning. Existing
AI-based population health data analysis com-
monly assume that health or health-related data
from different regions/systems/stakeholders will
be processed and analyzed in a centralized server.
However, because of the region-dependent data
protection and security regulation, this assump-
tion may not always be satisfied. Take our case
study of compressive population health as an
example, the data collection of different diseases
may not be handled by the same authority, and
different data profiling organizers may not all
be cooperative to upload the data to a central-
ized repository. Therefore, we need to develop
an aggregation-free approach for the spatial-
temporal health data analytics on the basis of
AI technologies such as federated learning and
transfer learning.

Multimodality and Multiview Learning. We
can see that multiple sources of data have been
associated with population health outcome, even
for some new sources of data that public health
researchers have not used before (e.g., citizens’
mobility). However, in terms of the predictive
analysis task, existing research mainly exploit the
data with single modality. A possible research
direction is to exploit multiple modalities at the
same time with a multi-view and multi-modality
learning strategy. Take the prediction of Covid-
19 pandemic as an example, we may exploit both
textual data on the web (e.g., social media) and
sensory data (human mobility) at the same time
to maximize their complementary power.

AI and Precision Public Health. The vision
of precision public health is that using better
public health surveillance, laboratory investiga-
tions and geo-spatial modelling may allow more

precise targeted population health interventions.
It is essentially about delivering the right inter-
vention at the right time, to the right population.
To realize this vision, AI will play a very impor-
tant role across multiple stages including health
data collection, health data analytic, and health
intervention. The above research of compressive
population health is a typical example of how AI
can be beneficial for reducing the cost of public
health profiling by jointly considering both data
collection and analytic phases. However, research
in this area is still very insufficient, and many key
applications and problems need to be studied ur-
gently. For example, the majority of the mosquito-
related infectious disease burden worldwide (e.g.
Dengue, Chikungunya) could be addressed by
focusing on the high risk geographic areas. We
can combine AI and geo-spatial technology to
accurately identify theses areas and then health
interventions can be designed and implemented.
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[6] Thiébaut, Rodolphe, and Frantz Thies-

sard. ”Artificial intelligence in public health and
epidemiology.” Yearbook of medical informatics
27.01 (2018): 207-210.

[7] Kamel Boulos, Maged N., Guochao Peng,
and Trang VoPham. ”An overview of GeoAI ap-
plications in health and healthcare.” International
journal of health geographics 18.1 (2019): 1-9.

[8] Kindig D, Stoddart G (March 2003).
”What is population health?”. American Journal
of Public Health. 93 (3): 380–3.

[9] Larkin A, Hystad P: Evaluating street view
exposure measures of visible green space for
health research. J Expo Sci Environ Epidemiol
2018.

[10] Osborne, Matthew T., et al. ”Catch the
tweet to fight the flu: Using Twitter to promote flu
shots on a college campus.” Journal of American
College Health (2021): 1-15.

[11] K. Li, et al. ”Does Our Collective Strin-
gency Control the Virus? Investigating Lockdown
Effectiveness on Community Mobility Data,”
2021 IEEE 45th Annual Computers, Software,
and Applications Conference (COMPSAC), 2021,
pp. 608-617

[12] Hasthanasombat, Apinan, and Cecilia
Mascolo. ”Understanding the effects of the neigh-
bourhood built environment on public health with
open data.” The World Wide Web Conference.
2019.

[13] S. Verma, Y. Park, and M. Kim, “Pre-
dicting flu-rate using big data analytics based on
social data and weather conditions,” Advanced
Science Letters, 2017

[14] Wang, Yingzi, et al. ”Predicting the
Spatio-Temporal Evolution of Chronic Diseases
in Population with Human Mobility Data.” IJCAI,
2018.

[15] Benke, Kurt, and Geza Benke. ”Artificial
intelligence and big data in public health.” In-
ternational journal of environmental research and
public health 15.12 (2018): 2796.

[16] Gao, Junyi, et al. ”PopNet: Real-
Time Population-Level Disease Prediction with
Data Latency.” arXiv preprint arXiv:2202.03415
(2022).

[17] Ding, Xiaoe, Minrui Zheng, and Xinqi
Zheng. ”The application of genetic algorithm in

land use optimization research: A review.” Land
10.5 (2021): 526.

[18] Houlsby N, Huszár F, Ghahramani Z,
Lengyel M. Bayesian active learning for classi-
fication and preference learning. arXiv preprint
arXiv:1112.5745. 2011 Dec 24.

[19] Prados-Torres A, Calderón-Larrañaga A,
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